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Abstract: Amphibian conservation has progressed from the identification of declines to mitigation,
but efforts are hampered by the lack of nuanced information about the effects of environmental
characteristics and stressors on mechanistic processes of population regulation. Challenges include a
paucity of long-term data and scant information about the relative roles of extrinsic (e.g., weather) and
intrinsic (e.g., density dependence) factors. We used a Bayesian formulation of an open population
capture-recapture model and >30 years of data to examine intrinsic and extrinsic factors regulating two
adult boreal chorus frogs (Pseudacris maculata) populations. We modelled population growth rate and
apparent survival directly, assessed their temporal variability, and derived estimates of recruitment.
Populations were relatively stable (geometric mean population growth rate >1) and regulated by
negative density dependence (i.e., higher population sizes reduced population growth rate). In the
smaller population, density dependence also acted on adult survival. In the larger population, higher
population growth was associated with warmer autumns. Survival estimates ranged from 0.30–0.87,
per-capita recruitment was <1 in most years, and mean seniority probability was >0.50, suggesting
adult survival is more important to population growth than recruitment. Our analysis indicates
density dependence is a primary driver of population dynamics for P. maculata adults.

Keywords: Anura; Pseudacris; density dependence; long-term data; population growth rate;
per-capita recruitment

1. Introduction

Progress in mitigating declines in animal populations depends on moving beyond the identification
of causes and towards the determination of mechanism—how a particular cause affects whole
populations. A prerequisite for making sense of such mechanisms is to understand how populations
are regulated (e.g., intrinsically or extrinsically) and then to understand how regulation is affected
by cause(s) of decline (e.g., a system perturbed by disease or invasive species). The past three
decades of amphibian declines illustrate a progression in conservation efforts from identifying a
phenomenon [1], to identifying potential causes [2–4], to searching for mechanisms [5,6] and identifying
mitigation strategies [7–9]. However, the prerequisite to assembling these pieces of information is an
understanding of how amphibian populations are regulated, and this is incomplete [10,11]. Regulation
is likely a combination of the effects of intrinsic (e.g., density dependence, [12,13]) and extrinsic (e.g.,
environmental [14,15]) factors and their interactions.
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Much of the current work on amphibian populations focuses on the effects of various environmental
(extrinsic) factors on individual demographic parameters such as survival, recruitment, or population
growth rate [15–24]. There is less work examining the effect of intrinsic factors (i.e., density dependence)
on population regulation, especially for terrestrial life stages. There are notable exceptions that examine
the role of density dependence in amphibian populations [25–29], and Leão et al. [13] provide broad
evidence for density dependent population regulation in amphibians and reptiles, including three
species of Pseudacris. However, the majority of these studies rely on count data that do not account
for observation error (but see [29]), and thus, are more likely to detect spurious effects of density
dependence [30,31].

Density dependence can act on different life stages (e.g., embryonic, larval, terrestrial), but also on
different demographic rates (e.g., fecundity, recruitment, survival)—such influences can be problematic
for amphibians, in particular those that have complex life histories that involve metamorphosis and
the use of different habitats [10]. Determining at what stage(s) density dependence matters, and which
rate(s) it affects, is a key component in understanding population regulation and mechanisms behind
observed declines.

Exploring factors that regulate populations requires data series that encompass population
information over a long enough time period to record decreases and increases (i.e., due to perturbations
and recoveries) in population size. Long-term data sets can meet this requirement and increase
confidence in the effect of a given factor (whether intrinsic or extrinsic) on a demographic rate [32–34].
Long-term data sets typically avoid pitfalls common to analyses of short-term data (e.g., shifting
baselines [35,36], erroneous identification of population trends [37], inconclusive relationships among
demographic parameters of interest and covariates [4], or opposing results [38]).

Relative to the number of amphibian species with conservation concerns, there are few amphibian
studies with data amenable to testing the effect of density dependence on demographic rates (e.g.,
capture-mark-recapture or similar). This limitation makes extant data sets particularly valuable [31].
Furthermore, many of these studies were initiated because of identified threats to populations of interest,
suggesting that these populations (and factors that regulate them) were responding to, or recovering
from, perturbation. Populations responding to such circumstances likely do not provide representative
data from which to build hypotheses about how amphibian populations are regulated [35–37].

In addition to understanding the factors that regulate a population, it is also important to know
the demographic structure of a population. For example, knowing the relative contribution of new
recruits versus surviving individuals to the overall population growth rate provides a bridge between
understanding the mechanisms that regulate a population and the management of that population [11].
If a population is relatively stable and survival is estimated to be low and recruitment high, this may
indicate that the growth rate is more sensitive to changes in new recruits, giving managers insight into
which demographic parameter to target if population growth rate declines. Thus, ideal models provide
(1) estimates of the effects of intrinsic vs. extrinsic factors on one or more demographic parameters
that regulate population growth, and (2) a robust assessment of the demographic composition of
a population.

In contrast to threatened and endangered amphibians, the boreal chorus frog (Psuedacris maculata) is
a species of least concern (ICUN https://www.iucnredlist.org/species/136004/78906835) and is common
in Colorado [39]. We have been studying boreal chorus frogs at two sites in northern Colorado since
the 1960s, using continuously collected capture-mark-recapture (cmr) methods since the mid-1980s.
To effectively use these data (35 yrs and ~11 generations [40]), we employed a recent extension of the
temporal symmetry model, also known as the Pradel model [41,42], to (1) estimate the effects of density
dependence and environment (e.g., temperature, snowpack, drought) on demographic parameters
and population growth rates of adult boreal chorus frogs, and (2) provide robust estimates of realized
population growth rate, apparent survival, and recruitment over the course of the time series.

https://www.iucnredlist.org/species/136004/78906835
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2. Materials and Methods

2.1. Species

Boreal chorus frogs are members of the acrisinae subfamily within the family Hylidae. The genus
Pseudacris (trilling chorus frogs, sensu Moriarty-Lemmon et al. 2007) is endemic to North America and
occurs throughout much of the U.S. [43,44]. The mean snout-vent-length for boreal chorus frogs at our
sites is 32.44 mm (Corn and Muths unpublished data), and there is evidence that individuals from
high-elevation populations are smaller than individuals at lower elevations [45,46]. Boreal chorus
frogs mature at 2–3 years [47] and cmr data suggest that the average life span is 5–7 years with some
individuals living >10 years (Muths, unpublished data). After an explosive breeding season triggered
by snowmelt [48], adults are primarily terrestrial (e.g., inhabiting wet meadows). Unlike other hylids
adapted to arboreal habitats, the eyes of boreal chorus frogs do not face forward and they lack adhesive
pads on their toes. Genetic connectivity in boreal chorus frogs is associated with landscape complexity
(i.e., topography, differences in moisture), and migration/colonization is facilitated by stepping-stone
habitats [49].

2.2. Data Collection

Capture-mark-recapture data were collected in a robust-design framework [50] for two populations
of chorus frogs that breed in ephemeral, subalpine ponds in northern Colorado from 1986 through 2020
(Figure 1). Briefly, frogs were captured by hand on multiple occasions during the breeding season each
year at each pond [51]. From 1986–2010, frogs were marked by toe clipping and from 2010 onwards,
with visual implant elastomer and toe clipping. Lily Pond (LP, elevation = 2969 m) and Matthews
Pond (MP, elevation = 2803 m) are approximately 3.6 km apart, embedded in a forest of lodgepole
pine (Pinus contorta), Engelmann spruce (Picea engelmannii), and subalpine fir (Abies lasiocarpa). Lily
Pond is larger than MP (0.66 ha and 0.20 ha, respectively), such that the canopy at MP is more closed.
Pond vegetation includes grasses (Poacea), sedges (Cyperaceae), cattails (Typhaceae), and water lilies
(Nymphaeaceae). Ponds fill as snow melts and dry completely by late August. The data collection was
done through USGS under the following animal care number: FORT IACUC 2013-09_RENEWAL_B,
Issued May 2019.

2.3. Covariate Development

We derived a suite of extrinsic weather covariates (Table 1) and a density dependent (intrinsic)
covariate to test in our modeling framework. Weather covariates (representative of current climate
conditions) were hypothesized to affect survival and recruitment of P. maculata and were based on
a subset of covariates developed by Muths et al. [51]. We used temperature and snowpack data
from the nearest SNOTEL station (Joe Wright, <6 km from study sites, elevation = 3085 m) for most
years, and data from Grizzly Peak, 110 km from study sites, elevation = 3383 m, when data were
unavailable from Joe Wright (1986–1989). Comparisons among site-specific temperatures and data
from SNOTEL sites showed high correspondence [51]. We used the package ‘snotelr’ [52] in the
statistical programing language R [53] to download SNOTEL data and derive covariates for modeling.
The summer drought covariate was derived from the Palmer Hydrological Drought Index for Colorado
(https://www7.ncdc.noaa.gov/CDO/CDODivisionalSelect.jsp#, accessed 7 August 2020). We did not
include covariates in the model that were highly correlated (i.e., Pearson’s correlation coefficient >0.70).
For all extrinsic covariates, we used data summarized over the year for which we estimated survival
(e.g., for survival from 1986–1987, we calculated the coldest average seven days in the winter between
1 October 1986 and 1 March 1987).

https://www7.ncdc.noaa.gov/CDO/CDODivisionalSelect.jsp#
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Table 1. Description of covariate derivations and our hypotheses for the effects on population growth rate (ρ) and apparent survival probability (ϕ). ‘NA’ indicates
that the covariate was not included in the model. Parentheticals in the covariate column indicate how the term was written in the model (e.g., Equations (1) and (2) in
text). SWE = snow water equivalents and is a measure of snowpack. PHDI = Palmer Hydrologic Drought Index.

Covariate Derivation Hypothesis (ρ) Hypothesis (ϕ)

Density dependence (Pi)
The number of individuals at time i relative to
the number of individuals in the population at

time 2 (Ni/N2).

Population growth rate decreases as population size
increases due to competition for resources via decreased

recruitment or decreased survival.

Apparent survival decreases as population sizes
increase due to competition for resources via
increased mortality of adults or permanent

emigration.

Number of spring cold
events (sprevnt)

The total number of times that the minimum
temperature was below −2 ◦C for 1 or more days

after SWE was 50% of maximum for the year.

Increasing numbers of freezing events in the spring
(e.g., early in the active season) increases mortality at

multiple life stages decreasing recruitment and
subsequently population growth rate.

NA

Coldest average 7 days in
the fall (tmin7FL)

The coldest week (i.e., 7 day period) between
October 1 and the development of persistent

snow (SWE> = 2).

Colder temperatures in the fall (e.g., late in the active
season) increase mortality at multiple life stages

decreasing recruitment and subsequently population
growth rate.

Colder temperatures in the fall (e.g., late in the
active season) increase mortality at the adult

stage.

Coldest average 7 days in
the winter (tmin7wn)

The coldest week (i.e., 7-day period) between
October 1 and March 31

Colder temperatures in the winter increase mortality at
multiple life stages decreasing recruitment and

subsequently population growth rate.

Colder temperatures in the winter increase
mortality at the adult stage.

Winter Length (winlength)
The number of days between persistent

snowpack (Snow Water Equivalent (SWE)> = 2)
and 50% of maximum SWE in the spring

Longer winters decrease recruitment (and subsequently
population growth rate) because sub-adults may not

have the resources to sustain them through the season.

Longer winters decrease survival because adults
may not have the resources to sustain them

through the season.

Maximum Snow Water
Equivalent (maxswe)

The maximum SWE measurement for the
breeding year.

Higher snowpack results in improved breeding
conditions and summer habitat, resulting in increased

recruitment and population growth rate.

Higher snowpack results in improved breeding
conditions and summer habitat, resulting in

increased survival.

Summer Drought
(phdism)

PHDI value for estimating the month of
metamorphosis (50 days past 50% of maximum

SWE).

Increased summer drought results in decreased water
availability on the landscape and increased mortality

(via desiccation) at multiple life stages, reducing
recruitment and population growth rate.

Increased summer drought results in decreased
water availability on the landscape and

increased mortality (via desiccation) at multiple
life stages, adult survival.

Active season length
(actseas)

The number of days between 50% of max SWE
and the earliest date on which minimum

temperature drops below −2 ◦C at the end of the
growing season prior to the current breeding

season (e.g., we used the active season in 2019 as
a covariate on rho/phi in 2020).

Longer growing seasons increase recruitment/growth
rate because individuals have more time to procure fat

reserves prior to hibernation.

Longer growing seasons increase adult survival
because individuals have more time to procure

fat reserves prior to hibernation.
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Figure 1. Lily and Matthews ponds are located in northern Colorado, USA (a). The high elevation
populations are approximately 3.6 km apart (b).

To test the effect of density dependence, we derived an index of population size (= /N2), where
Ni is abundance at time (year) i (with i = 1, . . . , 35). Abundance was derived from cmr data for each
time step in the Pradel model as a function of the number of individuals that survived from time i to
i + 1 and the number of recruits added to the population in each time step [42]. We used the abundance
relative to abundance at i = 2 because there are known issues with estimating abundance in the first
time step for time-dependent Jolly-Seber models (of which the Pradel model is a class) and relative
abundance is less sensitive to capture heterogeneity [42].

2.4. Data Analysis

We modified the Bayesian formulation of the Pradel model developed by Tenan et al. [42] to
estimate realized population growth rate (ρ), annual apparent survival probability (ϕ), annual detection
probability (p), seniority probability (γ), and per-capita recruitment for both populations. Among the
different approaches that exist to estimate and model population growth and associated vital rates
using cmr data from open populations, the Pradel model has the unique characteristic of combining
the standard-time and the reverse-time approach of reading individual longitudinal data in the same
likelihood, simultaneously incorporating survival and recruitment parameters, and thus allowing
inference on population growth rate. The conceptual basis of the Pradel model derives from the
observation that the proportion of individuals that are already members of the population in the
previous sampling occasion is the analogue of the survival rate when capture histories are considered
in reverse time order. Pradel [41] posited that the proportion of the seniority parameter (γ) reflects the
relative contribution of survivors from the previous occasion to the population growth rate. The model
formulation used here incorporates an index of population size and represents a model-based approach
to formally test and quantify the strength of density dependence directly on population growth rate, as
well as related vital rates, from cmr data. We used a parametrization of model likelihood where ρ,
ϕ, and p were model parameters estimated directly, and γ and per-capita recruitment were derived
parameters. Specifically, seniority probability γi represents the probability that an individual is in the
population at time i, given it was in the population at time i-1, and was derived as ϕi−1/ρi−1. Per-capita
recruitment (i.e., the number of individuals entering the population at time i, via local recruitment or
immigration, per individual already in the population) was derived as ρi−ϕi [42]. Thus, we tested the
effects of density dependence and weather covariates on population growth rate ρ using the following
linear predictor, which included a random effect of year (i):
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log(ρi) = αρ + βρ, 1 log(Pi) + βρ,2 ∗ sprevnti + βρ,3 ∗ tmin7FLi + βρ,4 ∗ +

∗winlengthi + βρ,6 ∗maxswei + βρ,7 ∗ actseas + ερ,i,
(1)

where
ερ,i ∼ Norm

(
0, σ2

ρ

)
,

and where Pi = Ni/N2 (e.g., the population size relative to population size at year i = 2) is the density
dependent term. We used the following equation to estimate survival probability (ϕ):

log(ϕi) = αϕ + βϕ,1 log(Pi) + βϕ,2 ∗ tmin7wni + βϕ,3 ∗ tmin7FLi + βϕ,4

∗maxswei + βϕ,5 ∗ phdism + εϕ,i
(2)

where
εϕ,i ∼ Norm

(
0, σ2

ϕ

)
.

Finally, we modeled detection probability as a random effect that varied by year.
We implemented the model in JAGS through the R package ‘jagsUI’ [54]. We ran three chains

with 3,150,000 iterations each, including an adapt phase of 50,000 iterations and a burn in of 100,000
iterations. We thinned each chain to every 300 iterations; thus, our final posterior distribution consisted
of 30,000 iterations. We assessed model convergence using the R-hat statistic [55,56], which was <1.1
for all parameters. We considered a covariate to have a significant effect if the 95% credible interval
(95% CRI) did not overlap zero. Finally, we calculated the geometric mean growth rate for each
population [57,58] to assess whether the two populations were, on average, growing, declining, or
stable over the course of the 34-year time series (see Tenan et al. [42], the supplementary code, for
details on prior parameter distributions and model formulation).

3. Results

We used capture histories for 2490 unique male frogs and 200 unique female frogs at LP, and 1125
unique male frogs and 108 unique female frogs at MP in our models. The difference in the number of
males and females is a result of a reduced catchability of females, and thus, our estimates of population
growth rate and demographic rates are driven largely by males. Mean detection probability at LP was
0.16 (95% credible interval [CRI], 0.14–0.19) and 0.25 (CRI 0.20–0.32) at MP.

3.1. Population Growth Rate

The geometric mean realized population growth rate for LP was 1.07 (CRI 0.62–1.71), suggesting
a population that grew, on average, by 7% per year. Population growth rate (ρ) was highest in 1987
(2.68, CRI 1.00–5.44) and lowest in 2014 (0.51, CRI 0.28–0.83), and in 21 of the 34 years at LP, the
population growth rate was >1.00 (Figure 2a). Higher relative population size at LP had a significantly
negative effect on population growth rate (Figure 3a) and the proportion of temporal variance explained
was 0.48, suggesting that negative density dependence is regulating the population. Of the weather
covariates, only the minimum average 7-day temperature in autumn (tmin7fl) had a significant effect
on population growth rate (i.e., warmer autumns had a significantly positive effect on population
growth rate, Figure 3a), but the proportion of temporal deviance explained was small (0.007).

The geometric mean realized population growth rate for MP was 1.06 (CRI 0.55–1.84) and ranged
from 0.60 (CRI 0.24–1.13) in 1990 to 1.88 (CRI 0.88–3.70) in 1995. The population growth rate was
>1.00 in 18 of 34 years (Figure 4a). The density dependence covariate had a significant effect on the
population growth rate at MP and the proportion of temporal variance explained was 0.28, but no
weather covariates had a significant effect (Figure 5a). As with LP, the effect was negative, suggesting
that higher population size results in lower population growth rate.
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3.2. Survival

The apparent survival probability (ϕ) at LP ranged from 0.18 (CRI 0.03–0.48) in 1987 to 0.87
(CRI 0.70–0.98) in 2005, and mean survival probability (i.e., the inverse-logit of the intercept) was 0.49
(CRI 0.15–0.80). In general, survival probability increased from 1987–2008, decreased from 2009–2018,
then increased again in 2019 and 2020 (Figure 2b). Neither the weather covariates that we tested nor
the density dependence term affected survival at LP (i.e., 95% credible intervals of the coefficient
estimates overlapped zero in all cases, Figure 3b). Apparent survival probability at MP ranged from
0.30 (95% CRI 0.08–0.62) in 1990 to 0.78 (CRI 0.45–0.99) in 2011 (Figure 4b), and the mean was 0.42
(CRI 0.34–0.69). Density dependence had a negative effect on survival probability at MP and the
temporal variance explained was 0.65, suggesting that density dependence is regulating apparent
survival at the adult stage (e.g., survival decreases or permanent emigration increases as population
sizes increase, Figure 5b). No weather covariates had a significant effect on survival probability at MP
(Figure 5b).

3.3. Additional Parameters

We observed substantial variation in seniority probability (γ) at LP over time, ranging from 0.08
(CRI 0.01–0.23) in 1988 to 1.00 in 1987 and 2004 (CRI 0.34–1.00 and 0.89–1.0, respectively) (Figure 2c).
However, the mean γ for LP was 0.61 (CRI 0.38–0.83), suggesting that adults that are already in the
population contribute disproportionately to population growth rate (i.e., over half of the individuals
in the population are surviving adults). Seniority probability was also variable at MP, ranging from
0.30 (CRI 0.17–0.46) in 2013 to 0.88 (95% CRI 0.55–1.00) in 2008 (Figure 4c). Although lower than at LP,
mean seniority probability at MP (0.54, CRI 0.31–0.82) was also >0.50, suggesting a disproportionate
effect of survivors on population growth rate similar to LP. Per-capita recruitment at LP was <1.00 in 30
of 34 years, and ranged from 0 in 2003 to 2.5 in 1987 (CRI 0.97–4.96) (Figure 2d). Similarly, per-capita
recruitment at MP was <1.00 in 30 of 34 years, and ranged from 0.13 (CRI 0–0.40) in 2007 to 1.14 (CRI
0.49–2.82) in 1995 (Figure 4d).

4. Discussion

Responding to declining populations requires foundational knowledge of the mechanisms of
population regulation prior to declines. We explored the relative contribution of intrinsic and extrinsic
factors regulating two populations of P. maculata using data from two relatively stable populations
(i.e., no evidence of dramatic declines in >50 years of data collection). We identified negative density
dependence as the primary driver of population growth rates for both populations. For the smaller
of the two populations (MP), there was a negative effect of density on apparent adult survival. This
suggests that when relative abundance is high, population growth rate declines (and conversely, when
relative abundance is low, growth rate increases), resulting in stable oscillation around a realized
population growth rate of one. While there was some evidence that warmer autumns result in increased
population growth rate for LP (the larger population), the proportion of temporal deviance explained
in population growth rate was small (0.007), and the proportion of temporal deviance explained by the
density dependence term was relatively large (0.48). With the exception of warmer autumns at LP,
no other weather covariates that we tested had an effect on growth rate or survival, suggesting that
intrinsic density dependence primarily regulates demographic patterns in these populations.

The Bayesian hierarchical formulation of the Pradel model provided robust estimates of population
growth rate and demographic parameters (apparent survival, seniority probability, and per-capita
recruitment) for all years, including those not estimable in a previous analysis [51]. In that analysis, a
classical formulation of the Pradel model fitted in a frequentist framework was used to directly estimate
apparent survival, recruitment, and population growth rate at LP and MP, but these parameters were
not estimable for one-third of the years in each of the time series, likely because there were fewer
captures and recaptures in those years. A Bayesian formulation of the Pradel model permits the
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hierarchical modeling of the biological and sampling processes and allows the extension of the original
fixed time effects structure to random time effects, an option that is still impractical in a frequentist
framework and can help address issues of convergence [59]. By including a random effect of year, for
years with small sample sizes, information is pooled from years with larger sample sizes [56].

Our observed patterns of population growth rate and parameter estimates aligned with earlier
results [51]. Specifically, periods of increases and decreases in growth rate were consistent, and mean
estimates of survival were nearly identical: LP = 0.50, MP = 0.43 [51], and LP = 0.49, MP = 0.42 (present
study); capture probabilities were also comparable: LP = 0.005−0.496, MP = 0.008−0.778 [51], and
LP = 0.102−0.38, MP = 0.134−0.46 (present study). The smaller range in capture probabilities in our
current analysis may be due to the random temporal structure we used, which ‘shrinks’ estimates
towards the population mean [54].

Importantly, however, average population growth rates between the two analyses were different.
Our analysis indicates that mean population growth rates were similar for LP (1.07) and MP (1.06),
whereas Muths et al. [51] reported mean population growth rates of 1.14 for LP and 0.88 for MP,
suggesting a declining population at MP. Despite a 29-year data set, the earlier growth rates were
estimable for only 20 (LP) and 19 (MP) years. Because we used a Bayesian framework, we were able to
estimate growth rate for the full time series available (i.e., 29 years from the previous analysis plus an
additional five years of data), and thus, we consider our results to be more robust.

The complementary results from the two analyses provide, at minimum, hypotheses to test
further. For instance, our analysis provides some evidence that warmer autumns (as an analog to
longer summers) may influence population growth rate of adults at LP, while the previous work [51]
indicates that drought and longer summers have a negative effect on recruitment. Understanding
whether increased survival at the adult stage compensates for reduced recruitment under future
climate conditions (summers are expected to be longer) is key for teasing apart the effects of climate
change on overall population stability [24,60]. The discrepancy in average growth rates between the
two analyses highlights the importance of complete data series for estimating population trends [32]
and the utility of re-examining long time series of data as new analytical approaches become available
that can address issues related to small sample sizes (e.g., few recaptures). For example, although
the data used in the earlier analysis were complete from a field standpoint (i.e., data were collected
in every year of the time series), some parameters were not estimable using the Pradel model in a
frequentist framework.

Estimates of population growth rate are important for identifying trends in the relative abundance
of a population, and estimates of survival provide context for observed patterns in population growth
rate. To improve our contextual understanding of these populations, we derived estimates for two
additional demographic parameters that are important for understanding underlying population
dynamics: seniority probability (i.e., the probability that an individual in the population at time
i was also in the population at time i-1 [41]) and per-capita recruitment. We found that for both
populations, mean seniority probability was high (> 0.50), while per-capita recruitment was low
(generally, <1 individual recruited to the population for every individual already in the population).
This suggests that for P. maculata, adults that are already in the population are critical for maintaining
population stability, and that the population growth rate is likely more sensitive to changes in adult
survival than changes in recruitment, a result that supports our supposition above, relative to the
importance of warmer autumns. The idea that adult life stages contribute disproportionately to
population growth rate in amphibians has been demonstrated with matrix projection models based on
asymptotic growth rates [11,24,61,62], but empirical data that confirm this (e.g., data that can be used to
quantify realized population growth rates) are rare. This is particularly true for small Hylids that tend
to have low capture rates due to large population sizes and logistical constraints (e.g., additional survey
effort needed to find small individuals). Our analysis thus provides novel insight into Hylid population
dynamics, information that can be used to guide management decisions (e.g., determining which life
stage to target in conservation actions), but that was previously inconclusive in prior analyses [51].
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Understanding the intrinsic and extrinsic factors regulating each life stage is also important for
managing under environmental uncertainty (e.g., threat of climate change, disease). We identified only
one extrinsic factor that potentially affected estimates of population growth rate (warmer autumns), but
our study focused solely on adults. Other life stages (embryos, larvae, juveniles) may be more sensitive
to extrinsic factors. For example, temperatures are expected to increase and snowpack decrease for
many montane environments [63], resulting in reduced hydroperiod length and the potential for
increased larval mortality [24,64–66]. Previous work indicates that plasticity in P. maculata larvae is
limited and suggests that larval survival and somatic growth are linked to historical (rather than
current) hydroperiod conditions [64]. Thus, given climate predictions, it is reasonable to hypothesize
that larval mortality could reach levels that affect population growth rates despite evidence that adult
survival is the main driver [24].

These results are likely useful in understanding demographic responses to causes of decline
in other similar species and provide a solid baseline for this species should it become threatened
in the future. For example, while we demonstrate that population growth rate and survival are
largely invariant to weather patterns, our analysis does not address emerging infectious disease [67]
or the indirect effects of climate change, such as increased incidence and intensity of wildfire [68,69].
Both LP and MP were recently affected by the 2020 Cameron Peak wildfire, the largest wildfire in
Colorado history (https://www.denverpost.com/2020/10/18/cameron-peak-fire-update-october-18/).
More broadly, over 3-million hectares have burned in Oregon, California, and Washington in 2020,
putting multiple species at risk [69]. Fires in Australia in 2019 were similarly unprecedented [70]. Most
studies of amphibian response to wildfire have focused on community composition and occupancy pre
and post-wildfire (toads [71], frogs and salamanders [72]), but there is also evidence that fire reduces
effective population size and increases extinction risk for tree frogs (Litoria spp [73]). The threat of
the Cameron Peak fire underscores the value of the long-term data collection efforts at LP and MP.
The intensive study design allows for a robust comparison of ‘baseline’ conditions to data gathered
in post-fire years contributing to a better understanding of the demographic response of amphibian
populations to fire.

We have improved demographic estimates for our target populations and enlarged our context for
thinking about population dynamics in a small Hylid amphibian species that is currently widespread
in North America and non-threatened. These long-term data collected from a species that has not
experienced catastrophic declines, and from populations that have not been significantly affected by
anthropogenic activities, provide robust estimates of demographic parameters and insight into the
factors regulating these populations. This contribution will be useful to managers requiring estimates
that are reliable and that can be used with confidence in viability modeling or in determining the
consequences of management actions, particularly for species that cannot be reliably and directly
censused. Such information will also contribute to our understanding of population regulation in
amphibians, which has relevance to population theory as well as conservation.
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