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1. Statistical analysis

In the present work, the supervised and classification methods such as PLS-DA, PCA-LDA, 

SVMC) were performed for establishing classification models for CoV(+) and CoV(-) 

samples of saliva as well as nasopharyngeal swabs using the commercial 

Unscrambler® software (CAMO software AS, version 10.3, Oslo, Norway). 

Before multivariate analysis, the SERS data were processed using the following steps: (i) 

smoothing with a Savitzky–Golay filter (Oslo, Norway), (ii) background correction (concave 

rubber band correction; the number of baseline points was 34 and the number of iterations 

was 10), and (iii) normalization using OPUS software (Bruker Optic GmbH, 2012 version, 



Ettlingen, Germany). The PCA was completed based on the NIPLAS algorithm, validation 

(random with 20 segments), significance 0.05, and a SERS spectra number of 120. 

Number of samples taken for preparation of calibration models and number of external 

samples subjected to recognition: 

- saliva sets: 129 samples for calibration, 20 samples for validation,

- nasopharyngeal swabs: 88 samples for calibration, 16 samples for validation.

Partial Least-Squares Discriminant Analysis (PLS-DA) 

PLS-DA is a supervised method that evolved from PLSR algorithm designed to resolve 

regression problems and additionally aimed at handling classification tasks. Therefore, PLS-

DA links procedures such as: (a) reduction of the dimensionality of complex data, and (b) 

discriminant analysis (samples classification based on the constructed model). To provide 

pattern recognition information by PLS-DA method, two types of variables must be 

established. The explanatory variables that stand for the spectral data forming the matrix X 

and the corresponding response variables of the matrix Y (categorical data - nominal or 

ordinal that are setting by the user). Initially, such categorical variables (e.g. CoV(+), CoV(-)) 

are encoded into continuous variables data (e.g. '1' which is CoV(+) and '0' which is CoV(-)). 

The number of rows of matrix X is the same as for matrix Y and refers to the number of 

samples. In turn, the number of columns of matrix Y corresponds to the number of established 

categories. Thus, PLS regression is used to build a model based on matrix X of the predictors 

and a dummy matrix Y that expresses the class membership, which consequently leads to 

classification based on the generated prediction values (real-values) [1–5]. The quality of 

calibration model can be described by figures of merits: R2
cal (R squared in calibration), R2

cv 

(R squared in cross validation) that pertain to the explained fraction of the original data by the 

model; RMSEC (root mean squared error in calibration), RMSECV (root mean squared error 



in cross validation) that describe the standard deviation between reference and predicted 

values.  

Linear Discriminant analysis (LDA) 

LDA is one of the most widely supervised techniques used for classification purposes 

[6]. This technique aims at finding the features that maximize the between-class variability 

and minimize the ratio within-class variability so that the separation between classes is the 

highest. As LDA is suitable to solve task with different complexity, the linear, quadratic and 

mahalonobis separators can be applied. An important feature of LDA is that it cannot handle 

high-dimensional, e.g., spectral data. Therefore, other techniques should be used to perform 

pre-calculations. The most common one is PCA, which reduces the dimensionality of 

complex data by projecting them into a new coordinate system described by principal 

components (PCs) and the null space of the within-class data is deleted. Then, the LDA 

analysis is performed in the simplified subspace thus created [7–9]. Hence, in these studies to 

perform proper calculations, two-stage PCA-LDA approach was implemented.  

Support Vector Machine Classification (SVMC) 

SVM is designed for analysis of linear and non-linear data and for regression as well as 

for classification purposes [10]. The idea of the SVM algorithm is to search for a hyperplane 

that would effectively separate the analyzed classes by maximizing the margin of separation. 

The original data are mapped to simpler Kernel space where the supports vectors are found. 

Support vectors are objects that lie in the borderlines between classes and are designated to 

describe the separation between them. In turn, margins are determined around the line of 

separation and ideally margin is free of any object – the separation is called to be “high 

quality” then. Using the designated margins and support vectors, the SVM establishes the 



hyperplane of separation [11,12]. Adjusting the C and gamma parameters is crucial in the 

stage of determining the optimal hyperplane involving training set samples.  

The regularization parameter (C) describes the dependency between the correct 

classification of training set data and the size of the margin, i.e., high C values indicate a 

precise classification of as many samples as possible at the expense of a smaller margin; low 

C values refer to increasing margin, which results in a greater misclassification of trained 

data.  

The Gamma parameter describes the level of influence of individual training set data and 

affects the shape of hyperplane, i.e., for low gamma values, the samples far away from the 

separation line have an impact on it while being created; for high values only, samples lying 

close to the line have impact [13].  

Within the kernel function four algorithms are available: linear, polynomial, radial basis 

function, sigmoid. All these parameters as well as kernel function have been established by 

grid-search.  

https://www.sciencedirect.com/topics/computer-science/regularization-parameter


2. Tables

Table S1. The intensities ratio of a chosen bands between SERS spectra of saliva CoV(+) and 

CoV(-). 

Band (cm-1)
Intensity ratio The differences 

between intensity 

ratio CoV(+) CoV(-) 

654/1002 1.3 0.61 0.69 

720/1002 4.17 3.3 0.87 

1320/1002 1.72 1.32 0.4 

1445/1002 2.72 2.25 0.47 

Table S2. Statistical parameters of PLS-DA analysis for saliva and nasopharyngeal swabs 

(NS) 

Type of 

samples 

Latent 

variables 

R2
cal R(Pearson)cal RMSEC R2

CV R(Pearson)CV RMSECV R2
P RMSEP Total 

variance 

Saliva 11 0.70 0.70 0.27 0.69 0.69 0.28 NA 0.54 X 80%, 

Y 70% 

NS 13 0.66 0.66 0.29 0.63 0.63 0.30 0.35 0.40 X=83%, 

Y=67% 

Table S3. The predicted values and standard deviations for saliva samples obtained in PLS-

DA analysis. Samples that have been misclassified are marked in grey. 

Sample Predicted value Standard deviation Reference 

1 0.52 0.26 1 

2 1.11 0.22 1 

3 0.73 0.16 1 

4 0.39 0.27 1 

5 0.58 0.19 1 

6 0.82 0.29 1 

7 0.81 0.64 1 

8 0.57 0.18 1 

9 0.76 0.24 1 

10 0.64 0.15 1 

11 0.35 0.34 0 



12 0.36 0.36 0 

13 0.19 0.33 0 

14 1.23 0.30 0 

15 0.92 0.41 0 

16 0.80 0.22 0 

17 0.17 0.45 0 

18 0.46 0.33 0 

19 0.33 0.54 0 

20 0.06 0.42 0 

Table S4. Summary of the classification results obtained for PCA-LDA, SVMC for 20 

external saliva samples testing on the validation stage. CoV(+) samples are marked in red, 

CoV(-) samples are marked in green and incorrectly classified samples are bolded.  

PCA-LDA SVMC 

Samples 

of 

saliva 

Classification 

results for 

single spectra 

(ntot=15) 

Final 

response 

Classification 

results for 

single spectra 

(ntot=15) 

Final response 

Actual 

Covid 

(+) 

Covid 

(-) 

Classified Covid 

(+) 

Covid 

(-) 

Classified 

1 13 2 COVID (+) 12 3 COVID (+) COVID (+) 

2 14 1 COVID (+) 15 - COVID (+) COVID (+) 

3 15 - COVID (+) 15 - COVID (+) COVID (+) 

4 15 - COVID (+) 14 1 COVID (+) COVID (+) 

5 15 - COVID (+) 15 - COVID (+) COVID (+) 

6 15 - COVID (+) 15 - COVID (+) COVID (+) 

7 15 - COVID (+) 15 - COVID (+) COVID (+) 

8 15 - COVID (+) 15 - COVID (+) COVID (+) 

9 15 - COVID (+) 14 1 COVID (+) COVID (+) 

10 15 - COVID (+) 15 - COVID (+) COVID (+) 

11 5 10 COVID (-) 15 - COVID (+) COVID (-) 

12 - 15 COVID (-) 15 - COVID (+) COVID (-) 

13 15 - COVID (+) 5 10 COVID (-) COVID (-) 

14 - 15 COVID (-) - 15 COVID (-) COVID (-) 

15 15 - COVID (+) - 15 COVID (-) COVID (-) 

16 15 - COVID (+) 5 10 COVID (-) COVID (-) 

17 15 - COVID (+) - 15 COVID (-) COVID (-) 

18 - 15 COVID (-) 6 9 COVID (-) COVID (-) 

19 1 14 COVID (-) - 15 COVID (-) COVID (-) 

20 - 15 COVID (-) - 15 COVID (-) COVID (-) 



Table S5. The intensities ratio of a chosen bands between SERS spectra of nasopharyngeal 

swabs CoV(+) and CoV(-). 

Band (cm-1) Intensity ratio The differences 

between intensity 

ratio CoV(+) CoV(-) 

654/1330 0.84 0.97 0.13 

724/1330 2.2 2.1 0.1 (-) 

1445/1330 2.2 2.5 0.3 

Table S6. The predicted values and standard deviations for nasopharyngeal swabs obtained in 

PLS-DA analysis. Samples that have been misclassified are marked in grey. 

Sample Predicted 

value 

Standard 

deviation 

Reference 

1 0.17 0.34 1 

2 0.40 0.31 1 

3 0.73 0.28 1 

4 0.46 0.30 1 

5 0.67 0.19 1 

6 1.16 0.17 1 

7 0.87 0.42 1 

8 0.97 0.37 1 

9 0.05 0.36 0 

10 0.34 0.30 0 

11 0.17 0.61 0 

12 0.25 0.57 0 

13 0.52 0.23 0 

14 0.51 0.22 0 

15 0.05 0.42 0 

16 0.10 0.35 0 



Table S7. Summary of the classification results obtained for PCA-LDA, SVMC for 

nasopharyngeal swabs. CoV(+) samples are marked in red, CoV(-) samples are marked in 

green and incorrectly classified samples are bolded. 

Samples of 

nasopharyn

geal swabs 

PCA-LDA SVMC 

Classification 

results for single 

spectra (ntot=15) 

Final 

response 

Classification 

results for single 

spectra (ntot=15) 

Final 

response 

Actual 

Covid 

(+) 

Covid 

(-) 

Classified Covid 

(+) 

Covid 

(-) 

Classified 

1 2 13 COVID (-) - 15 COVID (-) COVID (+) 

2 6 9 COVID (-) 12 3 COVID (+) COVID (+) 

3 13 2 COVID (+) 15 - COVID (+) COVID (+) 

4 6 9 COVID (-) 15 - COVID (+) COVID (+) 

5 15 - COVID (+) 12 3 COVID (+) COVID (+) 

6 15 - COVID (+) 15 - COVID (+) COVID (+) 

7 15 - COVID (+) 15 - COVID (+) COVID (+) 

8 15 - COVID (+) 15 - COVID (+) COVID (+) 

9 - 15 COVID (-) - 15 COVID (-) COVID (-) 

10 6 9 COVID (-) 11 4 COVID (+) COVID (-) 

11 - 15 COVID (-) - 15 COVID (-) COVID (-) 

12 - 15 COVID (-) - 15 COVID (-) COVID (-) 

13 15 - COVID (+) 14 1 COVID (+) COVID (-) 

14 15 - COVID (+) 15 - COVID (+) COVID (-) 

15 - 15 COVID (-) - 15 COVID (-) COVID (-) 

16 - 15 COVID (-) - 15 COVID (-) COVID (-) 



2. Figures

Figure S1. The SERS spectra of saliva recorded for chosen patients infected with COVID-19 

(A), a non-infected COVID-19 (B). 

Figure S2. SERS spectra of chosen saline solution amino acids. All the spectra were averaged 

from 15 single spectra.  



Legend: ν, stretching; s, symmetric; as, asymmetric; σ, deformation; ρ, rocking; ω, wagging; 

τ, twisting/torsion. 

Figure S3. SERS spectra of chosen saline solution peptides. All the spectra were averaged 

from 15 single spectra.  



Figure S4a. Loadings plots for the first eleven Factors that are influential according to 

calculations for saliva samples: (A) F1, F2, F3; (B) F4, F5; (C) F6, F7; (D) F8, F9; (E) F10, 

F11. Color coding of the chart corresponds to the labeling of the axis signature (factorial 

number). 



Figure S4b. The loadings plots for the first thirteen Factors that are influential according to 

calculations for nasopharyngeal swabs: (A) F1, F2, F3; (B) F4, F5; (C) F6, F7; (D) F8, F9; 

(E) F10, F11; (F) F12, F13. Color coding of the chart corresponds to the labeling of the axis

signature (factorial number).



Figure S5a PCA-LDA discrimination plot for the analysis of 77 CoV(-) and 71 CoV(+) saliva 

samples that creates a calibration model.  

Figure S5b PCA-LDA discrimination plot for the analysis of 53 CoV(-) and 51 CoV(+) 

nasopharyngeal swabs that creates calibration model. 



Figure S6. Scanning Electron Microscopy (SEM) image of the surface of the SERS platform. 

The silicon after laser ablation was covered with 100 nm of silver. 
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