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#### Abstract

The long-term behavior of the weak solution of a fractional delayed reaction-diffusion equation with a generalized Caputo derivative is investigated. By using the classic Galerkin approximation method and comparison principal, the existence and uniqueness of the solution is proved in the sense of weak solution. In addition, the global attracting set of the considered system is obtained, with the help of the Sobolev embedding theorem and Halanay inequality.
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## 1. Introduction

In the present paper, we focus on the asymptotical behavior of the following fractional reaction-diffusion equation with variable delays in a bounded domain $\Omega$ :

$$
\begin{gather*}
D_{t}^{\alpha} u-v \Delta u=f(u)+g\left(t, u_{t}\right), \text { in }(0, T) \times \Omega  \tag{1}\\
u=0, \text { on }(0, T) \times \partial \Omega  \tag{2}\\
u(\theta, x)=\phi(\theta, x), \theta \in[-h, 0], x \in \Omega \tag{3}
\end{gather*}
$$

where $D_{t}^{\alpha}$ is the generalized Caputo derivative (see [1] for generalized fractional derivative, and $[2,3]$ for the classical fractional derivative) with order $\alpha \in(0,1), u_{t}(\theta):=u(t+\theta)$, $\theta \in[-h, 0], h>0$ is a constant, $\Omega \subset \mathbb{R}^{n}$ is a bounded open set with smooth boundary condition $\partial \Omega, v$ is a positive constant, $u$ is the unknown function, function $\phi$ defined on $[-h, 0]$ is the initial value, the external forcing term $f$ is non-delayed, and the external forcing term $g$ possesses some hereditary property.

Hereditary characteristics appear in many disciplines, such as chemistry, economics, biosciences, and physiology; they also relate to many realistic problems: for instance, the feedback control problem; matching market with imperfect information; immune systems; and soft matter with viscoelasticity [4,5]. This property, which sometimes is called aftereffect, can appear as a variable delay or as a distributed delay, including bounded and unbounded delay, etc. On the other hand, using fractional calculus to model the hereditary effect is another common skill, which has been extensively applied in many sciences [2,3,6]. It is well-known that the early definition of fractional order calculus was introduced by L'Hospital in the late 17th century, and has become famous in practical applications only within the last few decades. As shown in [2], there are several ways to define a fractional derivative, and probably the most frequently used are the so-called Riemann-Liouville derivative and the Caputo derivative [3]. The Caputo derivative was defined in [7], to describe the memory effect for unelastic materials.

The authors of [1] raised a generalized definition of Caputo derivatives from $t=0$ of order $\alpha \in(0,1)$, with the help of a convolution group, and built a convenient framework for investigating time-fractional differential equations with boundary and initial values.

There are many results for non-local reaction-diffusion equations, which are often used to model anomalous diffusion (such as sub-diffusion or super-diffusion) in fractal media: for example, [5,8]. In [9,10], time-fractional advection-reaction-diffusion equations were studied; Ref. [11] discussed the analytical solution for time-space fractional reaction-diffusion equations; Ref. [12] applied a fractional reaction-diffusion system to image denoising; while [13,14] investigated the numerical methods for equations with fractional derivatives. Furthermore, Ref. [15-18] studied predator-prey-like problems, by applying a spatial Caputo operator, and, in [19], the authors studied the numerical simulation of chaotic evolution with a time-fractional generalized Caputo derivative. Nevertheless, most of the available works, including those mentioned above, mainly focus on non-delay cases, and concern the well-posedness of a solution/mild solution or the regularity. There are few works on the asymptotical behavior of solutions, and even fewer works about time-fractional reaction-diffusion equations with delay, nor about the existence of, or the long-term behavior of, weak solutions. Generally, for fractional partial differential equations, this discussion is still limited, due to the lack of effective tools, even though $[20,21]$ have studied fractional partial differential equations in some special cases.

A common technique for investigating the long-term quality of weak solutions of traditional nonlinear partial differential equations is to obtain some estimates of the energy equation, and then to employ classical compactness theorems, i.e., the Arzelà-Ascoli theorem, the Aubin-Lions lemma, etc. Unfortunately, this method appears to be invalid, because of the appearance of a delay term, and the lack of a fundamental compactness theorem for the corresponding fractional case. However, by using generalized Halanay inequalities, the authors of [22] discussed the dissipativity of Volterra functional differential equations, while the authors of [23] generalized the Henry-Gronwall-type integral inequalities with delay, and applied them to fractional delay differential equations.

Motivated by $[22,23]$, we investigated the dynamics of fractional Navier-Stokes equations without delay in our former work [24], in which we obtained the existence and uniqueness of weak solutions of the system, but could not establish the existence of a global attracting set: indeed, it was complicated even to prove the existence of a weak solution in delay cases, let alone the existence of a global attracting set. To obtain the existence of a global attracting set for a fractional dynamics system, we study, in the present work, the limited behavior of generalized Caputo reaction-diffusion equations with variable delays. The structure of this article is arranged as follows. The next Section will recollect some definitions about fractional calculus and lemmas, which will be needed later in the study. Section 3 focuses on the well-posedness of (1)-(3): namely, the existence and uniqueness of solutions in the weak sense, by Galerkin approximation. The existence of a global attracting set is shown in Section 4.

## 2. Preliminaries

In this section, we recall some concepts of generalized fractional calculus for functions valued in normed vector spaces, as introduced in [1,25]. Then, for the sake of the completeness of the work, and to make the paper easier to read, we recollect some notations and abstract spaces. In addition, an example of delay, some lemmas, and propositions that will be used in our later discussion are also provided in this section. We begin with the definition of a fractional integral; readers are referred to [1-3] for more details. Note that $c$ and $C$ are positive constants, which may vary in different lines.

Definition 1 ([3]). The Riemann-Liouville fractional integral of order $\alpha \in(0,1)$ for a locally integrable function $u: \mathbb{R}^{+} \rightarrow \mathbb{R}$ is defined as

$$
\left[I_{\alpha} u\right](t)=\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} u(s) d s, \quad t>0
$$

where $\Gamma(\alpha)=\int_{0}^{\infty} x^{\alpha-1} e^{-x} d x$.

Definition 2 ([1]). Suppose $X$ is a Banach space, and $u \in L_{l o c}^{1}((0, T) ; X)$ is a locally integrable function; if there is $u_{0} \in X$ satisfying

$$
\lim _{t \rightarrow 0_{+}} \frac{1}{t} \int_{0}^{t}\left\|u(s)-u_{0}\right\|_{X} d s=0
$$

then we say $u_{0}$ is the right limit of function $u$ at $t=0$, denoted as $u\left(0_{+}\right)=u_{0}$. By using the same approach, we define $u\left(T^{-}\right)$to be the left limit of $u$ at $t=T$, i.e., $u\left(T^{-}\right) \in X$ satisfying

$$
\lim _{t \rightarrow T^{-}} \frac{1}{T-t} \int_{0}^{t}\left\|u(s)-u_{T}\right\|_{X} d s=0
$$

In fact, the fractional integral defined in Definition 1 can be characterized by the convolution between $g_{\alpha}(t)=\frac{H(t) t^{\alpha-1}}{\Gamma(\alpha)}$, which is called the kernel, and $H(t) u(t)$ on $\mathbb{R}$, in which

$$
H(t)=\left\{\begin{array}{l}
1, \quad t \geq 0 \\
0, \quad t<0
\end{array}\right.
$$

is the standard Heaviside step function (see [26] for more information). It is not hard to check that the integral operators $I_{\alpha}$ satisfy the semigroup property; moreover, each $I_{\alpha}$ is also a continuous linear transformation from Banach space $L^{1}(0, T)$ to $L^{1}(0, T)$. Motivated by these two facts about $I_{\alpha}, \mathrm{Li}$ and Liu [1] proposed a generalized Caputo derivative, which is consistent with various definitions in the mentioned literature, while revealing the underlying group structure. This group property makes many properties of this generalized Caputo derivative natural.

Before introducing this generalized Caputo derivative, we need to use the below distributions $\left\{g_{\alpha}\right\}$ as the convolution kernels for $\alpha \in(-1,1)$ :

$$
g_{\alpha}(t):=\left\{\begin{array}{l}
\frac{H(t) t^{\alpha-1}}{\Gamma(\alpha)}, \quad \alpha>0 \\
\delta(t), \quad \alpha=0 \\
\frac{D\left(H(t) t^{\alpha}\right)}{\Gamma(1+\alpha)}, \quad \alpha \in(-1,0)
\end{array}\right.
$$

where $\delta$ is the usual Dirac distribution, and $D$ means the distributional derivatives. Then, the fractional integral operator $I_{\alpha}$ can be expressed as

$$
\left[I_{\alpha} u\right](t):=g_{\alpha} *(H(t) u(t)) .
$$

Given $f, g \in L_{l o c}^{1}(0, T)$, the convolution between $f$ and $g$ as

$$
f(t) * g(t)=\int_{0}^{t} f(s) g(t-s) d s, \quad t \in(0, T) .
$$

We denote by $(\cdot, \cdot)$ and $|\cdot|$ the scalar product and norm, respectively, in $L^{2}(\Omega)$. The norm in $L^{p}(\Omega)$ is written as $\|\cdot\|_{L^{p}(\Omega)}$; we also use $(\cdot, \cdot)$ to denote the duality between $L^{p}(\Omega)$ and $L^{q}(\Omega)$, where $\frac{1}{p}+\frac{1}{q}=1$, with $1 \leq p, q<\infty$. In $H_{0}^{1}(\Omega)$, we use as (equivalent) scalar product $((\cdot, \cdot))=(\nabla \cdot, \nabla \cdot)$, with the corresponding norm $\|\cdot\|$, and the duality between $H_{0}^{1}(\Omega)$ and its dual $H^{-1}(\Omega)$ is written as $\langle\cdot, \cdot\rangle$. We use $\|\cdot\|_{*}$ for the norm in $H^{-1}(\Omega)$.

In addition, we denote $u_{t}$ as the element of Banach space $C_{H}:=C\left([-h, 0] ; L^{2}(\Omega)\right)$ defined by $u_{t}(\theta):=u(t+\theta), \theta \in[-h, 0]$. The norm of Banach space $C_{H}$ is defined as $\left\|u_{t}\right\|_{C_{H}}=\sup _{-h \leq \theta \leq 0}|u(t+\theta)|$.

To this end, the generalized Caputo derivative is given as

Definition 3 ([1]). Let $\alpha \in(0,1)$. Consider that $u \in L_{\text {loc }}^{1}(0, T)$ possesses a right limit $u\left(0_{+}\right)=u_{0}$ at $t=0$, in the sense of Definition 2. The left Caputo derivative of $u$ with order $\alpha$ is a distribution in $\mathcal{D}^{\prime}(-\infty, T)$ with support in $[0, T)$, given by

$$
D_{t}^{\alpha} u:=I_{-\alpha} u-u_{0} g_{1-\alpha}=g_{-\alpha} *\left[\left(\left(u-u_{0}\right) H(t)\right)\right] .
$$

Definition 4 ([25]). Let $\alpha \in(0,1)$. Consider that $u \in L_{l o c}^{1}(-\infty, T)$ possesses a left limit $u\left(T^{-}\right)=u_{T}$ at $t=T$, in the sense of Definition 2 . The right Caputo derivative of $u$ with order $\alpha$ is a distribution in $\mathcal{D}^{\prime}(\mathbb{R})$ with support in $(-\infty, T]$, given by

$$
\tilde{D}_{c ; T}^{\alpha} u:=\tilde{g}_{-\alpha} *\left[H(T-t)\left(u-u_{T}\right)\right] .
$$

In this work, we investigate problems (1)-(3) in weak topology instead of norm topology: for this, the definition of the weak generalized Caputo derivative is also needed, which is defined by Definition 2.4 in [25].

Definition 5 ([25]). Suppose $X$ is a Banach space, and $u \in L_{l o c}^{1}([0, T) ; X)$. Let $u_{0} \in X$. We define the weak Caputo derivative of $u$ associated with initial condition $u_{0}$ to be $D_{t}^{\alpha} u \in \mathcal{D}^{\prime}(\mathbb{R})$, such that for any test function $v \in C_{c}^{\infty}((-\infty, T) ; \mathbb{R})$,

$$
\left\langle v, D_{t}^{\alpha} u\right\rangle:=\int_{-\infty}^{T}\left(\tilde{D}_{c ; T}^{\alpha} v\right)\left(u-u_{0}\right) H(t) d t=\int_{0}^{T}\left(\tilde{D}_{c ; T^{\alpha}}^{\alpha} v\right)\left(u-u_{0}\right) d t .
$$

We also need to make the following assumptions, based on the external term $f(u) \in C^{1}(\mathbb{R})$ and the delay term $g\left(t, u_{t}\right)$. There exist positive constants $\alpha_{i}, i=1,2,3,4, \beta_{1}, \beta_{2}$ and $p>2$, such that

$$
\begin{gather*}
-\beta_{1}-\alpha_{1}|s|^{p} \leq f(s) s \leq \beta_{2}-\alpha_{2}|s|^{p}, \forall s \in \mathbb{R} ;  \tag{4}\\
f^{\prime}(s) \leq \alpha_{3}, \forall s \in \mathbb{R} ;  \tag{5}\\
|f(s)| \leq \alpha_{4}\left(1+|s|^{p-1}\right), \quad \forall s \in \mathbb{R} \tag{6}
\end{gather*}
$$

For the assumptions based on the delay terms $g$ with $g:[0, T] \times C_{H} \rightarrow \mathbb{R}$, we may assume:
(g1) $\forall \xi \in C_{H}$, the mapping $[0, T] \ni t \mapsto g(t, \xi) \in\left(L^{2}(\Omega)\right)^{2}$ is measurable;
(g2) $g(\cdot, 0)=0$;
(g3) There exists a positive constant $L_{g}$, such that $\forall t \in[\tau, T], \forall \xi, \eta \in C_{H}$,

$$
|g(t, \xi)-g(t, \eta)| \leq L_{g}\|\xi-\eta\|_{C_{H}} .
$$

Example 1 (A forcing term with bounded variable delay). Let $F:\left[t_{0}, T\right] \times \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ be a measurable function, such that $F(t, 0)=0, \forall t \in\left[t_{0}, T\right]$, and suppose that there exists a positive constant $M$ satisfying

$$
|F(t, u)-F(t, v)|_{\mathbb{R}^{2}} \leq M|u-v|_{\mathbb{R}^{2}}, \text { for any } u, v \in \mathbb{R}^{2}
$$

Consider a measurable function $\rho(\cdot):[0,+\infty) \rightarrow[0, h]$, and define $g(t, \xi)(x)=F(t, \xi(-\rho(t))(x))$ for each $\xi \in C_{H}, x \in \Omega$ and $t \in\left[t_{0}, T\right]$; then, the delayed term $g$ becomes

$$
g(t, \xi)=F(t, \xi(-\rho(t)))
$$

Henceforth, we take $g\left(t, u_{t}\right)=g(u(t-\tau(t)))$, where the delay function $\tau(t): \mathbb{R} \rightarrow[0, h]$ is continuous, and take $A=-\Delta$. An equivalent abstract formulation to problems (1)-(3) is

$$
\begin{align*}
& D_{t}^{\alpha} u+v A u=f(u)+g\left(t, u_{t}\right), \quad \forall t \geq 0  \tag{7}\\
& u(t)=\phi(t), t \in[-h, 0] \tag{8}
\end{align*}
$$

As noted above, we study problems (7) and (8) in weak topology, i.e., the asymptotic behavior of a weak solution will be investigated. The definition of a weak solution to problem (7) and (8) is defined as

Definition 6 ([25]). Given an initial value $\phi \in C\left([-h, 0] ; L^{2}(\Omega)\right)$, a function $u \in C([-h, 0]$; $\left.L^{2}(\Omega)\right) \cap L^{p}\left(0, T ; L^{p}(\Omega)\right) \cap L^{2}\left(0, T ; H_{0}^{1}(\Omega)\right)$ with $u_{0}=\phi$ is called a weak solution to problem (7) and (8) in the interval $[-h, T]$, if for any $v \in H_{0}^{1}(\Omega) \cap L^{p}(\Omega)$,

$$
\left(D_{t}^{\alpha} u(t), v\right)+v((u(t), v))=(f(u), v)+\left(g\left(t, u_{t}\right), v\right),
$$

where the equation must be understood in the sense of $\mathcal{D}^{\prime}(\mathbb{R})$.
The following auxiliary lemmas will be needed in this work.
Lemma 1 (See [25,27]). For any absolutely continuous function $u(t)$ defined on $[0, T]$, it holds that

$$
u(t) D_{t}^{\alpha} u(t) \geq \frac{1}{2} D_{t}^{\alpha} u^{2}(t), \alpha \in(0,1) .
$$

Proposition 1 (The generalized comparison principle Proposition 3 in [24] ). Assume that for any absolutely continuous function $u(t)$ defined on $[0, T]$, it holds that

$$
\begin{aligned}
& D_{t}^{\alpha} u(t) \leq-a u(t)+b u(t-\tau(t))+c, \quad 0<t<T \\
& u(t)=\varphi(t), \quad-h \leq t \leq 0
\end{aligned}
$$

and for absolutely continuous $w(t)$ defined on $[0, T]$, the following fractional dynamical system

$$
\begin{aligned}
& D_{t}^{\alpha} w(t)=-a w(t)+b w(t-\tau(t))+c, \quad 0<t<T \\
& w(t)=\varphi(t), \quad-h \leq t \leq 0,
\end{aligned}
$$

where $a, b, c$ are positive constants. Then, for all $t \geq-h$, we have

$$
u(t) \leq w(t)
$$

Proposition 2 (Theorem 4.2 in [25]). Let $T>0, \alpha \in(0,1)$ and $p \geq 1$. Let $M, X, Y$ be Banach spaces. $M \hookrightarrow X$ compactly and $X \hookrightarrow Y$ continuously. Assume $W \subset L_{l o c}^{1}((0, T) ; M)$ satisfies:
(i) There exists $r_{1} \in[1, \infty)$ and $C>0$, such that for any $u \in W$,

$$
\sup _{t \in(0, T)} I_{\alpha}\left(\|u\|_{M}^{r_{1}}\right)=\sup _{t \in(0, T)} \frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1}\|u\|_{M}^{r_{1}}(s) d s \leq C ;
$$

(ii) There exists $p_{1} \in(p, \infty]$, and $W$ is bounded in $L^{p_{1}}((0, T) ; X)$;
(iii) There exists $r_{2} \in[1, \infty)$ and $C>0$, such that for any $u \in W$, with right limit $u_{0}$ at $t=0$, it holds that

$$
\left\|D_{t}^{\alpha} u\right\|_{L^{r_{2}}((0, T) ; Y)} \leq C .
$$

Then, $W$ is relatively compact in $L^{p}((0, T) ; X)$.

Proposition 3 (An improvement in Proposition 3.5 in [25]). Assume that $Y$ is a reflexive space, $\alpha \in(0,1)$ and $T>0$. Suppose $u^{n} \rightarrow u$ in $L^{p}((0, T) ; Y), p \geq 1$. If there is an assignment of initial values $u_{0, n}$ for $u^{n}$, such that the weak Caputo derivatives $D_{t}^{\alpha} u^{n}$ are bounded in $L^{r}((0, T) ; Y)$ $(r \in[1, \infty))$, then
(i) There is a sub-sequence, such that $u_{0, n}$ converges weakly to some value $u_{0} \in Y$;
(ii) If $r>1$, there exists a sub-sequence, such that $D_{t}^{\alpha} u^{n k}$ converges to $v$, and $u_{0, n_{k}}$ converges to $u_{0}$, in the sense of weak topology, and $v$ is the Caputo derivative of $u$ with initial value $u_{0}$, so that

$$
u=u_{0}+\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} v(s) d s
$$

Furthermore, if $r \geq 1$, then $u\left(0_{+}\right)=u_{0}$ in $Y$.
Proof. Readers are referred to [24] for the proof.
Lemma 2 (A generalized Halanay inequality, Lemma 4 in [8]). supposes that the continuous function $v(t)$ is non-negative, and satisfies

$$
D_{t}^{\alpha} v(t) \leq \gamma+a v(t)+b \sup _{t-\tau(t) \leq s \leq t} v(s), \quad 0<t<T
$$

and

$$
v(t)=|\varphi(t)|, \quad-\sigma \leq t \leq 0,
$$

where $\gamma>0$ is a constant, and $a+b \neq 0, \sigma=-\inf _{t \geq 0}(t-\tau(t))>0$, and where the delay function $\tau(t) \in[0, h]$. If $a+b<0$, then the following estimate,

$$
\begin{equation*}
v(t) \leq-\frac{\gamma}{a+b}+M E_{\alpha}\left(\lambda^{*} t^{\alpha}\right) \tag{9}
\end{equation*}
$$

holds for all $t \geq \tau(t)$, where $M=\sup _{-h \leq t \leq 0}\|\varphi(t)\|^{2}$, and the parameter $\lambda^{*}$ is defined by

$$
\lambda^{*}=\sup _{t-\tau(t) \geq 0}\left\{\lambda: \lambda-a-b \frac{E_{\alpha}\left(\lambda(t-\tau(t))^{\alpha}\right)}{E_{\alpha}\left(\lambda t^{\alpha}\right)}=0\right\}
$$

and it holds that $\lambda^{*} \in[a+b, 0]$.
Furthermore, if the delay is bounded, i.e., $0 \leq \tau(t) \leq \tau_{0}$ for some positive constant $\tau_{0}$, then the parameter $\lambda^{*}$ defined by

$$
\lambda^{*}=\sup _{t-\tau(t) \geq 1}\left\{\lambda: \lambda-a-b \frac{E_{\alpha}\left(\lambda(t-\tau(t))^{\alpha}\right)}{E_{\alpha}\left(\lambda t^{\alpha}\right)}=0\right\}
$$

which is strictly negative, i.e., there exist some positive constants $\epsilon_{0}$ satisfying $a+b<-\epsilon_{0}$, such that $\lambda^{*} \in\left[a+b,-\epsilon_{0}\right]$, and the inequality in (9) holds for all $t$, such that $t \geq \tau(t)+1$.

Proof. The proof is given in our previous work [24].
Lemma 3 (Bellman-Gronwall Lemma [28] p. 252). Let $T>0, g \in L^{1}(0, T)$ and $g \geq 0$ a.e., $C_{1}>0, C_{2}>0$ are constants. If $\varphi \in L^{1}(0, T), \varphi \geq 0$ a.e., with $g \varphi \in L^{1}(0, T)$ and

$$
\varphi(t) \leq C_{1}+C_{2} \int_{0}^{t} g(s) \varphi(s) d s, \text { a.e. } t \in(0, T)
$$

then,

$$
\varphi(t) \leq C_{1} \exp \left\{C_{2} \int_{0}^{t} g(s) d s\right\}, \text { a.e. } t \in(0, T)
$$

## 3. Well-Posedness

In this section, we show the existence and uniqueness of weak solutions to problems (7) and (8) by Galerkin approximations. Denote

$$
\lambda_{1}=\inf _{v \in V \backslash\{0\}} \frac{\|v\|^{2}}{|v|^{2}}>0
$$

For the existence of a weak solution, we have the following result:
Theorem 1. Suppose that (4)-(6) and (g1)-(g3) hold true, then for any $\phi \in C_{H}$, system (7) and (8) has a unique weak solution.

Proof. The proof is split into five steps.
Step 1. The Galerkin approximation. From the classical spectral theory of elliptic operators, we know that the Laplacian operator $A=-\Delta$ has a sequence of eigenvalues $\left\{\lambda_{j}\right\}_{j \geq 1}$ with corresponding eigenfunctions $\left\{w_{j}\right\}_{j \geq 1} \subset V$, which form a Hilbert basis of $H$, and are dense on $V$. Consider the linear subspace $V_{m}=\operatorname{span}\left\{w_{1}, w_{2}, \cdots, w_{m}\right\}$ and the projector $P_{m}: H \rightarrow V_{m}$ given by $P_{m} u=\sum_{j=1}^{m}\left(u, w_{j}\right) w_{j}$, and define $u^{(m)}(t)=\sum_{j=1}^{m} \gamma_{m, j}(t) w_{j}$, where the superscript $m$ will be used instead of $(m)$, for short, as no confusion is possible with powers of $u$, and where the coefficients $\gamma_{m, j}(t)$ are required, to satisfy the initial value problem:

$$
\begin{align*}
& \left(D_{t}^{\alpha} u^{m}(t), w_{j}\right)+v\left(\left(u^{m}(t), w_{j}\right)\right)=\left(f(u), w_{j}\right)+\left(g\left(t, u_{t}^{m}\right), w_{j}\right), \quad 1 \leq j \leq m \\
& u^{m}(\theta)=P_{m} \phi(\theta), \theta \in[-h, 0] \tag{10}
\end{align*}
$$

It is obvious that the above system is fractional order differential equations with bounded delay, which fulfills the conditions for the existence and uniqueness of a local solution (readers are referred to Theorem 3.1 in [29] for details); therefore, we obtain (10) having a unique local solution defined in $\left[0, t_{m}\right)$, with $0 \leq t_{m} \leq T$. Next, we find a priori estimates, and ensure that the solutions $u^{m}$ exist on $[0, T]$. We assume that $M=\sup _{-h \leq t \leq 0}|\phi(t)|^{2}$.

Step 2. A priori estimates. Taking the inner product of (10) with $\gamma_{m, j}(t), j=1, \ldots, m$, summing up, and applying Lemma 1, Cauchy-Schwartz inequality and Young's inequality, we obtain

$$
\begin{aligned}
\frac{1}{2} D_{t}^{\alpha}\left|u^{m}(t)\right|^{2}+v\left\|u^{m}(t)\right\|^{2}+\alpha_{2}\|u\|_{p}^{p} & \leq \beta_{2}|\Omega|+\left|g\left(t, u_{t}^{m}\right)\right|\left|u^{m}(t)\right| \\
& \leq \beta_{2}|\Omega|+L_{g}\left\|u_{t}^{m}\right\|_{\mathcal{C}_{H}}^{2} .
\end{aligned}
$$

Hence,

$$
\begin{equation*}
D_{t}^{\alpha}\left|u^{m}(t)\right|^{2}+\lambda_{1} v\left|u^{m}(t)\right|^{2}+v\left\|\nabla u^{m}(t)\right\|^{2}+2 \alpha_{2}\left\|u^{m}\right\|_{p}^{p} \leq 2 \beta_{2}|\Omega|+2 L_{g}\left\|u_{t}^{m}\right\|_{\mathcal{C}_{H}}^{2} . \tag{11}
\end{equation*}
$$

Multiplying (11) by $I_{\alpha}$, and allowing $p=1+\alpha, q=1+\frac{1}{\alpha}$, we find

$$
\begin{aligned}
& \left|u^{m}(t)\right|^{2}+\frac{v}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1}\left(\lambda_{1}\left|u^{m}(s)\right|^{2}+\left\|\nabla u^{m}(s)\right\|^{2}\right) d s+\frac{2 \alpha_{2}}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1}\left\|u^{m}(s)\right\|_{p}^{p} d s \\
& \leq\left|u^{m}(0)\right|^{2}+\frac{2 \beta_{2}|\Omega|}{\Gamma(\alpha+1)} t^{\alpha}+\frac{2 L_{g}}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1}\left\|u_{s}^{m}\right\|_{C_{H}}^{2} d s \\
& \leq\left|u^{m}(0)\right|^{2}+\frac{2 \beta_{2}|\Omega|}{\Gamma(\alpha+1)} t^{\alpha}+\frac{2 L_{g}}{\Gamma(\alpha)}\left(\int_{0}^{t}(t-s)^{p(\alpha-1)} e^{p s} d s\right)^{\frac{1}{p}}\left(\int_{0}^{t} e^{-q s}\left\|u_{s}^{m}\right\|_{C_{H}}^{2 q} d s\right)^{1 / q} \\
& \leq\left|u^{m}(0)\right|^{2}+\frac{2 \beta_{2}|\Omega|}{\Gamma(\alpha+1)} t^{\alpha}+\frac{2 L_{g} \Gamma\left(\alpha^{2}\right)}{\Gamma(\alpha)}(1+\alpha)^{-\frac{\alpha^{2}}{1+\alpha}} e^{t}\left(\int_{0}^{t} e^{-q s}\left\|u_{s}^{m}\right\|_{C_{H}}^{2 q} d s\right)^{1 / q}, \\
& \text { denoted by } A(t)=\left|u^{m}(0)\right|^{2}+\frac{2 \beta_{2}|\Omega|}{\Gamma(\alpha+1)} t^{\alpha}, B(t)=\frac{2 L_{g} \Gamma\left(\alpha^{2}\right)}{\Gamma(\alpha)}(1+\alpha)^{-\frac{\alpha^{2}}{1+\alpha}} e^{t} . \text { Then, we have } \\
& \left\|u_{t}^{m}\right\|_{C_{H}}^{2} \leq A(t)+B(t)\left(\int_{0}^{t}\left\|u_{s}^{m}\right\|^{2 q} d s\right)^{1 / q} .
\end{aligned}
$$

Therefore,

$$
\left\|u_{t}^{m}\right\|_{C_{H}}^{2 q} \leq 2^{q} A(t)+2^{q} B^{q}(t)\left(\int_{0}^{t}\left\|u_{s}^{m}\right\|_{C_{H}}^{2 q} d s\right)
$$

Using the Gronwall Lemma, we obtain

$$
\left\|u_{t}^{m}\right\|_{C_{H}}^{2} \leq c\left(A(t)+B(t) \int_{0}^{t} A(s) \exp \left(c \int_{s}^{t} B(r) d r d s\right)\right), \text { for all } t \in[0, T] \text { and } \theta \in[-h, 0]
$$

Thus, we establish that for any $T>0,\left\|u_{t}^{m}\right\|_{C_{H}}$ is bounded, which implies that the local solution $u^{m}(t ; \phi)$ is in fact a global one. We can also assert that there exists a positive constant $C$, depending on $v, L_{g}$, and $f$, and on $T$ and $M>0$, such that

$$
\left\|u_{t}^{m}\right\|_{C_{H}}^{2} \leq C(T, M) \forall t \in[0, T], \quad\|\phi\|_{C_{H}} \leq M, \forall m \geq 1
$$

which also means that $\left\{u^{m}\right\}$ is bounded in $L^{\infty}(-h, T ; H)$.
Through the above uniform estimates and (11), we find that

$$
v \int_{0}^{t}(t-s)^{\alpha-1}\left\|u^{m}(s)\right\|^{2} d s \leq\left|u^{m}(0)\right|^{2}+\int_{0}^{t}(t-s)^{\alpha-1}\left(\frac{1}{v}\|f(s)\|_{*}^{2}+2 L_{g} C(T, M)\right) d s
$$

We can conclude the existence of another constant (relabelled the same), $C(T, M)$, such that

$$
\left\|u^{m}\right\|_{L^{2}(0, T ; V)}^{2} \leq T^{1-\alpha} \int_{0}^{T}(T-s)^{\alpha-1}\left\|u^{m}\right\|^{2} d s \leq C(T, M) \forall m \geq 1
$$

and

$$
\left\|u^{m}\right\|_{L^{p}\left(0, T ; L^{p}(\Omega)\right)}^{p} \leq T^{1-\alpha} \int_{0}^{T}(T-s)^{\alpha-1}\left\|u^{m}\right\|_{p}^{p} d s \leq C(T, M) \forall m \geq 1
$$

Note that (6), for $\frac{1}{p}+\frac{1}{q}=1$,

$$
\begin{aligned}
\left\|f\left(u^{m}\right)\right\|_{L^{q}\left((0, T) ; L^{q}(\Omega)\right)}^{q} & =\int_{0}^{T} \int_{\Omega}\left|f\left(u^{m}\right)\right|^{q} d x d t \\
& \leq \int_{0}^{T} \int_{\Omega}\left|\alpha_{4}\left(1+\left|u^{m}\right|^{p-1}\right)\right|^{q} d x d t \\
& \leq c \int_{0}^{T} \int_{\Omega}\left(\left|u^{m}\right|^{q(p-1)}+1\right) d x d t \\
& \leq C(T, M) \forall m \geq 1 .
\end{aligned}
$$

On the other hand, $L^{2}\left(0, T ; V^{\prime}\right)$ and $L^{q}\left(0, T ; L^{q}(\Omega)\right.$ are continuously included in $L^{q}\left(0, T ; H^{-1}(\Omega)\right)$. Then, it follows that, from (10),

$$
\left\|D_{t}^{\alpha} u^{m}\right\|_{*} \leq v\left\|u^{m}\right\|+\left|f\left(u^{m}\right)\right|+\left|g\left(t, u_{t}^{m}\right)\right|,
$$

which, together with Remark 2.1(ii) and the above estimates imply that $\left\{D_{t}^{\alpha} u^{m}\right\}$ is bounded in $L^{2}\left(0, T ; V^{\prime}\right)$. Then, by Proposition 2, we conclude that

$$
u^{m} \rightarrow u \text { strongly in } L^{2}\left((0, T) ; L^{2}(\Omega)\right)
$$

Step 3. Approximation of initial datum in $C_{H}$. Let us check

$$
\begin{equation*}
P_{m} \phi \rightarrow \phi \text { in } C_{H} . \tag{12}
\end{equation*}
$$

Assume that $\theta_{m} \rightarrow \theta \in[-h, 0]$, then $P_{m} \phi\left(\theta_{m}\right) \rightarrow \phi(\theta)$, since $\left|P_{m} \phi\left(\theta_{m}\right)-\phi(\theta)\right| \leq$ $\left|P_{m} \phi\left(\theta_{m}\right)-P_{m} \phi(\theta)\right|+\left|P_{m} \phi(\theta)-\phi(\theta)\right| \rightarrow 0$ as $m \rightarrow \infty$; therefore, (12) holds true.

Step 4. Compactness results. By Proposition 2, there exists a sub-sequence still relabelled as $\left\{u^{m}\right\}$ that converges to $u$ in $L^{2}((0, T) ; H)$. Using Proposition $3, u$ has a weak Caputo derivative with initial value $u_{0}$, such that

$$
D_{t}^{\alpha} u \in L^{q}\left((0, T) ; H^{-1}(\Omega)\right),
$$

and

$$
f\left(u^{m}\right) \rightharpoonup \chi \quad \text { in the sense of weak topology of } L^{q}\left((0, T) ; L^{q}(\Omega)\right)
$$

i.e.,

$$
\int_{0}^{T}\left(f\left(u^{m}\right), v\right) \rightarrow \int_{0}^{T}(\chi, v) \quad \text { for all } v \in L^{p}\left((0, T) ; L^{p}(\Omega)\right), \frac{1}{p}+\frac{1}{q}=1
$$

We need to identify that $\chi=f(u)$. By Corollary 1.12 in [30], we know that $u^{m}$ converges pointwise to $u$ almost everywhere in $\Omega$; therefore, by the continuity of $f$, we find that $f\left(u^{m}\right) \rightarrow f(u)$ almost everywhere. Using Lemma 8.3 in [30], we obtain $f\left(u^{m}\right) \rightharpoonup f(u)$ in $L^{q}\left((0, T) ; L^{q}(\Omega)\right)$. By Proposition 3.3 in [31], the space $L^{q}\left((0, T) ; L^{q}(\Omega)\right)$ with weak topology is Hausdorff, then the limit is unique, which means that $\chi=f(u)$. Next, we need to prove that $g\left(t, u_{t}^{m}\right) \rightarrow g\left(t, u_{t}\right)$.

By a similar procedure as in Theorem 3.1 in [24], we can verify that $g\left(t, u_{t}^{m}\right) \rightarrow g\left(t, u_{t}\right)$ in $L^{2}\left((0, T) ; L^{2}(\Omega)\right)$. Hence, $u$ is a weak solution of (7) and (8).

Step 5. Uniqueness of solution. Let $u(t ; \phi), v(t ; \phi)$ be two weak solutions of problem (7) and (8), with $u(t)=v(t)=\phi(t), t \in[-h, 0]$. Set $w(t)=u(t)-v(t), t \geq 0$, then $w(t)=0$, for all $t \in[-h, 0]$. For $w(t)$, we have

$$
D_{t}^{\alpha} w-v \Delta w=f(u)-f(v)+g\left(t, u_{t}\right)-g\left(t, v_{t}\right)
$$

Taking the inner product of the above equation with $w(t)$, we obtain

$$
\begin{aligned}
D_{t}^{\alpha}|w|^{2}+2 v\|w\|^{2} & =(f(u)-f(v), w)+\left(g\left(t, u_{t}\right)-g\left(t, v_{t}\right), w\right) \\
& \leq 2 \alpha_{3}|w|^{2}+2 L_{g} \sup _{0 \leq s \leq t}|w(s)|^{2} \\
& \leq\left(2 \alpha_{3}+2 L_{g}\right) \sup _{0 \leq s \leq t}|w(s)|^{2}, \text { for all } t \in[0, T] .
\end{aligned}
$$

The above inequality holds true for any $t \in[0, T]$, and then we have

$$
\omega(t) \leq \frac{\left(2 \alpha_{3}+2 L_{g}\right)}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} \sup _{0 \leq r \leq s}|w(r)|^{2} d s:=\left(2 \alpha_{3}+2 L_{g}\right) g_{\alpha} * \omega(t)
$$

where $\sup _{0 \leq s \leq t}|w(s)|^{2}=\omega(t)$. Next, we convolve the above inequality with $g_{n_{0} \alpha}$, and have

$$
\omega_{1}(t) \leq\left(2 \alpha_{3}+2 L_{g}\right) g_{\alpha} * \omega_{1}(t)
$$

where $\omega_{1}(t)=g_{n_{0} \alpha} * \omega(t)$. Note that $g_{n_{0} \alpha}=C t^{n_{0} \alpha-1}$; if $n_{0}$ is large enough, then $\omega_{1}(t)$ is continuous on $[0, T]$. By iteration-group property as well as Stirling formula, i.e., $\Gamma(n \alpha+1)=\sqrt{2 \pi n \alpha}\left(\frac{n \alpha}{e}\right)^{n \alpha} \exp \left(\frac{\gamma}{12 n \alpha}\right)$ with $\gamma \in(0,1)$ —we find

$$
\begin{aligned}
\omega_{1}(t) & \leq\left(2 \alpha_{3}+2 L_{g}\right)^{n} g_{n \alpha} * \omega_{1}(t) \\
& \leq \frac{\left(2 \alpha_{3}+2 L_{g}\right)^{n}}{\Gamma(n \alpha+1)} \sup _{0 \leq t \leq T} \omega_{1}(t) \int_{0}^{t}(t-s)^{n \alpha} d s \rightarrow 0, \text { as } n \text { large enough. }
\end{aligned}
$$

Then, $\omega_{1}(t)=0$ on $[0, T]$. Convolving both sides with $g_{-n_{0} \alpha}$ on $\omega_{1}(t)=g_{n_{0} \alpha} * \omega(t)$, to find that $\sup _{0 \leq s \leq t}|w(s)|^{2}=0$ on $[0, T]$.

$$
0 \leq s \leq t
$$

Therefore, $w(t)=0$ on $[-h, T]$. The proof is complete.
Remark 1. A detailed procedure of Step 3 in the above proof can be found in Theorem 3.1 in [24], in which the Banach-Alaoglu-Bourbaki theorem and the Eberlin-Smulian theorem [31] are applied.

Theorem 2. Assume that (g1)-(g3) hold true, then the weak solutions of problems (1)-(3) are continuous, with respect to the initial values, i.e.,

$$
\left\|u_{t}-v_{t}\right\|_{C_{H}}^{2} \leq C(t)\|\phi(t)-\varphi(t)\|^{2} .
$$

Proof. Let $u(t ; \phi), v(t ; \varphi)$ be two weak solutions of (1)-(3), with initial values, $\phi$ and $\varphi$, respectively. Set $w(t)=u(t)-v(t)$, for $t>0$, and $w(t)=\phi(t)-\varphi(t)$ for $t \in[-h, 0]$. Then, we have

$$
D_{t}^{\alpha} w-v \Delta w=f(u)-f(v)+g\left(t, u_{t}\right)-g\left(t, v_{t}\right) .
$$

Taking the inner product of the above equation with $w(t)$, we obtain

$$
\begin{aligned}
D_{t}^{\alpha}|w|^{2}+v\|w\|^{2} & =(f(u)-f(v), w)+\left(g\left(t, u_{t}\right)-g\left(t, v_{t}\right), w\right) \\
& \leq\left(2 \alpha_{3}+2 L_{g}\right)\left\|w_{s}\right\|_{C_{H}}^{2} .
\end{aligned}
$$

By a similar method as we used in Step 2 of Theorem 1, we find that

$$
\|w\|_{C_{H}}^{2} \leq C(t)\|\phi-\varphi\|^{2} .
$$

The proof is complete.
Remark 2. Compared to [24], the restriction of $\alpha \in\left(0, \frac{1}{2}\right)$ is removed here.

## 4. A Priori Estimations: Existence of Global Attracting Set

We establish some estimates of weak solutions to system (1)-(3) by using Lemma 3 in this section. Henceforth, we assume that

$$
\begin{equation*}
\lambda_{1} v>L_{g} \tag{13}
\end{equation*}
$$

Lemma 4 (Existence of absorbing sets in $C_{H}$ ). Suppose that $(g 1)-(g 3)$ and (13) hold true, then there exists $T>0$, such that for all $t \geq T$ the weak solution of problem (1)-(3) satisfies

$$
\left\|u_{t}\right\|_{C_{H}}^{2} \leq \rho_{C_{H^{\prime}}}^{2} t \geq T
$$

where $\rho_{C_{H}}^{2}=\frac{2 \lambda_{1} v \beta_{2}|\Omega|}{\left(\lambda_{1} v\right)^{2}-L_{\delta}^{2}}$.
Proof. Taking the inner product of (1) with $u$, we have

$$
D_{t}^{\alpha}|u(t)|^{2}+\lambda_{1} v|u(t)|^{2}+2 \alpha_{2}\|u\|_{p}^{p} \leq 2 \beta_{2}|\Omega|+\frac{L_{g}^{2}}{\lambda_{1} v} \sup _{t-\tau(t) \leq s \leq t}|u(s)|^{2} ;
$$

in other words,

$$
\begin{gathered}
D_{t}^{\alpha}|u(t)|^{2} \leq 2 \beta_{2}|\Omega|-\lambda_{1} v|u(t)|^{2}+\frac{L_{g}^{2}}{\lambda_{1} v} \sup _{t-\tau(t) \leq s \leq t}|u(s)|^{2}, t \in(0, T] \\
|u(t)|^{2}=|\phi(t)|^{2}, \quad t \in[-h, 0] .
\end{gathered}
$$

Using Lemma 3, we obtain

$$
|u(t)|^{2} \leq \frac{2 \lambda_{1} v \beta_{2}|\Omega|}{\left(\lambda_{1} v\right)^{2}-L_{g}^{2}}+M E_{\alpha}\left(\lambda^{*} t^{\alpha}\right)
$$

for all $t \geq \tau(t)+1$, where $M=\|\phi(t)\|_{\mathcal{C}_{H}}^{2}=\sup _{-h \leq t \leq 0}|\phi(t)|^{2}$, and the parameter $\lambda^{*}$ is defined by

$$
\lambda^{*}=\sup _{t-\tau(t) \geq 1}\left\{\lambda: \lambda-\left(-\lambda_{1} v\right)-\frac{L_{g}^{2}}{\lambda_{1} v} \frac{E_{\alpha}\left(\lambda(t-\tau(t))^{\alpha}\right)}{E_{\alpha}\left(\lambda t^{\alpha}\right)}=0\right\}
$$

which is strictly negative, i.e, there exists some positive constants $\epsilon_{0}$ satisfying $-\lambda_{1} v+$ $\frac{L_{g}^{2}}{\lambda_{1} v}<-\epsilon_{0}$, such that $\lambda^{*} \in\left[-\lambda_{1} v+\frac{L_{g}^{2}}{\lambda_{1} v},-\epsilon_{0}\right]$, and the estimate in (9) holds for all $t$, such that $t \geq \tau(t)+1$.

On the other hand, if $t<\tau(t)+1$, then, by the same argument as in Theorem 4.1 in [24], we have

$$
|u(t)|^{2} \leq C E_{\alpha}\left(-\lambda_{1} v t^{\alpha}\right), \quad t \geq 0, \theta \in[-h, 0] .
$$

From the Archimedes principle, we conclude that

$$
\left\|u_{t}\right\|_{C_{H}}^{2} \leq \frac{2 \lambda_{1} v \beta_{2}|\Omega|}{\left(\lambda_{1} v\right)^{2}-L_{g}^{2}}+M E_{\alpha}\left(\lambda^{*} t^{\alpha}\right)+C E_{\alpha}\left(-\lambda_{1} v t^{\alpha}\right), \quad 0 \leq t<\tau(t)+1 .
$$

As $\lambda^{*}<0$ and $-\lambda_{1} v<0$, by the property of the Mittag-Leffler function [2], we obtain

$$
\left\|u_{t}\right\|_{C_{H}}^{2} \leq \frac{2 \lambda_{1} v \beta_{2}|\Omega|}{\left(\lambda_{1} v\right)^{2}-L_{g}^{2}}+C \frac{C_{\alpha}}{t^{\alpha}}, \text { as } t \rightarrow+\infty
$$

where $C_{\alpha}>0$ is a constant independent of $t$. Hence, there exists $T>0$ large enough, such that $\forall t \geq T$, the weak solution of problem (1)-(3), satisfies

$$
\left\|u_{t}\right\|_{C_{H}}^{2} \leq \frac{2 \lambda_{1} v \beta_{2}|\Omega|}{\left(\lambda_{1} v\right)^{2}-L_{g}^{2}}:=\rho_{C_{H}}^{2}, t \geq T .
$$

Denote by $B_{C_{H}}=B\left(0, \rho_{C_{H}}\right)$ the absorbing set in phase space $C_{H}$.

Lemma 5 (Existence of absorbing sets in $C_{V}$ ). Suppose that (g1)-(g3) and (13) hold true; then, there exists $T>0$, such that for all $t \geq T$, the weak solution of problems (1)-(3) satisfies

$$
\left\|u_{t}\right\|_{C_{V}}^{2} \leq \rho_{C_{V^{\prime}}}^{2} t \geq T+1
$$

where $\rho_{C_{V}}^{2}=\frac{\left(\Gamma(\alpha)+2 \alpha_{3}\right)\left(2 \beta_{2}|\Omega|+L_{g}^{2}\right)+4 v \lambda_{1} \alpha_{3} \beta_{2}|\Omega| L_{g}^{2}}{\Gamma(\alpha+1)\left(v+\left(\lambda_{1} v\right)^{2}-L_{g}^{2}\right)}$.
Proof. Taking the inner product of (1) with $-\Delta u$, we find that

$$
\begin{aligned}
\frac{1}{2} D_{t}^{\alpha}\|u\|^{2}+v|\Delta u|^{2} & \leq(f(u),-\Delta u)+\left(g\left(t, u_{t}\right),-\Delta u\right) \\
& \leq \alpha_{3}\|u\|^{2}+\frac{v}{2}|\Delta u|^{2}+\frac{1}{2 v}\left|g\left(t, u_{t}\right)\right|^{2}
\end{aligned}
$$

Then,

$$
D_{t}^{\alpha}\|u\|^{2}+v|\Delta u|^{2} \leq 2 \alpha_{3}\|u\|^{2}+\frac{L_{g}^{2}}{v}\left\|u_{t}\right\|_{C_{H^{\prime}}}^{2}
$$

integrating above inequality over $[s, t]$, to obtain

$$
\|u(t)\|^{2}-\|u(s)\|^{2} \leq \frac{2 \alpha_{3}}{\Gamma(\alpha)} \int_{s}^{t}(t-r)^{\alpha-1}\|u(r)\|^{2} d r+\frac{L_{g}^{2}}{\nu \Gamma(\alpha)} \int_{s}^{t}(t-r)^{\alpha-1}\left\|u_{r}\right\|_{C_{H}}^{2} d r,
$$

and integrating with respect to $s$ over interval $[t-1, t]$ with $t \geq T+h+1$, to yield

$$
\begin{aligned}
\|u(t)\|^{2} \leq & \int_{t-1}^{t}\|u(s)\|^{2} d s+\frac{2 \alpha_{3}}{\Gamma(\alpha)} \int_{t-1}^{t} \int_{s}^{t}(t-r)^{\alpha-1}\|u(r)\|^{2} d r d s \\
& +\frac{L_{g}^{2}}{v \Gamma(\alpha)} \int_{t-1}^{t} \int_{s}^{t}(t-r)^{\alpha-1}\left\|u_{r}\right\|_{C_{H}}^{2} d r d s \\
= & \int_{t-1}^{t}\|u(s)\|^{2} d s+\frac{2 \alpha_{3}}{\Gamma(\alpha)} \int_{t-1}^{t} \int_{t-1}^{r}(t-r)^{\alpha-1}\|u(r)\|^{2} d s d r \\
& +\frac{L_{g}^{2}}{v \Gamma(\alpha)} \int_{t-1}^{t} \int_{t-1}^{r}(t-r)^{\alpha-1}\left\|u_{r}\right\|_{C_{H}}^{2} d s d r \\
= & \int_{t-1}^{t}\|u(s)\|^{2} d s+\frac{2 \alpha_{3}}{\Gamma(\alpha)} \int_{t-1}^{t}(r-t+1)(t-r)^{\alpha-1}\|u(r)\|^{2} d r \\
& +\frac{L_{g}^{2}}{v \Gamma(\alpha)} \int_{t-1}^{t}(r-t+1)(t-r)^{\alpha-1}\left\|u_{r}\right\|_{C_{H}}^{2} d s d r \\
\leq & \int_{t-1}^{t}\|u(s)\|^{2} d s+\frac{2 \alpha_{3}}{\Gamma(\alpha)} \int_{t-1}^{t}(t-r)^{\alpha-1}\|u(r)\|^{2} d r \\
& +\frac{L_{g}^{2}}{v \Gamma(\alpha)} \int_{t-1}^{t}(t-r)^{\alpha-1}\left\|u_{r}\right\|_{C_{H}}^{2} d s d r \\
\leq & \left(1+\frac{2 \alpha_{3}}{\Gamma(\alpha)}\right) \int_{t-1}^{t}(t-r)^{\alpha-1}\|u(r)\|^{2} d r+\frac{4 v \lambda_{1} \alpha_{3} \beta_{2}|\Omega| L_{g}^{2}}{\left(\left(\lambda_{1} v\right)^{2}-L_{g}^{2}\right) \Gamma(\alpha)} \int_{t-1}^{t}(t-r)^{\alpha-1} d r \\
\leq & \left(1+\frac{2 \alpha_{3}}{\Gamma(\alpha)}\right)\left(\frac{2 \beta_{2}|\Omega|}{\alpha v}+\frac{L_{g}^{2}}{\alpha v}\right)+\frac{4 v \lambda_{1} \alpha_{3} \beta_{2}|\Omega| L_{g}^{2}}{\left(\left(\lambda_{1} v\right)^{2}-L_{g}^{2}\right) \Gamma(\alpha+1)} \\
= & \frac{\left(\Gamma(\alpha)+2 \alpha_{3}\right)\left(2 \beta_{2}|\Omega|+L_{g}^{2}\right)+4 v \lambda_{1} \alpha_{3} \beta_{2}|\Omega| L_{g}^{2}}{\Gamma(\alpha+1)\left(v+\left(\lambda_{1} v\right)^{2}-L_{g}^{2}\right)}
\end{aligned}
$$

Therefore, $\forall t \geq T+2 h+1$, and we deduce that

$$
\left\|u_{t}\right\|_{C_{V}}^{2} \leq \frac{\left(\Gamma(\alpha)+2 \alpha_{3}\right)\left(2 \beta_{2}|\Omega|+L_{g}^{2}\right)+4 v \lambda_{1} \alpha_{3} \beta_{2}|\Omega| L_{g}^{2}}{\Gamma(\alpha+1)\left(v+\left(\lambda_{1} v\right)^{2}-L_{g}^{2}\right)}:=\rho_{C_{V}}^{2}
$$

Theorem 3. Assume that (4)-(6), (g1)-(g3) and (13) hold true; then, the system (1)-(3) possesses a global attracting set in $C_{H}$.

Proof. Let $\left\{u^{n}\right\}$ with $u^{n}=u\left(t_{n} ; 0, \phi^{n}\right)$ be a sequence of weak solutions to problem (1), defined on $[-h, \infty)$, with initial value $\phi^{n} \in B_{C_{H}}$, and $t_{n} \rightarrow \infty$ as $n \rightarrow \infty$.

On the one hand, by Lemmas 4 and 5, we know that the system (1)-(3) has a global absorbing set in $C_{H}$ and $C_{V}$, respectively. If we could show that $\left\{u_{t_{n}}^{n}\right\}$ is compact in $C_{H}$, then by attractor theory [30], we conclude that the system (1)-(3) possesses a global attracting set in $C_{H}$.

We use the Arzelà-Ascoli Theorem to prove this, i.e., we need to verify the following two conditions:
(i) for any sequence $\left\{u^{n}\right\}$ of weak solutions of (1) with initial value $\phi^{n} \in B_{C_{H}}$, we can find a sub-sequence denoted as $\left\{u^{n}\right\}$, such that $\left\{u_{t_{n}}^{n}\right\}$ is pre-compact in $H$ for all $\theta \in[-h, 0]$;
(ii) the sequence $\left\{u_{t_{n}}^{n}\right\}$ is equi-continuous with respect to $\theta \in[-h, 0]$.

By Lemmas 4 and 5 and the compact embedding $V \hookrightarrow H$, we conclude that there exists $N \in \mathbb{N}$, such that for all $n \geq N, t_{N} \geq T+2 h+1$, it holds that $\left\{u_{t_{n}}^{n}\right\}$ is compact in $H$ for any $\theta \in[-h, 0]$.

Let $\theta_{1}, \theta_{2} \in[-h, 0]$, without loss of generalization, we assume that $\theta_{1} \leq \theta_{2}$; note that

$$
\begin{aligned}
\left|u\left(t+\theta_{2}\right)-u\left(t+\theta_{1}\right)\right| & =\left|\frac{1}{\Gamma(\alpha)} \int_{t+\theta_{1}}^{t+\theta_{2}}\left(t+\theta_{2}-s\right)^{\alpha-1} D_{s}^{\alpha} u(s) d s\right| \\
& \leq \frac{1}{\Gamma(\alpha)} \int_{t+\theta_{1}}^{t+\theta_{2}}\left(t+\theta_{2}-s\right)^{\alpha-1}\left|v \Delta u(s)+f(u)+g\left(s, u_{s}\right)\right| d s \\
& \leq \frac{1}{\Gamma(\alpha)} \int_{t+\theta_{1}}^{t+\theta_{2}}\left(t+\theta_{2}-s\right)^{\alpha-1}\left(|v \Delta u(s)|+|f(u)|+\left|g\left(s, u_{s}\right)\right|\right) d s \\
& \leq C\left|\theta_{2}-\theta_{1}\right|^{\alpha} .
\end{aligned}
$$

Then, conclusion (ii) is proved immediately. Hence, $\left\{u_{t_{n}}^{n}\right\}$ is compact in $C_{H}$, using the theory of [30], and we conclude that system (1) has a global attracting set.

Remark 3. The global attracting set is obtained, which is different from its integer counterparts, such as [32], in which the existence of a pullback attractor is obtained.

## 5. Conclusions

In this work, we researched the fractional reaction-diffusion equation with bounded delay, in the sense of weak topology. The existence and uniqueness of a weak solution and global attracting sets were proved. Compared to the classic evolution equation with delay (bounded or unbounded), the study of the limit behavior of the time-fractional evolution equation with unbounded delay is much more complicated. As the derivative is not integer, methods that are used to analyze classic evolution equation do not work anymore. To detect the limit behavior of the time-fractional evolution equation with unbounded delay, we need to explore new techniques. We studied the dynamics of fractional Navier-Stokes equations in our former work [24]; however, we could not prove the existence of a global attracting set even in the non-delay case, let alone the delay case. It is complicated to prove
the existence of a weak solution in the delay case; therefore, in the future, we will also work on fractional delayed Navier-Stokes equations.

Author Contributions: Validation, formal analysis, investigation, writing-original draft preparation, L.L.; conceptualization, methodology, writing-review and editing, supervision, J.J.N. All authors have read and agreed to the published version of the manuscript.
Funding: This research was funded by the Natural Science Foundation of China, grant number 11901448 and 11871022 (Linfang Liu), the Scientific Research Foundation of Northwest University (Linfang Liu), and the Agencia Estatal de Investigación (AEI) of Spain, under Grant PID2020-113275GB-I00, and was co-financed by the European Community Regional Development Fund (FEDER) and by Xunta de Galicia, grant ED431C 2019/02 (Juan J. Nieto). The APC was funded by the Natural Science Foundation of China, grant number 11901448.

Data Availability Statement: The data presented in this study are available on request from the corresponding author.
Conflicts of Interest: The authors declare no conflict of interest.

## References

1. Li, L.; Liu, J.G. A Generalized Definition of Caputo Derivatives and Its Application to Fractional ODEs. SIAM J. Math. Anal. 2018, 50, 2867-2900. [CrossRef]
2. Kilbas, A.A.; Srivastava, H.M.; Trujillo, J.J. Theory and Applications of Fractional Differential Equations; Elsevier Science B.V.: Amsterdam, The Netherlands, 2006.
3. Podlubny, I. Fractional Differential Equations; Academic Press, Inc.: San Diego, CA, USA, 1999.
4. Piero, G.; Deseri, L. On the concepts of state and free energy in linear viscoelasticity. Arch. Ration. Mech. Anal. 1997, 138, 1-35. [CrossRef]
5. Allen, M.; Caffarelli, L.; Vasseur, A. A parabolic problem with a fractional-time derivative. Arch. Ration. Mech. Anal. 2016, 221, 603-630. [CrossRef]
6. Diethelm, K. The Analysis of Fractional Differential Equations; Springer: Berlin/Heidelberg, Germany, 2010.
7. Caputo, M. Linear models of dissipation whose $Q$ is almost frequency independent II. Geophys. J. Int. 1967, 13, 529-539. [CrossRef]
8. Wang, D.; Zou, J. Dissipativity and contractivity analysis for fractional functional differential equations and their numerical approximations. SIAM J. Numer. Anal. 2019, 57, 1445-1470. [CrossRef]
9. Hendy, A.S.; Zaky, M.A. A priori estimates to solutions of the time-fractional convection-diffusion-reaction equation coupled with the Darcy system. Commun. Nonlinear Sci. Numer. Simul. 2022, 109, 106288. [CrossRef]
10. Kumar, S.; Zeidan, D. An efficient Mittag-Leffler kernel approach for time-fractional advection-reaction-diffusion equation. Appl. Numer. Math. 2021, 170, 190-207. [CrossRef]
11. Ding, X.; Nieto, J. Analytical solutions for the multi-term time-space fractional reaction-diffusion equations on an infinite domain. Fract. Calc. Appl. Anal. 2015, 18, 697-716. [CrossRef]
12. Atlas, A.; Bendahmane, M.; Karami, F.; Meskine, D.; Oubbih, O. A nonlinear fractional reaction-diffusion system applied to image denoising and decomposition. Discret. Contin. Dyn. Syst. B 2021, 26, 4963-4998. [CrossRef]
13. Wei, L.; He, Y. A fully discrete local discontinuous Galerkin method with the generalized numerical flux to solve the tempered fractional reaction-diffusion equation. Discret. Contin. Dyn. Syst. B 2021, 26, 4907-4926. [CrossRef]
14. Hendy, A.S.; Zaky, M.A. Abbaszadeh M. Long time behavior of Robin boundary sub-diffusion equation with fractional partial derivatives of Caputo type in differential and difference settings. Math. Comput. Simul. 2021, 190, 1370-1378. [CrossRef]
15. Manal, A.; Owolabi, K.M.; Khaled, M.S. Spatiotemporal (target) patterns in sub-diffusive predator-prey system with the Caputo operator. Chaos Solit. Fract. 2022, 160, 112267.
16. Owolabi, K.M.; Karaagac, B.; Baleanu, D. Pattern formation in superdiffusion predator-prey-like problems with integer- and noninteger-order derivatives. Math. Methods Appl. Sci. 2021, 44, 4018-4036. [CrossRef]
17. Owolabi, K.M.; Baleanu, D. Emergent patterns in diffusive Turing-like systems with fractional-order operator. Neural Comput. Appl. 2021, 33, 12703-12720. [CrossRef]
18. Owolabi, K.M.; Edson, P.; Abdon, A. Analysis and pattern formation scenarios in the superdiffusive system of predation described with Caputo operator. Chaos Solit. Fract. 2021, 152, 111468. [CrossRef]
19. Owolabi, K.M.; Edson, P. Numerical simulation of chaotic maps with the new generalized Caputo-type fractional-order operator. Results Phys. 2022, 38, 105563. [CrossRef]
20. Chen, F.; Nieto, J.J.; Zhou, Y. Global attractivity for nonlinear fractional differential equations. Nonl. Anal. RWA 2012, 13, $287-298$. [CrossRef]
21. Harikrishnan, S.; Prakash, P.; Nieto, J.J. Forced oscillation of solutions of a nonlinear fractional partial differential equation. Appl. Math. Comput. 2015, 254, 14-19. [CrossRef]
22. Wen, L.; Yu, W.; Wang, W. Generalized Halanay inequalities for dissipativity of Volterra functional differential equations. J. Math. Anal. Appl. 2008, 347, 169-178. [CrossRef]
23. Ye, H.; Gao, J. Henry-Gronwall type retarded integral inequalities and their applications to fractional differential equations with delay. Appl. Math. Comp. 2011, 218, 4152-4160. [CrossRef]
24. Liu, L.F.; Nieto, J.J. Dynamics of fractional Navier-Stokes equations. Mathematics 2020, 8, 2037. [CrossRef]
25. Li, L.; Liu, J. Some compactness criteria for weak solutions of time fractional PDEs. SIAM J. Math. Anal. 2017, 50, 3963-3995. [CrossRef]
26. Gel'f, I.M.; Shilov, G.E. Generalized Functions; Academic Press: Cambridge, MA, USA, 1964; Volume 1.
27. Alikhanov, A. A priori estimates for solutions of boundary vale problems for fractional order equations. Differ. Equ. 2010, 46, 660-666. [CrossRef]
28. Charles, A.D.; Vidyasagar, M. Feedback Systems: Input-Output Properties; Academic Press: New York, NY, USA, 1975.
29. Lakshmikantham, V. Theory of fractional functional differential equations. Nonl. Anal. 2008, 69, 3337-3343. [CrossRef]
30. Robinson, J. Infinite-Dimensional Dynamical Systems: An Introduction to Dissipative Parabolic PDEs and the Theory of Global Attractors; Cambridge University Press: Cambridge, UK, 2001.
31. Brezis, H. Functional Analysis. In Sobolev Spaces and Partial Differential Equations and Partial Differential Equations; Springer Inc.: New York, NY, USA, 2011.
32. Luengo, J.; Rubio, P. Reaction-diffusion equations with non-autonomous force in $H^{-1}$ and delays under measurability conditions on the driving delay term. J. Math. Anal. Appl. 2014, 417, 80-95. [CrossRef]

Disclaimer/Publisher's Note: The statements, opinions and data contained in all publications are solely those of the individual author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to people or property resulting from any ideas, methods, instructions or products referred to in the content.


[^0]:    Copyright: © 2023 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (https:// creativecommons.org/licenses/by/ $4.0 /$ ).

