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Abstract: In terms of the logical structure of data in machine learning (ML), we apply a novel
graphical encoding method in quantum computing to build the mapping between feature space of
sample data and two-level nested graph state that presents a kind of multi-partite entanglement
state. By implementing swap-test circuit on the graphical training states, a binary quantum classifier
to large-scale test states is effectively realized in this paper. In addition, for the error classification
caused by noise, we further explored the subsequent processing scheme by adjusting the weights
so that a strong classifier is formed and its accuracy is greatly boosted. In this paper, the proposed
boosting algorithm demonstrates superiority in certain aspects as demonstrated via experimental
investigation. This work further enriches the theoretical foundation of quantum graph theory and
quantum machine learning, which may be exploited to assist the classification of massive-data
networks by entangling subgraphs.
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1. Introduction

Quantum computation is more effective at solving certain difficult problems than
classical algorithms, and is considered as a significant part of theoretic physics [1–3]. Ad-
vances in quantum computing and machine learning naturally bring about the field of
quantum machine learning in quantum information science [4–12]. Its emergence enriches
and develops quantum information science and further bridges the two research areas.
Classification of large-scale data is a significant application area of machine learning. The
input data can achieve classification by learning from labeled data for pattern recogni-
tion. With regard to efficient quantum computing, the research of designing quantum
classifier has attracted the attention of many researchers. Based on different data logical
structures, some researchers have proposed distinct quantum classifiers, such as quantum
support vector machine (SVM), decision tree classifiers and K-nearest neighbor (KNN)
algorithms [4–6]. In general, a kernel measures similarity of data is applied to the design of
distance-based and swap-test classification protocols in quantum mechanics.Graph state in
quantum computation is a kind of essential multiparticle entangled state, which has been
intensively researched with abundant results [13–21]. It represents well the structural and
logical relationship between numerous quantum states.

In this paper, we establish the link between the so called two-level nested graph state
and quantum sample state to reflect the structural characteristics of feature space. Based
on the computational basis states, the large-scale data are encoded into graph state that
is applied in quantum classifier with swap-test circuit. In terms of the generic kernel
that is binary similarity measure, the test states may be classified resort to the fidelity
probability. Due to the failed classification, some error samples will be further boosted
through subsequent processing methods in our work. The remainder of this paper is
arranged as follows. Firstly, we express the big-scale classical data in feature space with
general quantum states and two-level nested graph states in Section 2. According to the
efficiency of quantum graph states, a quantum classifier is proposed in the following
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section and the efficiency of measuring states is analyzed. Furthermore, in order to reduce
the influence of noise, we adjust the attributes of test states to increase the fidelity of the
quantum classifier. Experiments are carried out to illustrate the proposed algorithm by
comparing the previous work and classical algorithms in Section 4. The conclusions are
drawn in Section 5.

2. Quantum Machine Learning Based on Graphical Feature Space

As an example of pattern recognition in large-scale data analysis, a prominent ap-
plication of machine learning is to predict the classification of input data categories by
learning from labeled data. For classical machine learning, classification problem is an
important subclass of supervised learning field. The computer model about classification
is represented with labeled data and is required to learn some patterns. Therefore, most
of the techniques in classical supervised machine learning are aimed at obtaining the best
results by making use of the computational resources of polynomial quantities. We briefly
describe the model of binary classification problems with quantum mechanism so that two
labels are obtained by quantum measurement. Before designing the quantum classifier, we
will first establish the relationship between the data logical structure and the feature space
by encoding the quantum entangled state.

2.1. The Basic Map of Feature Space in Quantum Machine Learning

With classical machine learning algorithms, the labeled samples in set are needed to
train a classifier. For binary classification, the input data can form a set of labeled feature
vectors. Every sample is inherent in an m-dimension feature space Dm. Therefore, a sample
vector in space SN is denoted as the tensor product of N input objets with their m features
in terms of deferent attributes

Dm × SN = Dm ×
N⊗

n=1

Sn = Dm × (S1 ⊗ S2 ⊗ · · · ⊗ SN). (1)

Assume a set of training sample dataset of inputs Xc = {x1, . . . , xN} ⊂ SN which contains
N samples, it may be described as

E′N = {(x1, y1), (x2, y2), . . . , (xN , yN)} ⊂ SN × {0, 1}. (2)

In the set, xi as a training sample attributed by m characters in another set Ac = {a1, a2, . . . , am}
⊂ Dm, with a designed classification algorithm, will be classified a class label yi ∈ Y = {1, 0}.
The goal of the designed classifier is to classify an unseen datapoint x into Y as best
as possible. In the following, we will consider their quantum expression with encoding
method in graphical state.

Once the classical data are converted into quantum states through a certain coding
method, quantum operation of the training and test data can be completed through a
series of quantum operator gates [22]. The basic functions of the classifier are realized by
using the projection measurement statistical information. By implementing the quantum
circuit the designed classifier will be realized resort to the fidelity of quantum state overlap
between training and test data [23]. In the preparation stage, input data are transformed
to a quantum state which is described as the superposition of orthogonal eigenstates in
subspace Si. In high-dimensional Hilbert space SN space, every sample xj of m-dimension
feature belongs to one of its orthogonal subspaces Sj.

Initially, the preparation of quantum sample state and test state that are evolved by
unitary operator, is accomplished according to their encoding method with specific formats.
A quantum state preparation circuit U : x → |x〉 is defined as a quantum feature map that
acts on a vacuum state vector |0 . . . 0〉 in Hilbert space SN . The whole quantum circuit may
be realized by applying multi-qubit controlled operators with additional qubits. Single sam-
ple state |xj〉 ∈ Sj is a superposition of m feature attributes in set A = {|a1〉, |a2〉, . . . , |am〉}.
Accordingly, set X = {|x1〉, |x2〉, · · · , |xN〉} includes N quantum sample sates, of which
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elements are coded as form (σx|σz) of Pauli operators. By implementing their quantum mea-
surement, these sample states will be labeled in set Y resort to the results [24]. Hence, the
quantum training dataset of containing N sample states with their labels can be indicated as

EN = {(|x1〉, y1), (|x2〉, y2), · · · , (|xN〉, yN)}. (3)

According to the above definitions, any quantum sample state |xj〉 in subspace Sj can
be expressed as a superposition of orthogonal eigenstates, i.e., |xj〉 = ∑m

k=1 cjk|ak〉, where the
complex number cjk is probability amplitude of feature state |ak〉 for ∑m

k=1 |cjk|2 = 1. The
construction relationship of training state and feature states may be depicted as seen in
Figure 1.
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Figure 1. Expression of the inputting quantum state. Here, every |xj〉 in subspace Sj is a quantum
sample state in subspace Sj described by the superposition of orthogonal eigenstates |ak〉. Further-
more, cjk are corresponding coefficients for 1 ≤ j ≤ N and 1 ≤ k ≤ m.

Generally, a designed quantum classification algorithm should refer to the state dis-
crimination or detection rather than pattern classification. The goal of designing a quantum
classifier is to exploit quantum effects to achieve data classification that surpasses the
classical one in terms of the computational complexity [24,25].

2.2. Two-Level Quantum Nested Graphical States Mapped to Feature Space

In practical applications, there are large-scale data involved in machine learning.
Hence, it is vital to prepare the big classical data as quantum state with some coding
mode [26]. In the quantum-information-processing task, multiparticle entanglement is
a critical part because its controlled generation has been proved in many physical sys-
tems [27–29]. For expressing the classical data in quantum machine learning as the corre-
sponding quantum version by coding process, graph state may be more proper because of
its entanglement character. To design a quantum classifier, we firstly map classical large-
scale samples and their features for efficient measurement to the entangled graph state.

A graph is composed of a set of vertices and edges describing the connection of
vertices. Here, vertex indicates datapoint in the graph, and edge represents the interaction
between these vertices, respectively [14,17,19].

Definition 1. Typically, an undirected and finite graph in data logic structure may be described as
form G = (V, E). Here, V is a set of vertices that contains the input sample states, and E is the set
of edges that establishes the entanglement relation between vertices. Furthermore, N = |V| is the
sample state number of graph state |G〉. Vertices a, b ∈ V are two endpoints of an edge, which are
called adjacent. An N × N adjacency matrix Γ in the graph G describes the symmetric connection
relation between all sample states in set V, of which elements may be denoted as

Γa,b =

{
1 if (a, b) ∈ E
0 otherwise

. (4)
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In addition, another matrix known as a generator matrix of the graph state may be
expressed as binary form G = (σx|σz) = (I|Γ) for identity matrix I and adjacency matrix
Γ. Furthermore, in terms of mapping σx → x, the generator matrix of above form also
may be expressed as C = Γ + ωI over GF(4) = {0, 1, ω, ω2}. Every vertex in entangling
N sample states corresponds uniquely to an N-qubit vertices vector. Thus, based on the
above definitions, we map the N-sample set to the vertex set VN in subgraph GN , and
feature space Dm to another subgraph Gm with m vertices, i.e., there is map f that can link
the space

f : Dm × SN 7→ Gm × GN . (5)

The physical circuit of whole classification process can be described as Figure 2.

Figure 2. Illustration of using quantum feature maps based on graph state G for machine learning.
According to the existing samples, the input data describing different shapes can be classified into
the labels in Y. Here, the different shapes depicted in yellow, purple and green are different classes of
classical samples, as well as the blue square represents the input data to be classified.

To build the relation between the two subgraphs based on the data structure in machine
learning, we apply construction method of nested graph as follows.

Definition 2. A nested graph G of containing Ng states called as an “nl-vertices graph of · · ·
of n2-vertices graph of n1-vertices graph” [30], is denoted by Gnl [· · · [Gn2 [Gn1 ]]]. Here, we call
it as l-level nested graph. The total vertex number of corresponding to states in the graph is
Ng = n1n2 · · · nl , and the obtained graph G is formed by the Ng/n1 disjoint vertex subsets
V1, V2, · · · , VNg/n1 of same size n1. Here, set Vi (1 ≤ i ≤ l) is the vertex sate dataset of subgraph
Gn1 . This method practically is a way of employing tree structure to generate quantum states of
massive sample data.

According to structural characters of sample state, for further expressing the N sample
states and their m attributes to every one, we shall consider two-level nested graph state

G = [Gn2 [Gn1 ]] = [GN [Gm]], (6)

with two subgraphs Gn1 = Gm and Gn2 = GN , of which vertex number is Ng = Nm. Here,
the entanglement relationship of sample states may be depicted by graph state |Gn1〉, and
their m feature states may be expressed by vertices in graph state |Gn2〉. In the coding
process, another problem is how to provide a general method of obtaining its adjacent
matrix in constructing nested graphical quantum codes. To reduce the influence of errors
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and decoherence, the coding method may be chosen as low-density parity-check (LDPC)
codes which possess good performance for encoding massive data and corresponds to
a sparse graph with low complexity of decoding. In light of the above definition, we
connect the subgraphs of two-level nested graph state |G〉 with adjacent matrix ΓG to gain
its generator matrix. For obtaining large amounts of data in machine learning, assume the
two-level nested graph G is entangled by the two disconnected subgraphs Gn1 = (Vn1 , En1)
and Gn2 = (Vn2 , En2) with respect to entanglement relation matrix Γn12 . Here, we denote
Vn1 as the set of sample states, and Vn2 as their feature set, and En1 and En2 are their edge set
respectively. After constructed subgraphs Gn1 and Gn2 , denote Γn2 and Γn1 as the adjacent
matrices of the two subgraphs, respectively, which depict the relationships of N sample
states and d feature states, respectively [31].

To entangle the two subgraphs, we consider a cyclic group generated in terms of
the following rules. For an integer L, a circulant permutation matrix PL = (pij) of which
elements are defined by

pij =

{
1 if i = (j + 1)modL
0 otherwise

. (7)

Then, a finite group with PL is formed as

TL = {P0
L = I, PL, . . . , PL−1

L }. (8)

Any element in set (8) may be used to generate the simple entanglement matrix about
the entanglement relationships of sample states and feature states. For example, a two-
level nested graph G = [G5[G3] is shown in Figure 3, in which graph G is generated by
entangling 3-feature subgraph Gm = G3 and 5-sample subgraph GN = G5.

Figure 3. A two-level nested graph G = [G5[G3]] which corresponds to graph state |G〉. Here, the
subgraph G3 is formed by three grey entangling dots, and graph G entangled by the five subgraphs.



Entropy 2023, 25, 870 6 of 19

If the above described subgraphs correspond to two graph states, the entangled graph
also corresponds to a stabilizer state. Therefore, in terms of the circulant permutation
matrix (7), a stabilizer generator matrix of length N which corresponds to the two-level
nested clique graph G in (6) will be obtained. After obtaining a set of independent generator
matrices, in terms of following Singleton bound

N ≥ k + d− 1, (9)

a graphical quantum code [[N, k, d]] may be generated by selecting N − k row sample
vectors from the N-level concatenated matrix as the generators [32]. In fact, a stabilizer can
be specified with the matrices by taking an N − k-dimension subspace of SN on quantum
code [[N, k, d]] [33,34].

3. Swap-Test Quantum Classifier with Large-Scale Data

On the basis of the quantum graph states encoded before, a quantum classifier is
designed to obtain classification function H(~x) in the following, of which the main principle
is to regard the entire classification process as the evolutionary process of a closed quantum
system. In fact, the evolution is achieved with a series of quantum logic gates on the graph
state, and an N-site lattice with a qubit is attached to each site.

3.1. Quantum Swap-Test Classification Based on Graph State

At present, distance-based quantum classifier and the swap-test classifier are usually
implemented to design quantum classifiers [8,29]. Resort to an entangled two-level graph
state |G〉 described previously, given M obtained unseen states |x̂1〉, |x̂2〉, . . . , |x̂M〉 are to
be classified simultaneously and regarded as the query states of which any one mapped by
the feature space expanded into space SN .

To realize the process of the whole quantum classifier classifying samples, it is nec-
essary to first prepare the test state and the training state. In general, the probability
amplitudes of the training states and test states will be initially equal after completing
entanglement in two graphs. Any training states of N two-level nested graph state |Gt〉 of
which vertices are indicated |ϕ1〉, |ϕ2〉, . . . , |ϕN〉 ∈ SN , are constructed as

|ϕj〉 = 1/
√

Nj ·
N

∑
n=1

xj,n|n〉|xn〉 (10)

for Nj = ∑N
n=1 |xj,n|2. Based on its feature space Dm, the training state further can be

described as

|ϕj〉 =
1√
Nj

N

∑
n=1

m

∑
k=1

cjkxj,n|ak〉|n〉. (11)

Here, state |ak〉 ∈ A describes kth feature of quantum sample state |xj〉 ∈ X. Practically, to
classify M query state vector |~x〉 = (x̂1, x̂2, . . . , x̂M) which is entangled as graph state |Gq〉
on the basis of sample states, we consider classifiers h1(x̂), h2(x̂), . . . , hM(x̂) to obtain the
error rates of query states. We construct the oracle state

|ψj〉 = 1/
√

N̂j

N

∑
n=1

q̂jn|x̂j〉|n〉, (12)

for N̂j = ∑N
n=1 |q̂jn|2 and q̂jn = cjkxj,n, that contains any query state |x̂j〉 which will be

classified by quantum classifier hj. For the classification of M query states, based on the
constructed states |ϕj〉 and |ψj〉, an ancilla state is firstly prepared in a swap-test classifier as
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|φj〉 =
1√
2
(|ϕj〉|0〉+ |ψj〉|1〉) =

1√
2
(

1√
Nj

N

∑
n=1
|xn〉

|n〉+ 1√
N̂j

N

∑
n=1

q̂jn|x̂j〉|1〉)|n〉 =
1√
2
(

1√
Nj

N

∑
n=1

m

∑
k=1

cjk|ak〉|0〉+
1√
N̂j

N

∑
n=1

q̂jn|x̂j〉|1〉)|n〉. (13)

To obtain the classification result by measuring the ancilla state |φj〉, another state

|φ′j〉 =
1√
2
(|0〉 − |1〉) (14)

will be used in quantum computation. On the one hand, without regard to the entanglement,
the M training and query states are prepared as

|Φ〉 = 1√
2
(I⊗M(

N

∑
i=1

1√
Nϕ

λi|ϕj〉)|0〉+
M

∏
j=1
|ψj〉|1〉), (15)

where λi is the attribute of state |ϕj〉 for Nϕ = ∑N
i=1 |λi|2. The running time of the inner

product of two states |φj〉 and |φ′j〉 to achieve the success is O(M). On the other hand, if
entanglement property is considered, each quantum state |ϕj〉 can be regarded as a two-
level nested subgraph. By entangling M subgraphs with direct product relationship, the
quantum state |Φj〉 that likes form (15) will be transformed into a graph state |Gt〉. In light
of the entanglement method of subgraphs, circulant permutation matrix in (7) can be used
as an adjacency matrix. Similarly, the M query states and training states can be entangled
in graph states |Gq〉 and |Gt〉, respectively, hence the corresponding state prepared as

|Φg〉 = 1√
2
(|Gt〉|0〉+ |Gq〉|1〉). (16)

On the basis of M query states, the running times of entanglement method is O(M).
The performed accuracy of measuring classification can be obtained by pj = |〈φj|φ′j〉|2.

Furthermore, it is indicated by the two states containing the training state and test state as
1
2 (1− 〈ϕj|ψj〉). Denote κj = 〈ϕj|ψj〉, which also can be described as

κj =
1√
Nκj

N

∑
n=1

m

∑
k=1

q̂jncjkxjn|x̂j|〈xn|x̃j〉. (17)

where
√

Nκj = ∑N
n=1 ∑m

k=1 |rj,nk|2 and rj,nk = q̂jncjkxjn. When the parameter κj ranges from

0 < κj < 1, i.e., pj < 1/2, the query state |x̂j〉 is classified as 1, otherwise 0. Therefore,
only parameter κj meets the requirement, a classifier hj(x̂j) can be obtained for sample
state |~x〉. A mixed-state diagonal based on the graph-state basis can correspondingly be
described as the following form ρ = |Φ〉〈Φ| or ρg = |Φg〉〈Φg| according to whether it is
entangled, of which diagonal elements can be obtained through calculation as the result pj
(j = 1, 2, . . . , N). Therefore, the gained vector of success probability ~p = [p1, p2, . . . , pM]
which distinguishes from the sample states may correspondingly be obtained.

Based on the above classification process of single query state, a vector H containing
M classifiers h1, h2, . . . hM can be obtained, regardless of whether the M test states are
entangled or not. The superposition state vector of graph state may be shown as H(~̂xM) =

∑M
n=1 rnhn(x̂n), where ∑N

n=1 rn = 1 for weights rn and ~̂xM is test state vector. The arbitrary
probability amplitude also can be uniformly weighted with equal probability amplitude, i.e.,
rn = 1/M. Since the fork states in the classification process may be altered by multiplicative
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and additive noise, the ultimate outcome will be changed. Denote ε j as the error rate of
classifying query state x̂j, which is close to the parameter κj. The occurrence of the two
probabilities obeys the same probability distribution. The error dependence to the test state
in training stage is O(poly(M/(1− ε))).

3.2. Quantum Graph Kernels and Graph Segmentation

In practice, the classifier may be used in quantum communication to classify the test
data from sender, and to label them at the receiver with training data in quantum field.
Assume Alice and Bob are two sides of the communication party, the experimental setup of
the quantum classifier can be shown in Figure 4.

Figure 4. The circuit of classifier in quantum communication for two correspondents (Alice and Bob).
The test state is prepared with operator ‘Ts’ at Alice’s side, of which features are indexed by ‘Ind’.
By entangling an ancilla state operated by operator ‘Anc’ with the training state gained by ‘Tr’ at
receiver Bob’s side. As a result, the class label may be derived from ‘Lab’ after measuring.

In the following, we will briefly analyze the empirical results of a distance-based
quantum classifier implemented on five-qubit quantum processor in this figure. Firstly,
we encode the classical data point into amplitudes of quantum graph states. In terms of
the transformation, the quantum state fidelity may be achieved by method of swap-test.
Specifically, we employ the Hadamard gate to the data qubit containing a test point and a
training point in the sample set. According to the designed algorithm, the superposition
and entanglement are exploited in physical circuit to evaluate the distance between the two
points. During the preparation stage of the sender’s side, Alice prepares a test state Ts|0〉
as the input data, which possesses m characters indexed by state Ind|0〉. At Bob’s side, he
applies two Hadamard gates on superposition of an ancilla qubit Anc|0〉 and a training
state Tr|0〉. Furthermore, another Hadamard gate is employed among the controlled gates
by pitching in the qubits to achieve the entanglement. As a result, the quantum circuit
at Bob’s side can classify its class Lab|0〉 in label yn in set Y which the test point belongs
to. As can be seen from the typical quantum circuit, it includes the preparation stage of
initializing the graph states at Alice’s side by making use of the unitary operators, and the
measurement stage of obtaining the measurement results at Bob’s side.
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The rapid development of quantum computing has greatly promoted the research of
graph representation which maps graph into vector space to facilitate various downstream
works [35]. Generally, quantum graph representation algorithm bears significant capabili-
ties in extracting some atypical patterns in graphs [36]. In particular, quantum graph G can
effectively reflect the data structure of quantum states, such that the features of graph are
characterized by the entanglement and superposition. Generally, the two representative
methods of graphical quantum machine learning are quantum graph segmentation and
graph kernel.

With the development of quantum devices, the massive data in graph G can be
segmented into s subgraph G1, G2, . . . , Gs for G =

⋃s
j=1 Gj, where s is an integer. Therefore,

to classify the large-scale data in graphical network with a classifier Hg can be combined by
a family of corresponding classifiers H1, H2, . . . , Hs involved in its subgraphs, respectively,
i.e., Hg = ∑ τi Hi and ∑s

i=1 τi = 1 for the weight coefficients τi (1 ≤ i ≤ s) which is generally
initialized as 1/s. Assume Γi,j defined in Equation (4) is the adjacent matrix (graph) between
any two subgraphs Gi and Gj therein. As a result, a quantum graph neural network can
be formed, hence fault-tolerant computer-based quantum algorithms can be applied to
accelerate the calculation efficiency of classical models.

On the other hand, to distinguish the differences between two graph states, the kernel
is defined. Without loss of generality, we consider the case of two graphs G1 and G2 in
Equation (16) with their adjacent matrix (graph) Γ1,2. The input data can be generally
encoded into quantum amplitudes with sparse graph that has the low-density performance.
In its feature space, quantum graph kernels represent different graphs and compare their
similarity with the inner product between them [37]. Assume C is a low-density encoder of
mapping two graphs G1 and G2 into quantum state in a Hilbert space, their similarity can
be measured by a kernel K of the two graphs

K(G1, G2) = 〈C(G1)|C(G2)〉. (18)

Assume a graph state |Φg〉 in Equation (16) is entangled by two graph states |Gt〉 and
|Gq〉 which correspond to two graphs Gt and Gq with mapping C. In order to take further
advantage of the kernel based on the quantum graph state, rather than the only real part
of quantum state overlap as introduced in ref. [29], we consider the quantum classifier
based on the graph state. The whole quantum circuit is shown in Figure 4. Here, it takes
the nodes in the the two graphs with their entanglement matrix (graph) Γt,q, such as the
entangled vertices vi for 1 ≤ i ≤ 4 in Figure 5.

In this figure, there are five registers based on the graphical kernel in the quantum
circuit. To distinguish the difference between the graph states |Gt〉 and |Gq〉, an ancilla
qubit is prepared in first register. State |xn〉 in Gt as the training state formed from state
in Equation (10) in the proposed method is stored in the second register, and any state |x̂〉
among M query states in graph Gq is in the third. Correspondingly, the label qubit |y〉 and
index |n〉 in the Equation (11) correspond to the fourth and final registers, respectively. As
a result, its label will be obtained with phase measurement Mz. The process of swap-test
may be depicted in the following form

N

∑
n=1

√
wn|0〉|xn〉|x〉|yn〉|n〉 → |Φg〉 (19)

where wn is the weight for ∑N
n=1 wn = 1. Then, the classification result will be obtained by

the measure operators.
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Figure 5. Illustration of quantum graph segmentation and graphical kernel. A graph state |Φg〉 is
formed by graphs Gt and Gq which correspond to training state |Gt〉 and query state |Gq〉 with a
mapping C, where the two states are entangled by entanglement matrix (graph) Γs,t. Here, vi for
1 ≤ i ≤ 4 in the circuit are the vertices in graphs Gt and Gq. In the circuit of kernel, the first register is
the ancilla state, and the second is the training state. Furthermore, the third register is the input data
as the query state. Correspondingly, the fourth register and final register are label and index states,
respectively, so that the label results may be obtained with phase measurement Mz.

3.3. Fidelity Analysis in Quantum Classifiers

In the quantum circuits in Figure 4, some test states are erroneously measured with
ancilla qubits, hence heir class labels may be incorrect. To boost the fidelity, a soft algorithm
is explored by Bob, which will be introduced in a later subsection. To test the binary
proposed classifier depicted in the quantum circuit in the two figures, in terms of the
proposed algorithm, classical input data x̂ for binary classification can be encoded into
amplitude and normalized as following form among [−π, π]

|x̂〉 = sin θ|0〉+ cos θ|1〉. (20)

This means that the data may be encoded with pair (sin θ, cos θ) for parameter θ. Denote
the probabilities P0 and P1 of classifying input state as the binary labels 0 and 1, respectively,
for P0 + P1 = 1. For simplicity, we take θ to represent the input test point, that can be
labeled as classes 0 and 1 with amplitude 0 and θ, respectively. Thus, the test point is
selected uniformly in the interval [0, θ] as the query point. In following experiment, angular
parameters θ = 2/3π and θ = 1/6π are taken. In Figure 6, the interval is [0, 2/3π] that the
class label can be basically distinguished with 8192 shots.

With the same quantity of shots shown in Figure 4, the result becomes indistinct so
that it can not be distinguished clearly while the angular parameter θ = 1/6π is chosen.

Therefore, it is obvious that the angular distance of the two training points become
smaller, so the fidelity will be reduced.

By comparing with traditional classification algorithms, the improved algorithm can
reduce the weights of correctly classified samples and allow the base classifier to pay closer
attention to difficult to distinguish samples. Therefore, it results in the higher classification
accuracy of the proposed method. As observed in Figures 6 and 7, the fidelity will decrease
when their angular distance reduces, so that the classification task becomes harder. Due to
the large amount of data involved in the classification process, there are inevitably some test
states that will be classified incorrectly. We can see that the failed classification parameter
κi is around 1/2. Given that the threshold is κ0, it satisfies |κi − 1/2| < κ0. Assume the
iteration time number is denoted as T, if the threshold condition is still not met and the



Entropy 2023, 25, 870 11 of 19

weight is not considered, the probability will be 1− (1− κi)
T under the fact that each

iteration is independent. As a result, the accuracy will be promoted with each subsequent
iteration, as can be illustrated in Figure 8.

Figure 6. Curves of probability with 200 test points in interval [0, 2π/3] resort to 8192 shots, which
varies in the range [0.26, 0.74].

Figure 7. Curves of probability with 200 test points in interval [0, π/6] resort to 8192 shots, which
varies in the range [0.34, 0.66]. Here, we take the smaller angular distance.
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Figure 8. Convergence trend after adopting iterative cycles. The probability p of classification while
the parameter κ is taken as κ = 12/20, 1/2, 1/3, respectively, in the quantum classifier, the accuracy
approaches 1 with different velocities in terms of the number T of adopted iterations.
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This shows that the success probability p is close to 1 under an iterative cycle of
T = 5 while the parameter κ is taken as different values around 1/2. It is obvious that
the parameter κ in the classifier and iterative cycles T are the factors that determine the
improvement of classification accuracy.

According to the law of large numbers in probability theory, while N → ∞, the next-
round sample number will tend to Nε. Assume RN → {0, 1} denotes the map from query
state to their labels, there are two conditional probabilities of classification error, i.e.,

p(xi 7→ yi = 0|xi 7→ yi = 1) = p(xi 7→ yi = 1|xi 7→ yi = 0)

= 1− κi,
(21)

where a 7→ b denotes that a is labeled as b. Few research achievements at present pay
attention to the post-processing of classifier. We present a soft method to boost the state
fidelity in the quantum classifier. After the first cycle of classification, one method is
to classify the same quantum state |Φ〉 (or |Φg〉) after adjusted the weights of |ϕj〉 to
implement the second cycle. In this method, the weights of lower fidelity states will be
raised. The success probability of the same sample will be classified above threshold after
several rounds of classification. Aside from this method, another method is that the sample
states under classification threshold can be constructed as a new state and can again be
proceeded. After every cycle of implementing classification, the number of error data will
be reduced rapidly.

The base classifier coefficients integrate error rate and sample weight distribution
status, which together act on the base classifier, making it more accurate than relying solely
on error rate to evaluate the classifier. The base classifier coefficients, combined with double
error measurement, optimize the update process of sample weights, making it focus on
difficult to distinguish samples while increasing the diversity of the classifier.

4. Experiments

According to the fuzzy number due to the transmission deviation in the quantum
channel, given that the probabilities P0 and P1 are based on the circuit in Figure 4, the
measurement result may be gained in the following form

|Φ〉 = 1
2
√

N

N

∑
n=1
|n〉(|0〉|Φx̂+xn〉+ |1〉|Φx̂−xn〉)|yn〉, (22)

where |Φx̂±xn〉 = |Φx̂〉± |Φxn〉 for x̂ is the test data and each xn is training data, respectively.
Furthermore, |Φx̂〉 and |Φxn〉 are prepared states involved with test state and training state,
and w is distribution weight. Therefore, the measurement probability of the class label yn
in state 0 is

P0 =
1

2
√

N
∑

yn=0
|x̂ + xn|2 = 1− 1

2
√

N
∑

yn=0
|x̂− xn|2. (23)

The proposed classifier to distinguish the different labels resorts to the distance between
test state and training state, hence we investigate experimentally the performance affected
by different angular amplitudes. The probability to achieve success is

Ps =
1

4N

N

∑
n=1
|x̂ + xn|2. (24)

4.1. Algorithm

According to the proposed algorithm, the classical data are initially encoded into the
quantum states using rotations parameterized by the input data. The trained circuit can
then be used to predict the labels of the test data. The subset based on transformed qubits
are then measured to gain the output in the form of expected value which are decoded



Entropy 2023, 25, 870 13 of 19

into the class labels. Therefore, we present the following Algorithm 1 based on the above
process.

Algorithm 1: Quantum classifier with respect to quantum encoding
Prepare: Sample set X, unlabeled test point x̂ and quantum classifier circuit QC.
Input: graph G = (V, E), adjacent matrix Γ
1. for xi ∈ X 1 ≤ j ≤ N, do
encode xi into |xi〉 with quantum phase encoder.
2. Applying H to entangle the sample states with Γ,
so that two-level graph state coupling graph is formed.
3. Resort to the circuit QC,
for 1 ≤ j ≤ M do
obtain M classes of weak quantum classifiers hj.
4. Computing the distances between |x̂〉 and |xi〉
Output: The label y that |x̂〉 belongs to.

Presently, there are several major quantum software frameworks, including Google’s
qsim, IBM’s Qiskit Aer, Xanadu’s PennyLane and Classiq’s Quantum Algorithm Design
platform. IBM recently released the Qiskit Aer, so users have the chance to complete circuit
design, simulation, practical computation and so on [38].

This presents great possibilities for researchers to test and verify their theories and
algorithms in the quantum field. Qiskit Aer launched by IBM is a high-performance
simulator of open-source framework for quantum computers, which provides a highly
adjustable noisy model and its corresponding tools for operating quantum applications [39].
Its functionality allows users to execute programs of online accessible quantum emulators,
that can further promote the research and development of quantum computer algorithm
and benchmark test. Qiskit machine learning is an application module built on the existing
functions of Qiskit, which expands machine learning applications by combining quantum
computing and machine learning technology. It has added basic computational building
modules, including quantum core and quantum neural network, which are designed for
different applications such as classification or regression. In this experimental environment,
the Qiskit Aer simulator is taken as the tool to test and evaluate the results under quantum
computation scenarios. Here, there are 80 gates from a set of 12 single-qubit quantum logic
gates that are allowed in this experiment. Firstly, the designed classifier in this experiment
was implemented with the quantum processor and tested on Iris dataset [40]. The Iris
data set is the oldest dataset, which first appeared in the 1936 by the famous British
statistician and biologist Ronald Fisher, and was used to introduce linear discriminant
analysis. These data are originally stored in the well-known University of California,
Irvine (UCI) dataset repository. It consists of three physical parameters of flowers, i.e.,
Versicolor, Setosa, and Virginia. The numerical parameters included in the dataset are Iris
Setosa, Iris Versicour, and Iris Virginia. Furthermore, four features sepal length, sepal
width, petal length and petal width are included in the dataset. We divide the Iris dataset
into a training set and a testing set, typically using 70% of the data as the training set
and 30% as the testing set. Each category collected 50 samples, so this dataset contains a
total of 150 instances. For building a binary classification, the two first classes and two
features (sepal width and petal length) of the Iris dataset are chosen in the experiment. The
features at the initialization phase are normalized into every superposition graph state.
Within the capabilities of the device, we consider two features of two samples from the Iris
dataset for the implementation. We take two Iris samples, 42 and 91, which correspond to
two training vectors x1 = (0.002, 0.985), y1 = 0 and x2 = (0.812, 0.584), y2 = 1 in training
dataset S1 = {(x1, y1), (x2, y2)}, respectively. Furthermore, the two input vectors of class
0 are denoted as x̂1 = (0.485, 0.875) and x̂2 = (0.053, 0.999) in the Iris dataset. As a result,
the probability pair (P0, P1) of the two input data are (0.536, 0.464) and (0.612, 0.388),
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respectively, with success experimental probability Ps = 0.673. Correspondingly, the
probability pair of simulation prediction is (0.629, 0.371) with Ps = 0.835. We can see
from the results that the success probability of simulation results is higher than that of
experimental results. It is mainly due to the lack of error correction, so the classifier can be
considered as a weak quantum classifier Lqw.

4.2. Boosted Classification Algorithm and Comparison

According to the previous description, the apparent error influences the performance
of classification. To boost the precision, we consider adjusting the weights between the
classifiers h1, h2, . . . , hM coupling the subgraphs of network graph G. By running the weak
quantum learning algorithm Lqw on various distributions over domain X, the weights of
these training state |xn〉 will be boosted to a stronger classifier. In term of the property of
quantum entanglement with each of the vertices, we consider an N-site lattice in the whole
graph with a qubit attached to each site. The sample state |xn〉 is expanded into space SN ,
so a state vector |x̃n〉 can be generated. Similarly, the corresponding ancilla state vector |ϕ̃n〉
also can be obtained. At the beginning, the equal weight corresponding to each query state
is initialized. To the states with wrong labels, the corresponding weight will be increased.
To the states with wrong labels, the corresponding weight will be increased. For reducing
their weights, the wrong-label states will be highlighted and prepared again, so that it
will be endowed with a new attribute distribution. After T cycles, the low fidelity will be
boosted ultimately. Firstly, the last-round weight of M′ error query states is normalized to a
probability distribution wt,i/ ∑M′

i=1 wt,i. Then, for each new set of query states, we calculate
their updated error rate in terms of their new weights, i.e, εt,i = wt−1,iεt−1,i. Based on the
obtained new error rate, the next round of weight can be endowed with wt+1,i = wt,iα

1−εi

for αt = εi/(1− εi). In fact, εi is the minimum error rate, then 1− εi is maximum accuracy.
At last, we will gain a boosted quantum classifier h(x̂′ i) in terms of their mixed state
ρt
C to obtain precision vector ~pt, that if it satisfies 2 ∑T

t=1 log αtht(x̂′ i) ≤ ∑T
t=1 αt, the test

state is labeled 1 in set Y, otherwise 0. The above process can be described as follows in
Algorithm 2.

Algorithm 2: Boosted quantum classifier with T cycles

Input: Quantum training dataset (|xi〉, yi) ∈ X×Y;
weak learning algorithm Lqw;
integer T of iterative cycle;
form sample state vector |x̃〉 and ancilla vector |ϕ̃〉
Initialize the weight of graph
w1,n = D1(n) = 1√

2N
for n = 1, · · · , N, and ŵ1,n

for 1 ≤ t ≤ T, do
1. Construct cluster states |~h(t)〉C and |~h(t)a 〉C
2. Compute mixed state ρt

C to obtain ~pt

3. Apply Lqw to provide ~pt, return ht : X → [0, 1].
4. Obtain the error εt of ht.
5. Update weights vector ~wt+1
Output: the H(x) of graph state |G〉.

To depict the capability of the boosted method of iterative cycles with quantum circuits,
we perform the following experiments based on the Iris and Skin classifications. Because of
the imbalanced and small dataset in Iris, we increase the number of samples of the minority
class on another dataset, i.e., Skin dataset. On this dataset, the 245,057 instances with
two classes are implemented, which is also originally derived from the machine learning
repository of UCS. It is based on the Euclidean distance, and the attributes of R(red) and
B(blue) colors among RGB colors of the pixel in this dataset are considered. Firstly, the
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prepared qubit state will be transformed as a series of unitary rotation parameterized
with trainable weights and entanglements in Figure 4. Correspondingly, the algorithm is
used in neural network graph similar to Figure 5 in terms of the unitary rotation gates
parameterized by trainable parameters. The classifiers in network subgraphs can be
depicted as a graphical representation of tensors, in which the vertices are entangled
by their vertices according to adjacent matrix and encoded with five-qubits. In every
iterative cycle, the tensor is a weight vector which aims to represent the updated vector
corresponding to the gate parameters in the graph. The three classes of results (experimental
result, simulation result and theoretical result) are derived from three cycles of the above
described algorithm, as are listed in Table 1.

Table 1 shows the results for small scale that includes the number of quantum qubit
and CNOT gate involved in the quantum circuit in Figures 4 and 5. It is obvious that the
simulation result and theoretical result are always higher than the experimental result in
the table.

Table 1. By implementing five-qubits circuit, the classification of three cycles for experimental result,
simulation result and theoretical result of the input vector from Iris dataset and Skin dataset.

Dataset Qubits Cycle Experimental (%) Simulation (%)

Iris

1 83.51 87.92

5 2 96.20 97.58

3 98.37 98.86

Skin

1 67.33 73.54

5 2 76.46 79.59

3 83.12 84.85

After boosting the algorithm, we compare the results to several classical methods.
Furthermore, we also present the experimental results of comparing the proposed boosting
algorithm against prior works with implementation details over metrics. Tables 2 and 3
further show the experimental results for the baseline determined with the classical and
quantum machine learning models of the boosting algorithm on the Iris dataset and Skin
dataset. In the tables, KNN algorithm over classical model is usually looked on as the main
baseline with an accuracy of approximately 94% in Table 2, and 93% in Table 3, respec-
tively. For the sake of evaluating the effectiveness of the quantum boosting (Qboosting)
classification algorithm, the experimental results are illustrated to compare with previous
quantum KNN algorithm [6]. In this algorithm, the distance between samples, such as
Euclidean distance or Manhattan distance, are usually calculated for measurement. In
practical applications, some other classical classification algorithms such as decision trees
and SVM, etc., can also be used based on the two datasets. The implementation can be
achieved by using the machine learning libraries in Python.

Table 2. Classification comparison with classical and quantum models, in terms of test average
accuracy for 5 runs. The dataset taken is the Iris dataset, and quantum KNN is the baseline in the
experiment. The results for KNN, SVM and decision trees in classical model.

Dataset Model Method Precision (%) Recall (%) F1-Measure (%) Qubit Error

Classical Model

KNN 94.12 94.06 94.09

SVM 93.54 93.26 93.40

Iris Decision Trees 93.82 94.01 93.91

Quantum Model
QBoosting 95.34 96.06 95.70 0.0183

QKNN 94.67 95.56 95.11 0.0192
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Due to limitations of the accessible quantum hardware, only two training vectors with
two features for the classifier are involved in the two experiments, so that the classifiers
are kept as simple as possible. Hence, after the test set was selected randomly from the
union of the test and training data over Iris and Skin datasets, the results of an experiment
can bbe shown in the provided tables. Furthermore, quantum KNN and the proposed
quantum boosting algorithms with three cycles over quantum model are applied to the
datasets, which can be achieved by available five-qubits quantum computers. Furthermore,
we also consider the performance of classical learning algorithms as the comparison. We
can see from the baseline, that the minority class is difficult to separate from the majority
class. Owing to the instances in the Iris dataset being relatively small, we can observe that
the result between quantum model and classical model is not very obvious in Table 2. In
contrast, the advantage of quantum classifiers lies in the large amount of data due to the
entanglement property. The test error between the implement quantum algorithms will be
enlargened while the instances increase.

Table 3. Classification comparison with classical and quantum models over Skin dataset in terms of
test average accuracy for 5 runs.

Dataset Model Method Precision (%) Recall (%) F1-Measure (%) Qubit Error

Classical Model

KNN 93.54 83.41 88.19

SVM 92.23 76.13 83.41

Skin Decision Trees 92.78 81.62 86.30

Quantum Model
QBoosting 93.57 78.57 85.42 0.0327

QKNN 93.21 84.13 88.43 0.0438

Furthermore, the stronger classifier of boosting algorithms achieves better performance
than quantum KNN for precision. However, the additional running time will be consumed
from the process complexity. However, the 0.0084s running time of the proposed quantum
boosting algorithm is longer than 0.0025s of QKNN algorithm. Owing to the amplitude
encoding to encode the sample data, we standardize the features with zero mean and unit
variance to normalize the sample vectors. An adequate choice of training vectors strongly
influences the probability of classification success, and the errors are shown in the final
column in the two tables. As following, the metrics comparison of several algorithms is
visually displayed in the histogram Figure 9.

Figure 9. Metrics comparison of quantum boosting (Qboosting) and QKNN with classical KNN,
SVM and Decision Trees via use of the UCI Skin dataset.
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4.3. Running Time Analysis

For comparison, a classical classifier algorithm of obtaining classification results gen-
erally takes time polynomial on vector number and space dimension. Generally, the total
run time of the classical algorithm is correspondingly O(N2(N + poly(m)/(1− ε)2)). If
any test data vectors x̃ are to be classified as one of the result 1 or 0, the quantum query
state correspondingly will be taken as a normalized quantum vector |~̂x〉 in the proposed
algorithm. It is efficient to process big data in high-dimensional spaces with quantum
graph state, so realizing learning tasks with quantum machine bears advantages over the
classical one. Since the quantum state involves the m-dimensional feature space, the total
O(log mNM) run time is implemented in both training based on the feature attribute and
classification steps in one round of classification. The inner product evaluation in classical
classification will achieve O(poly(MN))/(1− ε)2 with the distributed uneven weights [41].
However, the same operation inquantum mechanism can generally achieve the running
time of O(M).

To encode the classical data into log2 N qubit entangled graph state, O(log2 N) steps
are estimated efficiently. In an ideal environment of quantum circuit, the complexity of the
M query states based on the feature space will achieve run times of O(M log N/(1− ε)).
On the other hand, the dot products of all quantum vertex vectors are estimated to the same
degree of accuracy. Hence, it takes the evaluation of single dot product of the classification
in the higher-dimensional space as the following representation

~xn ·~xk = |~xn||~xk|〈~xn|~xk〉, n, k = 1, 2, . . . , N (25)

in this classification algorithm. Its process takes time O(log N) by calculating inner prod-
ucts and N quantum sample states run times O(log(mN)), i.e., O(log N) in running the
proposed algorithm. Furthermore, the involved distances and inner products of quantum
states in N-dimensional vector spaces, by combining M test states takes time O(log MN) [4].
Therefore, according to the dependency on components distribution of sample state vec-
tor ~x, the running time of described quantum algorithm with T cycles can reach up to
O(TN(N + logm/(1− ε))).

From the results, it is shown that the ability of quantum computers to manipulate high-
dimensional vectors will be more efficient to polynomial kernel especially in entanglement
quantum system.

5. Conclusions

Applying effective means to represent classical data with a quantum data logical
structure in machine learning can open up opportunities for enhancing various existing
implementation methods. Efficient quantum state storage is crucial in quantum computing.
The big data storage of graphic structure bears certain advantages over linear or tree
structures. Multi-partite entanglement state in quantum computing has its own advantage
in physical property. In terms of the structural characteristics of quantum training state
and test state in machine learning, we build a map between so-called two-level nested
graph state to feature space that is further expanded to network, so that it builds the bridge
between classifier and the research on neural network. Large-scale query data encoded
into this quantum form can be classified into two labels with swap-test classification. For
further boosting the fidelity, an iterative classification method is proposed by adjusting the
weight of each round of error quantum states so that a strong classifier can be obtained.
All quantum query states will be classified with a probability close to 1 after several
cycles, i.e., the classification fidelity is rapidly improved. Based on the Iris dataset and
Skin dataset, the proposed quantum algorithm is implemented with hardware in this
paper. Experimental results show that the graph method can enhance the performance in
benchmark strengthening.
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