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Abstract: Chaotic nonlinear dynamical systems, in which the generated time series exhibit high
entropy values, have been extensively used and play essential roles in tracking accurately the
complex fluctuations of the real-world financial markets. We are concerned with a system of semi-
linear parabolic partial differential equations supplemented by the homogeneous Neumann boundary
condition, which governs a financial system comprising the labor force, the stock, the money, and the
production sub-blocks distributed in a certain line segment or planar region. The system derived
by removing the terms involved with partial derivatives with respect to space variables from our
concerned system was demonstrated to be hyperchaotic. We firstly prove, via Galerkin’s method
and establishing a priori inequalities, that the initial-boundary value problem for the concerned
partial differential equations is globally well posed in Hadamard’s sense. Secondly, we design
controls for the response system to our concerned financial system, prove under some additional
conditions that our concerned system and its controlled response system achieve drive-response
fixed-time synchronization, and provide an estimate on the settling time. Several modified energy
functionals (i.e., Lyapunov functionals) are constructed to demonstrate the global well-posedness
and the fixed-time synchronizability. Finally, we perform several numerical simulations to validate
our synchronization theoretical results.

Keywords: hyperchaotic systems; financial systems; well-posedness; fixed-time synchronization;
modified energy functionals

1. Introduction

In recent years, due to the frequent application of advanced economic and/or finan-
cial tools in dealing with problems from real financial markets or social governance, it is
increasingly interesting to construct nonlinear dynamical systems, which could induce (hy-
per)chaotic behavior, to study in-depth the economic and/or financial behaviors from the
mathematical viewpoint; see [1-7] for instance, among the vast related references. Huang
and Li ([1], pp. 55-60) studied, in the 1990s, the financial scenario that the interest rate
is sufficiently influenced only by the investment demand and the price index, and intro-
duced the following 3D chaotic financial model which comprises the labor force sub-block,
the stock sub-block, the money sub-block, and the production sub-block:

01 =(vy — a)vy + 03 inRT,
Uy = — buy — (01)2 +1 in R+, €))
U3 = —CU3 — U1 inR™.
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Here and hereafter: the unknowns v, vy, and v3 are written for the interest rate, the invest-
ment demand, and the price indeXx, respectively; © denotes the derivative of the unknown
v with respect to the time variable ¢, that is, o = % ; the parameters g4, b, c, required to be
non-negative, represents the savings, the cost per investment, and the elasticity of demand
of commercial markets, respectively; R = [0, 4+00); see ([1], pp. 55-60) for details. It is not
difficult to find from model (1) that the surplus v, — a between investment and savings
contributes positively to the interest rate in a proportional way, and the price index adjusts
the interest rate structurally; the cost of investment and the interest rate could reduce the
invest demand; the (nominal and/or real) interest rate can influence the inflation rate (and
equivalently, the price index). Yu, Cai, and Li [5] considered another financial scenario in
which the interest rate is influenced dramatically not only by the investment demand and
the price index, but also by the average profit margin, and modified the financial system (1)
into the following new financial system:

01 =(vg —a)v; +v3+7v4 in RT,

0y =—bvy — (v1)*+1  inRT, @
U3 = —CU3 — 01 inR+,
0y = — avy — P10y inRT,

where the unknown v, is written for the average profit margin (see (1) for the financial
explanation of the unknowns vy, k = 1,2,3), and the parameters « and B, required to
be non-negative, represent the intrinsic restriction on the financial development and the
intensity of cost due to investment and the increase in interest rate, respectively. Interested
readers can consult [1-6] for a more detailed explanation of the unknowns vy (k = 1,2, 3,4)
and the parameters a, b, ¢, « and .

As can be seen clearly from models (1) and (2), the regional disparities of the economy
have not been taken into consideration in the existing references yet. Since different subre-
gions have different resource advantages and different development strategies and policies,
economic development exhibits inevitably regional disparities. For example, regional
inequalities of income and wealth exist commonly in eastern and western cities in China.
In the meantime, every measure taken to deal with problems in the financial system would
necessarily influence the economic development in the future, and therefore, the memory
effect that exists in dynamical systems concerning economic evolution should not be ne-
glected. However, as remarked in Reference [8] (see also References [4,9,10]), the memory
effect in dynamical systems driven by financial behaviors could result in dissipation. In
view of these two phenomena, it seems to be more natural to construct systems of parabolic
partial differential equations, whose space variables run over a line segment or a planar
region, to track the complex financial behaviors in the real-world markets.

Let (2 be a bounded connected open subset of the N-dimensional Euclidean space
RN (N € N, the set of positive integers). In the sequel, we shall always assume that (2
has a ¢ boundary, and consider our economic development in the region (2. We shall
write hereafter V and div for the gradient and the divergence operator on RV, respectively,

N
T s _ 9 .
)" and div = Ezlaxé, where 9y, = o denotes the partial
derivative with respect to the space variable xy, £ = 1,..., N. In the meantime, we shall

denote by v(x) the outward unit normal vector field along the boundary 902 of the region (2.
As alluded above, memory effect and regional inequalities in economic development in the
whole region (2 shall not be neglected in the rest of the paper. To facilitate our explanation
here, we write here temporarily v = v(x,t), (x,t) € Q x RT, for a certain economic
quantity occupying the region (2 and evolving in time t. Assume that the diffusion of v(x, t)
due to regional disparities and /or memory effect can be formulated as div(D(x)Vo(x, t)),
where the space-varying coefficient function D(x) is included to stress that the diffusion

namely V = (dy,...,0

xN
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of the economic quantity depends on the space variables. Following these ideas and the
results in References [5,11], we are motivated to consider the new model

9rv1 = div(D1Voy) + (vp —a)vg +v3+0v4 in Q x RT,

0,07 = div(D,Voy) — bvy — (v1)% + 1 in(Q xR,

d1v3 = div(D3Vv3) — cvz — vq inQ xRT, ©)]
d1vy = div(D4Vuy) — avy — Bo1vs in) xRT,

0,01 = 0yUp = 0yU3 = 9,04 = 0 ono) x R,

where v = vi(x, t) is the unknown, Dy = Dy(x) represents the intensity of the diffusion
of vy, 9, v denotes the normal directional derivative of vy (namely 9, v = EZ% =1V,
and 9, vy = 0 means that there is no flux of vy along the boundary of (2, k = 1,2,3,4. The
no-flux of v (k = 1,2,3,4) on the boundary means that we are focused on the financial
behaviors in (2 and all the ‘external effects’ on v (k = 1,2,3,4) can be neglected. The
interested readers could consult [9,12-14] for more discussions on motivations to introduce
diffusion terms to the financial system (1).

Remark 1. It is not difficult to find that all the equilibrium states Py (k = 1,2,3) (see (4)) of the
financial system (2) are indeed equilibrium states of the system (3). This is the very preliminary
result of the system (3) from the viewpoint of dynamical system theory.

Remark 2. From the mathematical point of view, it seems to be unnecessary to demand that (2 be
connected. From the practical viewpoint of finance, if the concerned region is not connected, then
we can study the economic behavior separately in each connected component of the whole region.
The concerned (2 is usually very large in size; in this situation, the economic development is not
sensitive to changes in relatively small portions of the boundary of (2, and therefore it is natural to
assume that Q has a €* boundary. Besides, the assumption that Q) has its boundary in the class €*
would facilitate our later mathematical presentation.

In the literature, the financial systems (1) and (2) have been widely studied from the
point of view of dynamical system theory; see References [3-6,15-17]. We are inspired by
these results, and therefore, we are glad to use several lines to recall the related results in
these references. It is observed by authors of Reference [5] that when

ab 4+ cB 4 abca — ca
c(p—a)

the system (2) has three equilibrium states, that is,

1+ac 1+ac 1+ac 1+ac 1—|—11c
\/ B—a) \/ \/ B—u)

, and

1+ac 1+ac 1 1+ac 1+ac ab(1+ac)+1)' )
B—u) B—a)c B—u) B—ua)\ c(B—a)

Whena =09,b =02,c = 15,2 = 0.17, and B = 0.2, it is concluded in Reference [5]
that Py is an unstable saddle point of the dynamical system (2), k = 1,2,3, and that the
dynamical system (2) has four Lyapunov exponents: —1.1499, 0, 0.018041, 0.034432. These
numerical simulations, together with some other calculations, imply that system (2) is
indeed hyperchaotic. As explained and visualized in Reference [18], the entropy of time
series generated by the financial system (2) exhibits relatively high values when system
(2) undergoes the hyperchaos phenomenon; see References [18-22], for instance, for more

>0,
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explanation on the relation between entropy and chaos. This could help us locate accurately
chaotic and periodic attractors in the system (2). Chaos (or hyperchaos) in financial systems
brings in difficulties in predictions and financial systems planning; see References [2,23].

To provide scientific suggestions in management and decision-making strategies to
maintain the saving amount to a certain level that restores the economic cycle’s normal-
ization, it is necessary to study, via mathematical tools, the possibility of coming up with
suitable controls to suppress (stabilize) or synchronize the (hyper)chaos; see Reference [24].
For control systems, stabilization and synchronization have close relationships. The sta-
bilization problem has already been extensively investigated for (hyper)chaotic financial
systems; the interested readers can consult, for instance, References [13,14,25-27], for some
intuition and new observations concerning this topic. Analogously to the stabilization
problem, the synchronization problem for (hyper)chaotic financial systems has also been
investigated in several references; see References [28-33]. Synchronization is one of the
most interesting collective behaviors of dynamical systems, and therefore has aroused
tremendous interest in many application fields, such as secure communication, biolog-
ical systems, and information processing; see References [26,34-37] and the references
cited therein.

As will be shown graphically, the financial system (3) is ‘chaotic’; see Section 4. One of
our aims in this paper is to study the synchronization problem for system (3). To formulate
clearly our synchronization problem, we have to introduce the response system

0191 = div(D1Voy) + (6 —a)dy + 83 + 04 +W; inQ xRT,

0ty = div(DaVdy) — b — (61)* + 1+ Wy inQ xRT,

0103 = div(D3V03) — c03 — 01 + W; inQ xRT, 5)
0194 = div(D4Vdy) — ady — B010, + Wy inQ xR,

0,01 = 9y0p = 9,03 = 9,04 =0 ond x RT,

in which the unknown 9y = 7 (x, t) has the same meaning as v in system (3), and Wy =
Wi (x,t) denotes a control input, k = 1,2, 3, 4. For system (5), (3) is called the drive system.
Additionally, our synchronization problem is closely related to the following definition.

Definition 1. The drive system (3) and the response system (5) are said to achieve fixed-time
synchronization, or be synchronized in a fixed time, provided that there exists a positive time instant
T (usually referred to as the settling time) and a control quadruple (Wy, Wa, W3, Wy) T, such
that for every trajectory quadruple (v1,v,v3,04) " of system (3) and every trajectory quadruple
(01,00,03,84) " of system (5) with the control (W1, W, W3, Wy) T implemented, we have

O =0 ae inQx|[T,+o0), k=1,234. (6)

Remark 3. The sense in which a quadruple (v1,vy,v3,04) " is a trajectory of system (3) and a
quadruple (1,3, 33,34) | is a trajectory of system (5) will be given as in Definition 3. As will
be illuminated by Theorems 2 and 4, we shall give (W1, W, W3, Wy) T as in (48), and prove that
both the trajectory of system (3) and the trajectory of the controlled system (5) exist globally in time
and belong to the space € (R*; L?((;R*)). This ensures that (6) makes sense and implies that
Definition 1 is indeed equivalent to (58), and also equivalent to (6) along with

(01, t) —01(, 1), 02(-,t) — 02(:, 1), 03(-, ) — 03(-, 1), 04(-, £) — 04 (-, 1)) |
— (01(-,T) = 01(-, T),02(-, T) = v2(-, T),03(-, T) — v3(-, T), 04(-, T) — vs(-, T)) "
=0 inL*(;RY), ast—T.

Due to these equivalences, to establish fixed-time synchronizability, it suffices to prove (58).



Entropy 2023, 25, 359

50f 38

As pointed out above, several papers have already been published concerning the
synchronization problem for (hyper)chaotic financial systems. Among them, as will be seen
later, are the results in References [30-32], which are closer to the synchronization result
in this paper. Yousefpour et al. [30] designed an adaptive terminal sliding mode control,
equipped with a radial basis function neural network estimator, for the response system to
the time-fractional-order (in the Griinwald-Letnikov sense) counterpart of the financial
system (2), and came up with a criterion to guarantee that the the time-fractional-order (in
the Griinwald-Letnikov sense) counterpart of (2) and its response system with the designed
control implemented achieves finite-time synchronization. The idea of using a neural
network estimator in designing synchronization control was also applied to the financial
system (1). Yao et al. [31] proposed a suitable control for the response system corresponding
to the financial system (1) based on a neural adaptive control approach, and proved, with
the aid of a barrier Lyapunov function, that the financial system (1) and its response
system with the proposed control implemented achieved fixed-time synchronization. As
mentioned in Reference [31], the control designed in Reference [31] has many advantages
over the linear feedback control used in several other references; among them, it ensures
that the synchronization errors remain always within the predefined output constraints.
Almost in the same time period, He, Peng, and Zheng [32] considered the fixed-time
synchronization problem for time-fractional-order counterparts of the financial system
(1), more precisely, they designed an appropriate control for the response system to the
time-fractional-order (in Caputo’s sense) counterpart of the system (1), and provided a
criterion to guarantee that the the time-fractional-order (in Caputo’s sense) counterpart
of (1) and its response system with the designed control implemented achieved fixed-
time synchronization.

Our another aim of this paper comes from the observation: we have to explain in
detail what we mean by a trajectory of the financial system (3) or the financial system (5).
As is known to all, the definition of trajectories of the financial systems (1) and (2) is very
clear, and the justification of the existence of trajectories is very classical in the literature.
However, for the financial systems (3) and (5), it is very complicated to define the trajectory,
and it is difficult to verify the existence of trajectories. To overcome these difficulties, we
start by equipping the financial system (3) with the initial condition

v1(-,0) = v(l) in O,
05(-,0) =) inQ, )
v3(-,0) = vg in 2,
v4(+,0) = 02 in (2,
and by equipping the financial system (5) with the initial condition
31(-,0) =30 inQ,
7(-,0) =3 inQ, @
33(-,0) =33 inQ,
04(-,0) =0) inQ,

where 02 and 772 are to be given in a certain function space, k = 1, 2, 3,4. Now, we would
like to clarify the exact sense of a solution to the Neumann boundary value problem (3) or
a trajectory of the model (3). The definition of the trajectory of the financial system (5) can
be given in a similar way. We start by recalling the notion of classical solutions to systems
of parabolic-type partial differential equations.
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Definition 2. Let T € (0, +o0). The quadruple
(01,02,03,04) " € %1 (Q x (0, TERY) N%(Q x [0, T, RY)

is said to be a classical solution to the boundary value problem (3), or a trajectory of the financial
system (3) in the strict sense, in the interval [0, T), provided that the quadruple (v1,vp,v3,04) "
satisfies the partial differential equations in the problem (3), and satisfies the boundary conditions
0,01 = dyUp = 9,03 = dyvy = 00n dNQ x [0, T).

Let 0 < T < +o0. The quadruple (v1,vs, 03,04)T is said to be a classical solution to the
boundary value problem (3), or a trajectory of the financial system (3) in the strict sense, in the
interval [0, T), provided that the restriction (vy,v2,0v3,v4) " | Qxo,7), for every 0 < T<T,isa
classical solution to the problem (3), or a trajectory of the system (3) in the strict sense, in the
interval [0, T).

In the real world, the values of (v1, v, v3, 2)4)T are indeed collected by financial work-
ers or the government. Therefore, the function vector (v1, v2, v3, ?)4)—r should have a lower
regularity. Thus, we are led to the following definition:

Definition 3. Given (v9,9,03,03)" € L?>((%;R*). Let T € (0, +00). The quadruple
(v1,v2,v3,04) " € €([0, T); L2((;R*)) N L2(0, T; HL((; R*))

is said to be a weak solution to to the initial-boundary value problem (3)—~(7), or a trajectory of the

financial system (3) satisfying (7), in the interval [0, T|, provided that the quadruple (v1,v2,v3,04) '

satisfies the following: For every quadruple (@1, 92, 3, ¢4)' € H'(Q;R*) of test functions, it
holds that

[ o g~ [ x)gn ()

N /ot /Q ¢1(x)((02(x,5) — a)o1(x,5) +v3(x,5) + va(x, 5))dxds
_/Ot/QDl(X)VTvl(x,s)V(pl(x)dxdsforte [0,T],
/sz(x,t)(pz(x)dx—/Qz;g(x)q,z(x)dx

_ /Of /Q 92(3) (1~ boa(x,5) — (01 (x,5))? ) dxds
7/Ot/QDz(x)vwz(x,s)v(pz(x)dxdsforte [0,T],

[ ostesxdx = [ od(x)ga(x)ix

:_/Ot/QQ’S(x)(CUs(x,S) +v1(x,s))dxds
_/Of/ﬂDg(x)VTv3(x,s)V(pg(x)dxdsforte [0,T],

S s Dpa)x — [ d)gu(x)dx

:_/Ot/nq)4(X)(av4(X,S)-l—ﬁvl(x,s)vz(xls))dxds
_/Ot/QD4(x)VTU4(x,S)ch4(x)dxdsfort6 [0, T]. )

Let 0 < T < +oo. The quadruple (v1, v, 03, 1)4)T is said to be a weak solution to the initial-

boundary value problem (3)—(7), or a trajectory of the financial system (3) satisfying (7), in the
interval [0, T), provided that the restriction (v1,v,,v3, 04)T |« 0,7] for every 0 < T<T,isa
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weak solution to the initial-boundary value problem (3)—(7), or a trajectory of the financial system
(3) satisfying (7), in the interval [0, T).

Definition 3 is essential in our later presentation of this paper. As will be seen later,
before we establish fixed-time synchronization results for the drive financial system (3) and
the controlled response financial system (5), we shall prove that all trajectories of these two
financial systems exist globally in time in the sense of Definition 3.

Assumption 1. 1 < N < 2 is an integer; Q, required to have a €* boundary, designated by 902,
is a bounded connected open subset of the Euclidean space RN.

Assumption 2. Letk = 1,2,3,4. Dy € €°(Q), the totality of uniformly continuous functions of
which all first-order partial derivatives are uniformly continuous. We write henceforth

Dy = inf Di(x) > 0. (10)
xen

Remark 4. Let k = 1,2,3,4. Since the domain () concerned in this paper is bounded and Dy, is
uniformly continuous on the domain (2 (see Assumption 2), Dy, is bounded on the domain (2. We
shall write in the rest of the paper
Dy = sup Di(x).
xeN

Our main contributions in this paper are delineated as follows:

*  We introduce diffusion terms to the hyperchaotic financial system (2) to stress that the
aftereffect (or memory) in economy and regional disparities of economic development
cannot always be neglected, and equip these semi-linear parabolic partial differential
equations with the homogeneous boundary condition, thus obtaining the principal
research object of this paper, i.e., (3). To the best of our knowledge, the research
object of Reference [11] is most closely related to our research object in this paper, and
the research aims of References [9,12—14] are most closely related to our aims in this
paper. However, as remarked above, the systems concerned in References [9,12-14]
are hyperchaotic financial systems (1) incorporating diffusion terms. The inclusion
of diffusion terms in the hyperchaotic financial system (2), and the coefficients of
the diffusion terms as functions in (2, facilitate our application of theoretical results
concerning the system (3) obtained in this paper to coming up with suggestions for
decision-making in real-world finance or economics.

*  We prove rigorously that the initial-boundary value problem (3)—(7) is globally well
posed in lower regularity space L?((2;R*) in Hadamard’s sense: for every initial
datum in L?(Q;R*), the initial-boundary value problem (3)—(7) admits a unique
global solution; in addition, the data-to-solution map is continuous. As alluded in
Reference [11], the initial-boundary value problem (3)—(7) admits mild solutions; we
find in this paper that mild solutions coincide with weak solutions to the initial-
boundary value problem (3)—(7). We provide this assertion a complete rigorous
proof via Galerkin’s method and by establishing two a priori estimates, and prove via
utilizing the aforementioned a priori estimates that all solutions to the initial-boundary
value problem (3)—(7) exist globally in time. Furthermore, we prove, via exploiting
semigroup theory, two new assertions (which have not been claimed in Reference [11]
or any other published paper): there exists a unique global weak (or equivalently,
mild) solution in the Fréchet space % (R™; L2(Q2;R*)) corresponding to every initial
datum in L?(; R*), thus defining a mapping of the Hilbert space L?((2; R*) into the
Fréchet space ¢ (R"; L?(Q; R*)); the aforementioned mapping is continuous.

¢ We come up with a synchronization control for the response system corresponding
to the drive financial system (3), and provide two criteria ensuring that the drive
system (3) and its response system with the proposed control implemented achieve
fixed-time synchronization. To the authors” knowledge, among the results in the vast
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references concerning synchronization problems for (hyper)chaotic financial systems,
only the results in References [30-32], whose main contributions were introduced
briefly above, are highly close to our fixed-time synchronization results in this paper.
The results in Reference [30] are concerned with finite-time synchronizability of the
time-fractional-order (in the Griinwald-Letnikov sense) counterpart of the financial
system (2). The results in Reference [31] are concerned with the fixed-time synchro-
nizability of the financial system (1). The results in Reference [32] are concerned
with the fixed-time synchronizability of the time-fractional-order (in Caputo’s sense)
counterpart of the financial system (1). In view of these summaries, we conclude that
our fixed-time synchronization results in this paper are indeed new.

Notational Conventions. We write N for the totality of positive integers. €*(Q) with k as a
positive integer denotes the totality of bounded uniformly continuous functions defined in
) whose partial derivatives of orders not exceeding k are bounded uniformly continuous
functions in 2. We denote by ¥(Q2) = ¢°(Q) the totality of bounded uniformly continuous
functions defined in 2. R with k as a positive integer denotes the k dimensional Euclidean
space. L (Q2) denotes the usual Lebesgue space, 1 < p < +oco. H*(Q2) with k as a positive
integer denotes the totality of square-integrable functions in 2 whose partial derivatives,
in the distributional sense, of orders not exceeding k , are square-integrable functions in (2.
D7 denotes the upper-right Dini derivative with respect to the time variable f.

The rest of this paper is organized as follows. In Section 2, we prove via standard
Galerkin’s method that for all initial data in L?((2; R*), the initial-boundary value prob-
lem (3)—(7) admits local weak solutions in the sense of Definition 3; we establish two a
priori estimates which play important roles in guaranteeing our successful application
of Galerkin’s scheme to obtain the desired local existence; we prove, with the aid of the
aforementioned two estimates, that solutions to the initial-boundary value problem (3)—(7)
actually exist globally in time; and we leave the proof of the uniqueness and continuous
dependence of solutions on initial data to the Appendix (see Appendix A). In Section 3,
we design a synchronization control candidate, namely (48), for the response system (5)
of the financial system (3); we prove, with the new global well-posedness of the initial-
boundary value problem (3)—(7) as the main ingredient, the global existence and uniqueness
of the initial-boundary value problem (5)-(8)—(48); we provide a criterion ensuring that the
drive system (3) and the response system (5), with the designed control (48) implemented,
can achieve fixed-time synchronization; and we discuss the possibility of improving the
synchronization control. In Section 4, we perform several numerical simulations to ‘ver-
ify’ the effectiveness of the synchronization control (48). In Section 5, we present several
concluding remarks.

2. Global Well-Posedness of the Initial-Boundary Value Problem (3)—(7)
2.1. Preliminaries

As indicated previously, it is relatively easy to prove the global existence of trajectories
of models (1) and (2). Actually, it is obvious that the right-hand sides of models (1) and
(2) are both locally Lipschitz continuous. By the Cauchy-Lipschitz theory of ordinary
differential equations, this implies the local existence of models (1) and (2). On the other
hand, for every trajectory (v, vy, v3) " of model (1), it holds that

DN (B = 2(02(8) — a) or (1) + 201 (Fon(t) — 2bfoa(8)
dt (=

— 2[o1(t)|Pva(t) 4 202 (t) — 2c|o3(t)[* — 201 ()3 (t)
= —2alv1(t)]* — 2b|va (t)|> — 2c|vs(t) > + 204 (¢), te€RT, (11)

and for every trajectory (v1,v2,v3,v4) " of model (2), it holds similarly that



Entropy 2023, 25, 359 9 of 38
T(@+ PP +2loa(t) + Z [0k () 4201 (H)oa (1)
=2(24 %) ([v1 (1) Poa(t) — alos (¢ )\2+Ul( t)oz(t) +v1(t)vs(t))
+4(0a(t) = bloa()]* = [o1(t) Poa(t))
—2(clvs(£)[> + v1(t)vs(t)) — 2(afoa(t)|* + Bor (t)va(t)va(t))
— 2Boy () (ava(t) + Bo1(t)oa(t))
+2Bv4(t) (01 (H)va(t) — avy (t) +03(t) + v4(t))
= —2a(2+ B)[o1 (1) * +2(1 + B*)o1 (t)vs(t)
+2(2+ B> — aB — aB)vi (t)oa(t) — 4blva ()]
—2c|v3()|? + 2Bv3(t)vg(t) +2(B — o) |vg(t) > +40va(t), teRT. (12)

With the aid of local existence theory and the a priori differential identities, (11) and (12), we
can prove the global existence of models (1) and (2) via a standard continuation argument.
Let us mention that the a priori differential identity (11) could lead to ultimate boundedness
of trajectories of the financial system (1). This topic of boundedness of the trajectories of
the system (1) was investigated, via an approach different from ours in this paper, by Rao
and Li [14].

Now, we are in a position to prove the global existence of the model (3). The weak
solution to the boundary value problem (3) is closely related to the mild solution associated
to the strongly continuous semigroup generated by the dynamics of (3).

In this paragraph, we fix k = 1,2, 3,4 arbitrarily. Let us define an unbounded linear
operator in the Hilbert space L?(Q2) by

Ar 1 L2(Q) D D(AR) — L2(Q2),
D(Ay) 2 ¢ — div(DVe), (13)

in which Dy, is given as in the model (3), and

D(Ay) = {9 € H*(Q); 9,9 = 0}. (14)

Owing to Assumption 2, we have, by ([38], Theorem 2.7, p. 211), that Ay, given by (13) along
with (14), is exactly the infinitesimal generator of an analytic semigroup {ef4 }te[0,+-00) Of

contraction operators on the Hilbert space L?((2). With the help of semigroup theory, the
definition of solutions to to the initial-boundary value problem (3)—(7) can be reformulated
as follows, appealing to Duhamel’s principle.

Definition 4. Given (v9,09,03,09)" € L2((2;R*). Let T € (0, 4+00). The quadruple
(v1,v2,03,04) " € €([0, T]; L2((;R*)) N L2(0, T; H ((); R*))

is said to be a mild solution to to the initial-boundary value problem (3)—~(7), in the interval [0, T],
provided that the quadruple (v1,v,v3,0v4) " satisfies the following: For every t € [0, T), it holds
that

ot

01(-, 1) = 1ol + /0 et ((0y(-,8) — a)o1(-,8) + v3(-,5) + va(-,5))ds,
t

02(’/ t) _ etszg +‘/0 e(t—S)Az (1 _ bvz(',s) _ (01(',5))2)515,

t

v3(-, 1) = 0] — /0 et =945 (cos (-, 8) + 01(-,5))ds,

t
v4(-, 1) = M0l —/0 et (qvy (-, 5) + or (-, 8)0a(-,5) ) ds.
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Let 0 < T < +oo. The quadruple (vy,v2,0v3,v4)" is said to be a mild solution to the

initial-boundary value problem (3)—(7), in the interval [0, T), provided that the restriction
(01,92,93,08) |y o 17,
for every 0 < T < T, is a mild solution to the problem (3)~(7), in the interval [0, T].
The integration in Definition 4 makes sense indeed, due to the smoothing effect in

space variables of solutions to the the problem (3). The smoothing effect is attributed to the
analyticity of the semigroup {et }te[0,+00)- More precisely, we have the following lemma:

Lemma 1 (See [39]). Let Q2 be a bounded open subset of RN (without assuming N < 2) with a
&1 boundary. There exist My > 0 and My > 0 such that for every k = 1,2,3,4, we have

_N
leegllizio) < Mit™H gl Yo € L1(Q), ¥HE (0,+00),
_N 4
e ll 2y < Mat ™3 loll, 3 o) Vo ELQ), VEE (O Foo), (15)
where Ay is given by (13).

To treat the nonlinearity in the model (3) in an appropriate way, it is helpful to recall
the following embedding result concerning Sobolev spaces.

Lemma 2 (See [40], Theorem 2, p. 279). Let 2 be a bounded open subset of RN with N < 4.
The Lebesgue space L*(Q) is continuously embedded into the Sobolev space H' (Q); more precisely,
there exists an M3 > 0 depending merely on 2, such that

lplls) < Msllllna), Vo € HY(Q). (16)

In this paragraph, we apply Lemmas 1 and 2 to explain in detail the reason why
Definition 4 makes sense. By applying Lemma 2 and the Cauchy-Schwarz inequality, we
have after some tedious calculations the following series of inequalities

I [ et 09l )sle
< [ 14100,z ) s
< [ o 5)oa () s
< [ 1)l oz s
<M [ 1019 ez ) s, £ € [0,T)

which, together with the Cauchy-Schwarz inequality, implies directly

t
||/0 =0y (-, 5)02 (-, 5)ds g (011,02 (02))
<(M3)? |01l 20,7111 (2)) 102l 20,7500 () (17)

where M3, in this paragraph, is a positive constant given exactly as in (16) in Lemma 2.
Additionally, by applying Holder’s inequality and Lemmas 1 and 2, we have, after some te-
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dious but routine calculations, the following: there exists a positive constant C;7 depending
merely on T and (2, such that

F—s)A
HV/Oe s 101('/5)712('/S)dSHLZ(O,T;LZ(Q))

t
<l /0 =94 (v, (-, ) Vva (-, 8) + 02(-,8) Vor (-, s))dsll12(01;12(02))

+ Crirllorll 20,0 () 1921l 200,700 (2))
< 2M;
V=

2M, 4N
ST wl® (o1l 20,105 () V02l 120, 1204

4-N
T's HU1V02+02VU1||L1(0/T;L%(Q)) + Cirllorll 20,501 ()) 192l 20,711 (02)

+ 021l 120,728 I Vo1l 12007512 0R%)))

+ Cirllvll 2 o,msm (o) 1021l 20,112 ()
4Mr M3

ﬂ
<(Cir + \/mT SO0l 20,70 () 1021 20,1501 (02))-

This, together with (17), implies

t
I [ et 01 s)0a(c,s)dslago rn oy
<Corllvlliz 0, () 102l 20,1511 () (18)

where Cyr is a positive constant depending merely on T and (2. Analogously, we have

t
H/O 9% (01 (-, 8) Pds g po,m,22(02)) < (Ma) 10111720 1 2y (19)

t

where Car is a positive constant depending merely on T and (2;

t
II/O e~ i0y (-, 5)02 (-, 5)ds |l (0, 71,02(02))
<(M3)?||vy ||L2(0,T;Hl Q) [[v2 ||L2(0,T;Hl Q) (21)

and there exists a positive constant C47 depending merely on T and (2, such that

t
H/o e(tis)A‘lUl('/5)02('/5)‘15HLZ(O,T;Hl(Q))
<Carllorll 20,10 () 1921 120,71 (2)) -

This, together with (17)—-(21), guarantees that Definition 4 makes sense. To end this para-
graph, let us point that if D1(x), Dy(x), D3(x), and Dy4(x) are all constants, then

16(M)?

4—N
-7 2
o T T(My)

Cor = Ga7 = Gar = M3\/

It is worth mentioning that, for the Neumann boundary value problem (3), classi-

cal solutions (see Definition 2) are weak solutions (see Definition 3) and also are mild
solutions (see Definition 4); weak solutions are mild solutions, and vice versa. By the

Rellich-Kondrachov theorem, we conclude that the unbounded operator .4y has compact
resolvents. Therefore, the spectrum o (.Ay) consists merely of eigenvalues of .A;. More de-
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tailed information in this direction can be reformulated as follows. Aided by Assumption 2,

by recalling the theory of boundary value problems for elliptic partial differential equations,

we know that, for k = 1,2, 3, 4, the homogeneous Neumann problem
— le(DkVIIJk) = )\l[)k in Q, (22)
dyur =0 on o2

admits a sequence { n € N} of solutions which form an orthonormal ba-

1 .
vmeas Q’ lpk"’

sis for the Hilbert space L?((2); we assume in the rest of the paper that the sequence
{\/ﬁ ; Ykn, n € N} is arranged so that the sequence {0; A, n € N} of corresponding

eigenvalues satisfies

0 <Ak < Agem (23)
whenever n < m, m,n € N. We write hereafter ¢g = \/ﬁ and Ay = 0.

Remark 5. Since the boundary 9 belongs to the class €* and Dy, € €°3(Q), by regularity theory
of elliptic partial differential equations (see [40], pp. 326-346), solutions to the eigenvalue problem
(31) belong to H*(Q). Thanks to 1 < N < 2 (see Assumption 1), H*(Q) C €%(Q); see ([38],
Theorem 1.2, p. 208).
2.2. Two Useful a Priori Inequalities

Let 0 < T < +o0. To every quadruple

(v1,v2,03,04) " € €([0,T); L2((4RY)) N L2 ([0, T); H (; RY)),

loc

we associate the functional

PR (1) = (1 4 B2 4 ¢) / o1 (x, 1) Pdx + (1 +€) / (02 (x, 1) PPdx
0 0

4 t
+Z/ |vk(x,t)|2dx+2(1+,82+s)/ / Dy (x)|Vor (x, 5) [2dxds
o 0 Jo
t
+2(1+£)/ / D (x)| Vo (x,s)|*dxds
0 Jo
4 t
+2y / / Dy (x)|Voy(x,s)[2dxds + 28 / o1 (x, H)va(x, )dx
o Jo o)
t t
+2a(1+ﬁ2+8)/ / |U1(x,s)|2dxds+2b(1—|—€)/ / |02 (x, 5) |*dxds
0 Jo 0Jo
t
+2/ / (clos(x,8)|* + a|va(x,s)|*)dxds
0Jo
ot
+2ﬁ/0/Q(D1(x)+D4(x))VTvl(x,s)Vv4(x,s)dxds, telo,T), (24)
and associate the functional
01,02,03,0. 4 2 4 t 2
02%4(0) = Tl Dliiey +2 1 [ IV spands, 10T @

By applying the Cauchy-Schwarz inequality, utilizing Lemma 2, and performing some
tedious calculations, we can prove that there exists an My > 0, depending merely on a, b, c,
a, B, e, O, Dy (k=1,2,3,4), but independent of t and of vy (k = 1, 2,3,4), such that

Y,Evl,vz,vg,,u (t) < M4@§1,vz,v3,v4 (t)/ te [0’ T). (26)
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Analogously, we can prove that when ¢ is sufficiently large, for instance,

(/32(51 +Dy)* 1

2
€ > max 42122 7,3 ro)r

there exists an Ms > 0, depending merelyona, b, ¢, a, B, ¢, (2, Dy (k = 1,2,3,4), but inde-
pendent of t and of vy (k = 1, 2,3,4), such that

IFSvl,vz,vg,,m (t) > M5(Dg1,vz,v3,v4 (t), te [0, T)_ (27)

2.3. The Global Well-Posedness

Theorem 1. Suppose that Assumptions 1 and 2 hold true. For every quadruple (09,v9,03,v9) " of
initial data in the Hilbert space L?((2;IR®), there exists a

T = T(|9 ] 12(00) 19511122 116811 20y 108 12y 8, B €, 4, B, ) > 0, (28)
such that the initial-boundary value problem (3)—(7) admits a unique weak solution
(v1,v2,03,04) " € €([0, T]; L2(€;R*)) N L2(0, T; H ((3; RY)). (29)
in the sense of Definition 3. Furthermore, for every r € (0,+o0), the data-to-solution map

{(01,02,03,00) " € LP(O;RY); max [[kll2 o) <7} 3 (01, 09,08, 04)

EUSS

> (v1,v0,03,04) " € €([0, T); L>(; R*))
is Lipschitz continuous, where T depends merelyonr,a, b, c, a, B, 2.

Proof. The uniqueness and continuous dependence parts are not as close as the existence
part to the fixed-time synchronization problem concerned later in this paper. We relegate
the proof of the uniqueness and continuous dependence parts into the Appendix, and write
down in detail the proof of the existence part here. We shall prove the existence part of
Theorem 1 by a standard Galerkin procedure. First, we assume that for every positive
integer n, the homogeneous Neumann problem (3) supplemented by the initial condition

v1,(x,0) Z/ o9 (x) 14 (x)dxpr(x) forx € Q,

n
UZn X, 0 2/ ¢2E dxlng( ) forx € O,

" (30)
v3n(x,0) 2/ 03 (%) 3y (x)dxps(x)  forx € Q,
n
V4n(x,0) Z/ x) a0 (x)dxppp(x) forx € Q,
admits a solution (v1,,, V1, V14, 01,) | of the form
Uln X, t 2 vlné Il)lé for (xrt) €O x [O,+00),
02 (%,8) = ) O () par(x)  for (x,1) € Q2 x [0, +00),
0 (31)
03 (x,1) = ) O3 ()30 (x)  for (x,1) € Q2 x [0, +e0),
(=0

oun(3,1) = 12 0 (Dae(x) for (x,6) € 0 [0, +o0).
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With the aid of (31), we can find readily that initial condition (30) is equivalent to

B10(0) = /Q () (x)dx forf=0,1,...,n,
00 (0) = /évg(x)lng(x)dx for £ =0,1,...,n,
03,,0(0) :/Qvg(x)lprjg(x)dx for{=0,1,...,n,

Dt (0) = /_(’)vg(x)lpu(x)dx for £ =0,1,...,n.

(32)

Recalling that {¢, } scn, is an orthonormal basis for L2(Q), k = 1,2,3,4, we substitute
(31) into (3) and conduct some further routine but tedious calculations, to find that the
necessary and sufficient condition for the quadruple (v1,, v1,, V15, v1,) | of functions given
by (31) to be a solution to the homogeneous Neumann problem (3) is that

(0100(t), -+, 015n (£); 0200 (1), - -+, D2 (£); 0300 (£), - - -, D3m (£); D40 (), - - -, gy (1)) T

This is the solution to the following system of ordinary differential equations

d , .
Evlnl/(t) =- (/\1[’ + a)vlnf(t)
n

+22 D1i ( UZn/ / Pri () re(x )1102/( )dx

i=07=0

=

=

+, ﬁ /l/Ju )3 (x)dx

Hmﬂﬁ

+ ﬁ4n1 / 1/’1/3 1IJ41( )dx’

%UZM( t) = — (Aag + b) Do (t +/ Poe(x
0=0,...,n. (33)
_szlm vln/ / lljll l/’l]( )IPZZ( )dx’

i=0j=0

%f’w(t) = — (Agp 4 C)Dape(t)
_gﬁ]ni(t)/olpli(x)lp:%(x)dx
%@Ln[(t) = — (/\44 +a)64ng(t)

- ﬁ i Z Ulm UZn] / 11’1: lIJZj )111]4[( )

i=0j=0

By observing that ordinary differential equations in the system (33) have local Lipschitz
continuous nonlinearity, we can apply the Cauchy-Lipschitz existence theorem to obtain
the following: There exists a T as in (28) such that (33) admits a unique solution in the
interval [0, T]. In light of Remark 5, we find that

(U1, V2, V30, 0an) | € €1([0, T]; HH (O RY)). 34)

To prove Theorem 1 for general initial data, we need some a priori estimates for solutions to
the homogeneous Neumann problem (3). To this end, we associate, in the rest of this proof,
to every solution quadruple given in (31) (see also (34)), the modified energy functional

E(f) = $owomtntin (f) t [0, T); (35)

see (24) for the definition of the functional ¥ "">“*"*(t). To proceed further, let us recall
that the quadruple (31) (see also (34)) satisfies
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0v1, = div(D1Voy,) + (van — a)v1, +v3n + 04, iIn Q% (0,T),

0402, = div(DyVvy,) — bog, — (v1,)* + 1 inQx(0,T),

0103, = div(D3Vusy,) — cvs, — 01, in(Q x (0,T), (36)
01v4y = div(DyVvay,) — avsy, — BU1,02n in(Qx (0,T),

0y01, = dyUoy = OyU3y = dyVgy = 0 on 902 x [0, T].

Differentiating both sides of (35), taking integration by parts, and conducting some other
routine calcuations, we deduce with the aid of (36) that

E'(t) =2(1+ B2 +¢) /Q 01 (%, 3501 (%, )dx + 2(1 + €) /Q o (%, 1)3502m (%, £)dx

4
+2)° /Q O (%, 1) 040k (%, £)dx + 2(1 + % + ¢) /Q D1 (x)|Vor,(x, t)|*dx
k=3

12(14e) /Q Dz(x)|szn(x,t)|2dx+2:Z3/Q Dy (x) | Vogn (x, £)[2dx
+2,B/Qvln(x, t)atv4n(x,t)dx+2,B/Qv4n(x,t)atv1n(x, t)dx
+20(1+ 2 +e) /O (01 (x,£) Pdx + 2b(1 + €) /Q (020 (%, 1) |2dx
+2/Q (clon (x, )2 + a|og (x, 1)[2)dx
+28 /Q (D1 (x) + Da(x))V "01,(x, t) Vo, (x, t)dx
=21+ 7 +2) [ o1 (3, Poan (5,0 — 201+ 62 +-2) [ D3 (0)| Vo, 1) Pt
+2(1+B% +e) /Q 010 (%, £) (035 (X, £) 4 V4 (x, 1) ) dx
12(14e) /Q 0o (%, )dx — 2(1 + ¢) /Q D (x)|Voa(x, 1) 2dx
—2(1+¢) /o |01 (%, £) 702 (%, £)dx — 2/0 010 (%, t)v3n (X, t)dx
2 /Q Ds(x)| Vs (x, £) Pdx — 28 /Q V1 (X, )02 (X, £)0an (x, £)dx

,2/(') D4(x)\Vv4n(x,t)|2dx+2(1+,B2+s)/OD1(x)|Vv1n(x,t)|2dx
—|—2(1+8)/ODz(x)|Vz12n(x,t)|2dx+2:Z3/QDk(x)Vz;kn(x,t)|2dx

Y /Q Da(x)V 01, (x, 1) Voun (x, £)dx — 208 /O V1 (x, )0an (x, t)dx

_2p? /(')|vln(x,t)|202n(x,t)dxfzﬁ /O D1 (x)V T 01, (x, 1) Vo (x, £)dx

+25/Q vln(x,t)UZH(x,t)mn(x,t)dx+2/3/Q |04y (x, 1) |2dx

2B /Q 04 (%, 1) (030 (x, £) — 201, (x, £)) dx

+28 /Q (D1(x) + Dy(x)) V01 (x, ) Vg (x, £)dx
:(1+2ﬁ2+25)/Qvln(x,t)vg,n(x,t)dx—i—Z(l—i—S)/sz,q(x,t)dx

Y214 B e ocﬁ—aﬁ)/ﬂvln(x,t)mn(x,t)dx

+2,B/Q|v4n(x,t)|2dx+Zﬁ/nv3n(x,t)v4n(x,t)dx, te0,T). (37)
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By utilizing the Cauchy-Schwarz inequality, we have immediately

2/ Vo (x, t)d measQ+/ |0 (x,8)[2dx, t€[0,T], (38)
2/ U1, (x, 1) vz, (x, t)d / |01, (x,1)] dx+/ o3 (x,8)[2dx, te€[0,T], (39)
2/ U1 (%, 1) Vg (x, £)d / |01, (%, 1) dx+/ |04 (x,8)[2dx, t€[0,T], (40)

2/0037’1(x/ t)v4n(x/ t)dx g ‘/_Q |v3n(xr t)lde‘f'/Q |U4n(x, t)|2dxr te [0, T]

This, together with (37)—(40) and (27), implies

4
E'(t) <Mg Z \|vkn(~,t)|\%2(n) + (1+¢) meas O
k=1
<MV 17203 Pn (1) + (1 + ¢) meas (2
<%E( t)+ (1+¢e)measQ, te]0,T], (41)
5
where &7 (1) is given as in (25), and the constant Mg is given by
1+2p%+2
M :max($+ 1+ +e—ap—aPl,1+e
1+2p% + 2¢

S B[+ B +e—ap—ap|+3p). (42)

By applying Gronwall’s Lemma, we deduce from (41) that

(14 ¢&)Msmeas (2 e% (1+¢&)Msmeas (2

t
< (E - te |0, T
(1) < (E(0) + ST me o €01
This, together with (25) and (27), implies
4
Z Hvkn('/ +22/ ||vvkn /8 ”LZ QRN)dS
k=1
1 M; Mer (14 ¢)meas(
<E() < e — e, ,T]. 43
TE(0) < e o coT @)
My =(1+ B+ &) [} [Tz + (1 + )03 T2 ) + Z 1ol 72
1+e¢ M5measQ
+ 280820y oy + LA (a1

From (43), it follows that the sequence { (01, 2, U3, Van) | }nen is bounded in the Banach
space
([0, T]; L>(;RY)) N L*(0, T; H ((; RY)).
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From this, it follows immediately that the sequence {(v1,02,, (v1,4)?) " }nen of pairs

is bounded in the Hilbert space 12 (0, T; 12 (0 R2) ). This boundedness, together with (36),

implies that the sequence {(9¢v1,,, 9102, 01031, 0V4n) | }nen is bounded in the Hilbert space
L%(0, T; H~'(Q;R*)). Therefore, there exists a quadruple

(v1,v2,v3,04) " € L2(0, T; HL((; RY)) (45)

with
(atvl, aﬂ)z, atU3, 8tv4)T S L2 (0, T; Hi1 (Q, R4))

such that the sequence {(v1,, ¥2,, 31, 04n) | }nen (of solution quadruples) admits a subse-
quence {(v1,7, Vo, V3, Vaw) | }wen satisfying the following: when 7’ tends to oo, the fol-
lowing limit assertions hold true

(V11, Vo, U3ty Vagr) | — (01, 02,03,04) " weakly in L2(0, T; HY((2; RY)),
(V102 (vln/)z)T = (v10y, (7;1)2)T weakly in LZ(O, T; LZ(Q; RZ)),
(0¢V11, OV, atv3n/,8tv4n/)T — (0¢v1, 047, 043, atv4)T weakly in LZ(O, T; Hil(Q; R4)).

Since the sequence {(v1,/, Vo, U3y, Van) | }ren Satisfies the initial-boundary value problem
(30)=(36), by Definition 3, for every quadruple (@1, 92, @3, ¢4) T € H'(Q;R?), it holds that

[ o, g (x)dx - /Oizo S A g (x) g1 (x)dx
= [ 1@ 5) = o (5,5) + 03 (35,5) + (3,5 s
- /O t /Q D1 (x)V "0y, (x,5) Vi (x)daxds for t € [0, T),
| o2 Dga(x)ax— [ 620 A2 () () gal)dx
= [ [ 0200 (1= o (5,5) — (o0 (1,5))2) s
-/ t || D2(x)V T3 (x,5) Vepa(x)dxds for t € [0,T],
| osu(x, g (x)dx - /Qggo | A () (x)ga(x)dx
= [ [ 0500 €03 (3,5) + o1 () s
. /O t /Q D3 (x)V 03,0 (x,5) V3 (x)daxds for ¢ € [0, T),
| oa e D gae)ax — /Qéi_;/ﬂ () ()i (x) g (x)d

:_/(;t/aw(x)(vcmnf(x,s)+ﬁvln,(x,s)vzn,(x,s))dxds

- /Ot /Q Dy(x)V 04y (x,5)V py(x)dxds for t € [0, T]. (46)
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4

Y okt

k=1

Note that when n’ tends to oo, it holds that
n' 0 n .
(2 / 01 ()P (x)dxpry, ) / 09 () Por (x)dxtpy,
(=074 (=079

Tl/ n/

-
Y- [ o8Cpse(xdxy Y- [ o))
=070 (=070
— (09,09,03,09) T strongly in L2((2;R%),

we derive from (41) by passing to the limit that the quadruple (v1,v5,v3,v4) ", given by
(45), indeed satisfies (9) in Definition 3. That is, the quadruple (v1,v2, v3, 04)—r is a weak
solution to the initial-boundary value problem (30)-(36), in the sense of Definition 3. This,
together with Appendix A, implies that the proof of Theorem 1 is complete. [
Theorem 2. Suppose that Assumptions 1 and 2 hold true. For every quadruple (v9,v9,03,v3) T
of initial data in the Hilbert space L>((2;R*), the initial-boundary value problem (3)~(7) admits a
unique weak solution

(v1,02,03,04) " € (R L2H(QRY)) N L2 (RT; H (;RY))
in the sense of Definition 3. Moreover, the solution quadruple (vy,v2,v3,v4) " automatically
satisfies

4 t 4
|%2(Q) +2 Z /() ||vvk('15)||%2(Q;RN)ds < Mg 2 ||U}9”%2(Q)€M9t, t e R+, (47)
k=1 k=1

with the positive constants Mg and Mo depending merely on a, b, c, o, B, (2, Dy (k =1,2,3,4),
and independent of t and of vy (k = 1,2,3,4). Moreover, for every T € (0, +00), the following map

L2(;RY) 3 (9,09,03,09) T = (v1,v2,03,04) " € €([0, T]; L2((;RY))
is locally Lipschitz continuous.

Proof. The estimate (47), alongside with a standard continuation argument, implies imme-
diately the global well-posedness of the initial-boundary value problem (3)-(7) and follows
directly from (43) and (44). We choose to omit the detailed proof here. O

3. Existence Result of (5)—(8)—(48) and the Fixed-Time Synchronizability of the
Drive-Response Systems (3) and (5) Controlled by (48)

In this section, our aim is to design for the response system (5) a control to enable the
drive-response systems (3) and (5) to achieve fixed-time synchronization.

3.1. Design of the Synchronization Control

In this subsection, we are focused on finding the clue to designing a suitable control
which would synchronize certainly, in a fixed time, the drive-response systems (3) and (5).
Enlightened by the result in Lemma 3, we introduce the following control candidate:
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Wi, t) = — (a1 + slo1 e )]+ B2 2 oo, 0))) (31 (3, 8) — 01 (3,1)
— s ( z 18- £) = o, ) 2 )" (B (2, 8) = 01 (x, 1)
—m13|01(x,t) —o1(x, )22 (3y(x, t) — v1(x, 1))
ﬁm(x ) — 013, D31 (3 1) — 01 (1, 1),
Wa(x,t) = = (ma1 + +2L o (x, ) ) @2(x, 1) — 02(x,))
4
= maa( 1190 6) =2k D) H(@2(x, 1) = 0a(x, 1))
—m23|5 (x,£) — 02(x, ) 272 (02 (x, 1) — va(x, 1))
|Uz(x £) — 02(x, 1) | (32(x, 1) — 0a(x, 1)),
Ws(x,t) = — m31(v3(x t) —vs3(x,t)) —ma3|d3(x, t) — 03(x, 1) |27 "2(F3(x, t) — v3(x, 1))
— s ( z 16, £) = 0+, 1) 220" (B3(x, 1) — v3(x, 1),
Wi(x, 1) = — (mgg + ; B o1 (01 + B o, ) (3 x,£) — a(x,))
— z 1) = 6, )22 ))" ™ (Balx, ) — 0a(x, 1))
—m43|v4(x,t) —04(x,1)|27 2 (04(x, t) — v4(x, 1))
= 2ot 1) — oal, )| (@05, 1) — 0a(x 1), (48)

where the parameter myy, is to be determined later, k = 1,2,3,4, h = 1,2, 3, the parameter
y can take any value in the interval (0,1), and the parameter v can take any value in the
interval (1, +c0). It is not difficult to observe that the synchronization problem for the
financial systems (3) and (5) is equivalent to the stabilization problem for the error system

orwy =div(D1Vwy) + (wy + v — a)wy + vqwy
+ w3 + wy + Wy inQ xR,
drwy =div(DyVw,) — bwy — (wq +201)wy + W, in Q x R,
drws =div(D3Vws) — cwz — wy + W in(Q xRT, (49)
diwy =div(DyVwy) — awy — Bwywy — Boowy
— Borwy + Wy inQ xRT,
dywy =0dywy = dywz = dywy =0 on 9N x RT

where the new unknowns wy is given by

w(x,t) = (x, t) —vp(x,t), k=1,2,34. (50)
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Plug (48) and (50) into (49), to obtain

Btwl = d1v(D1Vw1) (ZUZ + Uy — a)wl + 0U1W7 + w3 + Wy
-1
- ?ﬁ|ZU1|ZU1 mlz( Z ||wk 2 [2(Q ))}l w1
_ 2 .
— myg|wy |* 2wl—(mn+§|v1|+ > loa))w;  inQ x RY,
ath = diV(DzVZUZ) — be — (wl + ZUl)wl
4
-1
= P hoalr —maa( 1l )
— m23|w2|27’2w2 — (m21 + B |01Dw2 inQxRT,
2 (51)
atZU3 :diV(D3VZU3) — CW3 — W1 —mM31W3
—map ( Z e ()12 ()" s — mas|ws P 2wy in 2 x RY,
01wy = dlv(D4Vw4) — awy — Puwrwy — Browy — Prrwr
2 4 1
—§ﬁ|w4|w4—m4z Z [k (-, ||L2 ))” Wy
*m43|ZU4|2'Y_2ZU4* (m41+§|1)1|+§|7)2|)ZU4 in (2 XR+,
dywy =0ywy = dyw3 = dywy =0 ondN x RT.
Obviously, wy (k = 1, 2,3,4) given by (50) satisfies the initial condition
wi(-,0) = - inQ,
wy(+,0) =9 — 19 inQ, 52)
ws3(-,0) =33 — 13 inQ,
wy(-,0) =3 -0 inQ.

We shall establish a stabilization criterion for the nonlinear system (51) with variable
coefficients and, in the meantime, provide two fixed-time synchronization criteria for
the drive financial system (3) and the response system (5) upon which the control (48)
is implemented.

3.2. Global Existence of the Problems (51) and (5)—(48)

In view of Theorem 2 and its proof, we give first the following global existence and
uniqueness for the initial-boundary value problem (51) and (52).

Theorem 3. Suppose that Assumptions 1 and 2 hold true. Assume that myy, € (0,+00), k =
1,2,3,4, h = 2,3, and that myq € R, k = 1,2,3,4. For every quadruple (vl,vg, vg, vg) and every
quadruple (89,93,93,99) T of initial data in the Hilbert space L?(€2; R*), the initial-boundary value
problem (51) and (52) admits a unique weak solution

(w1, wp, w3, wg) " € €(RT; L2(Q;RY)) NLE(RT; HY(Q;RY))
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in a similar sense as that in Definition 3. Moreover, (w1, wy, w3, wy) ' satisfies automatically
! 2 Lot 2
3 ool +2 1 ) 199 s

4 )
+21<—Z:1/0 /Q|wk(x/5)|2 dxds
+2/Ot./n<|vl(x’s)‘+|02(x'5)|)|w1(X,S)|2dxds
+2/(;t/0 o1 (x, 5)|[wa (x, )| *dxds
+2/0t /Q (Jo1(x,8)| + [v2(x,5)])|wa(x, s)|*dxds
+%/Ot/0(|w1(X,S)|3+|’w2(x,s)‘3+|w4(xls)|3)dxds

t 4
§M10€M11 Jo (+[lor ( rS)HHl(Q)"‘HUz( ’s)HHl(Q))dS 2 ”52 . 02”%2(0), te RJr’ (53)
k=1

where the quadruple (v1,vy,v3,04) | is the unique solution to the initial-boundary value problem

(51) corresponding to the initial data (0(1), vg, vg, vg)T (see Theorem 2), the positive constants Mg

and My dependona, b, c, a, B, Q2, Dy (k =1,2,3,4) and my, (k =1,2,3,4, h = 1,2,3), but are
independent of t, wy, and vy.

Proof. The existence and uniqueness can be proved by applying Theorems 1 and 2, and
the idea in the proof of Theorem 1. We choose to omit the detailed proof of the existence
and uniqueness parts of the proof of Theorem 3.

Now, let us begin proving the estimate (53). Mimicking the proof of Theorem 1 (see

(35) and (24), in particular), we come up with the following auxiliary functional for every

solution quadruple (v9,v9,v3,03) " for the initial-boundary value problem (51) and (52):

4 4
E(t):kz_:l/Q|wk(x,t)|2dx+2,§/0t/O Dy (x)| Vg (x, s)[dxds

+2k421mk3 ] st 5) Pz

* % /ot /Q (lw1 (x,8) P + [wa(x, 5) [* + [wa(x,5)[*) dxds

+2/0t/Q (alwi (x,5) 2 + blwa(x,5) 2 + clws(x, 5) 2 + a|wy (x, 5)[2) dxds

i /ot | (o1()|+ (B+2) o2, )1) o () P

S04 B) [ forn sl ) Pt
+ﬁ/ot/g“Ul(xfs)‘+|02(x15)|)IW4(x,S)|2dxds, FeRY. (54)

Mimicking the steps in (37), we have
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5 4 4
DE(1) :Zkg/nwk(x,t)atwk(x,t)deerg/QDk(x)|Vwk(x,t)|2dx

+2% ma [ ol )P+ (14) [ or(x,)lwale, D d
mes [l x, 1) 015, 1) l[wal, )2 dx
E™ o 0
+ 2 [ (0P + ool 0P + aa(x, 1)
+2 [ (aluon (e, ) + bleoa (v, )P+ clog(x, )2 + g (x,£) ) dx
+ [ (Rr(x9)] + B+ 2)oalx ) s (x,£)
B [ (for (e t)| + foa(ar )] g, )
= [ (20a(x,t) = 20— 2m11 — for (x, )| = (B+Dloa(x, 1)) [ (v, )Pl
42 /Q (ws(x, 1) + wa (x, £) — 01 (x, o (x, 1) )wy (x, £)dx

—z/npl(x)wwl(x,t)ﬁdx—%/ﬂml(x,t)ﬁdx

4

~2ma( X Ol e Dy —2ms [ e )P
- /Q (2b + 2my; + (1+ B)|oy (x, 1)) |wa (x, 1) [2dx

4 4 _
—3’)8/Q|w2(x,t)|3dx—2m22(];||wk(-,t)]|iz(m)y l||w2(',t)||%z(0)
2 /Q Dy (x)|Vws (x, 1) [2dx — 2mas /Q lw, (x, £)[27dx
—2(c+m31)/0\W3(x,t)|2dx—2/(2w1(x,t)w_o,(x,t)dx

4

- 2m32(k; (-, 8)[220)" ™ s (- 1)1
—2m33/Q|w3(x,t)|27dx—2/QD3(x)\Vw;~,(x,t)|2 dx
~ [ (204 2+ Bloa (x, )] + Bloa (1)) foa x, 1) Pl
—Z,B/Q (wr (x, t)wp (x, t) + v (x, )wy (x, £) 4+ 01 (x, H)wa (x, ) )wa(x, t)dx

4 4 _
—f/n|w41(x,t)|3dx—2m4z(k;||wk(-,t)]|iz(n))y l||w4(',t)||%z(())
—omg /Q |wa(x, £)[27dx — 2 /Q Da(x) |V (x, £) [2dx

= 2 = 2A

+zk21/opk(x)|wk(x,t)| dx+2kZ:1mk3/Q|wk(x,t) dx

2
+ 28 [ (Jan (3, O + a0 + oy (3,)
+2/O(a|w1(x,t)|2+b|w2(x,t)|2+c|w3(x,t)|2+a|w4(x,t)|2)dx
+ [ (o )1+ (B +2)foalx )] or (3, d

+(14+8) [ lore ol DPdx+ B [ (jor(x8)] + [oa(x, D)) o, ) s
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) /Q (.z;z(x,t) — mp) ey (x, £) Pdx — 2_/9 vl(x,t)ufl(x,t)wz(x, £)dx
+2 /0(1 — Boa(x, £))wy (x, )y (x, £)dx — 2my /O lws (x, £)2dx
— 2ms, /O lws(x, 1) 2dx — 2my /Q |wa(x, 1) Pdx — 2B /Q 01 (x, ) (x, £y (x, £)dx
=2 [ (oax ) + a (O + roa(x, 1))
-2 / w (x, ) (x, )y (x, )dx
Z e (-, 1) 122" kazllw M2 S(DE®), teRT, (55)
which, together with Gronwall’s Lemma, implies directly
E(t) <el s E(0)
—eli 9(s)ds k;l 18— 22y tERY, (56)
where the function g(t) is given by

g(t) = max (1 +2mu| + [[o1(, ) [ g1 () + 2+ B) 020 )| 111 ()
2fmpr | + (14 B) o1 (-, 1) 1 (), 2/ man |,
1+ 2Jma| + Bllor (o )l ) + Bllo2( )l a)),  tERT.

This, together with (54) and (56), implies immediately that the estimate (53) in Theorem 3
on solutions to the initial-boundary value problem (51) and (52) holds true. O

Enlightened by Theorem 3, we have the following global existence and uniqueness for
the initial-boundary value problem (5)—(8)—(48).

Theorem 4. Suppose that Assumptions 1 and 2 hold true. Assume that my, € (0,4+00), k =
1,2,3,4,h = 2,3, and that my; € R, k = 1,2,3,4. For every quadruple (v (f, vg, vg, vg) and every
quadruple (89,3,03,09) " of initial data in the Hilbert space L?(€2; R*), the initial-boundary value
problem (5)—(8)—(48) admits a unique weak solution

(61,52,55,5) T € C(R; L2 RY) (LA (R H (O RY)
in a similar sense as that in Definition 3. Moreover, (01,0, 73, 274)T satisfies automatically
2 15k (-, £) — o (- H%zm) +2ké/0r IV (-,s) 7vvk(.,s)”§2(om) ds
+ zkgl [ 1o9) ot o) ds
* 2/0f /(2 (lo1(x,9)] + [02(x,9)]) [1(x,8) — 01 (x,)[dx ds
22 [ [ o lioa(e) - oa(x,5) P s
+2/t / (o1 (x,8)] + [02(x,5) 1) [0 (x,5) — va(x,5) Pdx ds
L2 / / —01(%,5) P + [02(x,5) — 02(x,5) > + |04 (x,5) — v4(x,5)[?)dxds
<M10eMH A T fo1 (9l g1 ) FlI22 (9 g1 ) s Z H _ vl?”iZ(o)' t e R,

where the quadruple (vy,v2,0v3,04) | is the unique solution to the initial boundary value problem

(51) corresponding to the initial data (Ul, Ug, Ug, 02) (see Theorem 2), the positive constants Mg
and My, given as in Theorem 3, depend on a, b, c, , B, (2, Dy (k =1,2,3,4), myy, (k =1,2,3,4,

h =1,2,3), but are independent of t, 0y and vy.
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Proof. Theorem 4 is simply a reformulation of Theorem 3; therefore, the proof of Theorem 4
is omitted here. [

Remark 6. By applying mainly Holder’s inequality, we can prove

4 4t g . A4 ity "
Z/ / |wy(x, 5) |2 dxds <(tmeas(2)17}X ) (/ / \wk(xlS)\MdXdS)K
k=170 /0 k=1 00

4 t "
<(tmeasQ)17%(Z/ / |y (x, 5) [P doxds) T
k=170 /0

Therefore, we chose to omit the term

4 t
2/ / |wy(x,5)|**dxdsds
k=170 /0

in the estimate of (w1, wy, w3, ZU4)T in Theorem 3. Similarly, we have
4 t )
Or(x,s) — ve(x,s)|“Hdx ds
L)) Jo o) = ats)

4 t
<(tmeasa)1—%(z/ / 160 (x,5) — v (x,5)Pdads)
k=170 /O

therefore, we chose to omit the term

4 t
0 ’ - ’ Z}ld d
k;/o /Q|vk(x §) — v (x, 8)| P dxds

in the estimate of (1,9, 3,34) | in Theorem 4.
3.3. The Fixed-Time Synchronizability of the Drive-Response Systems (3) and (5) Controlled
by (48)

Theorem 5. Suppose that Assumptions 1 and 2 hold true. Assume that myy;, € (0,+c0), k =
1,2,3,4, h = 2,3, and that my; € RT (k = 1,2,3,4) render the matrix

my1 +a 0 0 *%
0 mp; + b 0 0
0 0 mz; +¢ 0
*% 0 0 m31+oc

to be semi-positive definite. For every pair (u,7y), with 0 < u < 1 < v, there exists a

( 1 1 1 1

YR aX 7’7/ 7/7

2(1—p) mpp’ my may” myy
(4meas Q)71 1 1 1 1

max(—, —, —,—), 57
2(y—-1) my3” mp3’ ma3 m43) (57)

To <

such that for every quadruple (v9,09,03,v9) " and every quadruple (39,99,33,99) " of initial data

in the Hilbert space L*>(Q;R*), the solution quadruple (v1,v,v3,v4) " to the initial-boundary
value problem (3)~(7) and the solution quadruple (61, 7,,03,04) " to the initial-boundary value
problem (5)—(8)—(48) satisfy

4
Y 16 8) — 0k D22y =0, € [Ty, +o0). (58)
k=1
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Lemma 3 ([41,42]). Let V : RT — R be a continuous function. If there exists a quadruple
(,8,7v,7)" € (RT)* with A >0, >0and0 < u <1 < v, such that

DTV(t) < —AVHE(t) =6V (t), teR*T
then there exists a Top > 0 (the settling time) with

1 1

hsya—w T sm-1

such that
V(t) =0, te [Ty +oo).

Proof. As pointed in Section 3.1, the proof of Theorem 5 boils down to proving fixed-
time stabilizability of the controlled error system (51). To every solution quadruple

(w1, wy, ws, w4)T to the initial-boundary value problem (51) and (52), we associate the
following functional

4 4
v(t) = / Y [wex HPdx = Y [lwg( )30, fort € RY. (59)
gy k=1
Taking similar steps as in (37) and (55), we have
4 .
DHV(t) =2) / wi(x, )3y (x, H)dx
k=170

. 4 .
— /O (02(x, ) — [02(x, £)]) | (x, £) P — 2;1 /n Dy (x)| Vg (x, ) dx
— [ (201 yen (3, D) = fon e, ) [n () = [ou (5, ) o, ) )
- ﬁ./_o (202 (x, tywy (x, )wa (x, £) — [02(x, £) |[wy (x, £)[* — |02 (x, 1) |[wa (x, £)|*)dx

—B /O (201 (x, Hywa (x, D)0 (x, 1) — o1 (x, 1) w2 (x, 1) = [o1(x, ) [[wa(x, 1)[*)dx

wy(x,t) my1 +a 0 -1 wy(x,t)

s wy(x, t) 0 mpy +b 0 0 wy(x, t) ix
Q| ws(x,t) 0 0 mzy +¢ 0 ws(x,t)
wy(x,t) -1 0 mg; +a) \wy(x,t)

B [ (o0 + a0+ o )

4
—2B | wi(x, Hwy(x, t)wa(x, t)dx —2 ) wys | (x, £) [>T dx
A Lo,
< 2 p—l1 3 2
_2( Z Hwk('/t)”LZ(Q)) ka2”wk('1t)HL2<Q)
k=1 k=1

4 4 4
-1
<=2( L k(D))" L mialln Oz ) —2 1 s [ o )P
k=1 k=1 k=1 N

4
< —2 min mp (V)" =2 min m / wi(x, 1)V dx
i, K (V(1)) min, k3k;.0‘ k(x,£)]

4
<—2 min my (V(t * _2(meas )™ min m / wi(x, t 24x)7
min, r2(V(1)) ( ) min, k3k§(.o‘ K (x, £)]dx)

<- 21ré1]<124mk2(V(t))y —2(4meas Q)17 121]324mk3(V(t))7, teR".
By Lemma 3, there exists a positive time instant Ty fulfilling (57) such that
V(t) =0, te [Ty +x).

This, together with (59), implies that the proof of Theorem 5 is complete. [
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It is observed in Reference [18] that (hyper)chaotic financial systems cannot always be
completely synchronized, but by Theorem 5, the control (48) could certainly synchronize
the drive-response financial system (3)—(5) in a fixed time. It is worth giving several remarks
concerning the possibility to improve the control (48).

¢ In the control law (48), the term

_2p

5 1900 1) = o, 1) (0 (x, 1) — vk (x, 1))

in Wi(x, t) can be ‘weakened’ to

_%wk(x,t) — o, 1) (Fr(x, t) — v (x, 1)),

where ¢ is any positive constant, k = 1,2,4. We insist on requiring that the constant
8 is positive to guarantee that wy belongs to LY ([0, +e0); L3(02)), k = 1,2,4, where
(w1, wy, w3, wy) " is any trajectory quadruple of the controlled error system (51).
e In the control law (48), it depends not only on the structure of the drive-response
financial system (3)—(5), but also on the information of the trajectory (v1, v, v3, 04)T
of the drive financial system (3). More precisely, in the control law (48), the control

Wi (x,t) includes

=Gl 0+ B2 o (1)) (31 (3, 6) — o 1),

the control W;(x, t) includes

1+

o160l (2231 — 22l ),

and the control Wy(x, t) includes

~Eroa(o 01+ Eloax, ) @0, 1)  va(x,1))

From the point of view of system or control theory, it is flawed to incorporate trajectory
information in the synchronization control. The flaw in the control law (48) arises
due to the nonlinearity of the financial system (3). This flaw could be eliminated by
restricting the trajectory quadruple (vq,v2,v3,v4) " of the financial system (3) to be
bounded in L®((; R%).

Theorem 6. Suppose that Assumptions 1 and 2 hold true. Assume that wmyy, € (0,+00), k =
1,2,3,4, h = 2,3, and that my; € RT (k = 1,2,3,4) render the matrix

my; +a 0 0 —%
0 mp; + b 0 0
0 0 m3; + ¢ 0
—% 0 0 ma; + &

to be semi-positive definite. For every pair (u,7), with 0 < u < 1 < vy, there exists a positive
time instant Ty satisfying (57), such that for every quadruple (09,v9,03,v3) T of initial data in the
Hilbert space L*(Q;R*) rendering the corresponding solution quadruple (v1,vp,v3,v4) " to the
initial-boundary value problem (3)—(7) satisfies

max esssup ||vx(-,t)]|7e <B
max esssup ox(,)sv(cy < B

where B is a given absolute positive constant, and every quadruple (39,99,93,3}) " of initial data

in the Hilbert space L>((; R*), we have
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4

Z |vk - vk )H%Z(Q) =0, te [To, +°°)/
where the quadruple (91,5, 53,34) " is the unique trajectory of the system (5)—(8) upon which the
following control is implemented:

W) = = (o + 28530, 0) — 1 (2, )

4
— i (Y (3 t) = 06, D22 )" (81 (3, 8) = 01 (1))
k=1

—mya| Oy (x,t) — 01 (x, ) 272 (01 (x, t) — 01 (x, 1))
ﬁ|vl(x £) — 013, 1) (81 (6, £) — o1 (x,1)),

Wa(,1) = = (my + “;5))( 2(1) ~ 02(x, )

—my ZHvk ) =0k ( )1 72))" Hoa(x,t) — va(x, 1))
— m23\vz(x, t) — Z)z(x, i’)|27 2(52(3(, i’) — Uz(x, i’))
= loa(e 1)~ oalx, D] (3a(x,1) ~ 02(x,1)),

Ws(x,t) = — ma1(95(x, ) — v3(x, 1)) — ma3|3(x, t) — v3(x,£)|*Y 2(T3(x, ) — v3(x, 1))
—maz(é1 10k (-, £) = vk(vt)lliz(g))“_l(%(x,f) —v3(xt)),

Wy(x, t) = — (my + BB)(a(x,t) — va(x, 1))
(2 ) = o5 ) 01() (1)

—my3|04(x, 1) — vg(x, 1) 272 (04(x, 1) — v4(x, 1))

O N [ [CACT e}

Proof. The proof of Theorem 6 actually resembles that of Theorem 5. Therefore, we choose
to omit here the details of the proof. [J

4. Numerical Simulations

In this section, we shall perform some numerical simulations to illustrate that our
suggested control law (48) is effective in synchronizing the drive financial system (3) and
the response system (5) in a fixed time. The basic assumption in our numerical research is
that 2 =(0,8),a =09,b=02,c =150 =0.17, = 0.2,and Dy (x) = Dy(x) = D3(x) =
D4(x) = 0.001 always hold in the drive system (3) and the response system (5).

First of all, we solve numerically, via MATLAB, the initial-boundary value prob-
lem (3)-(7) with v{(x) = 1, ¥J(x) = 2, ¥(x) = —0.5, v)(x) = —0.2, x € (0,8), to ar-
rive at the solution, denoted by (vy(x,t),v2(x,t),v3(x,t),v4(x,t)) . The surfaces (see
Figure 1) of this solution and projections of this solution at the midpoint x = 4 of
the interval 2 = (0,8) (see Figure 2) ‘demonstrate’ visually and intuitively that the
drive financial system (3) is chaotic. Similarly, we solve numerically, via MATLAB,
the initial-boundary value problem (5)—-(8)-(48) with W; = W, = W3 = Wy = 0 (in
other words, there is no control implemented upon the response system in this situ-
ation), 09(x) = cos(fx) — 1, 09(x) = cos(Fx) +1, 03(x) = —cos(nx) — 2, 73(x) =
—cos(4x) +1, to arrive at (71(x, t), 92(x, t), Ug(x t),94(x,t)) . Thanks to the chaos phe-
nomenon in the system (3) (see Figures 1 and 2), we are not inclined to imagine that
(01(x,1),02(x,t),03(x,t),04(x,t)) | approaches (v1(x,t),v2(x,t),v3(x,t),0v4(x, 1)) T as time
t escapes to infinity. Actually, the quadruple (9 (x,t), 92(x,t), 33(x, t), 54(x,t)) T does not
approach the quadruple (vy(x,t),v2(x,t),v3(x,t),v4(x,t)) " ast — +oo can also be numer-
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ically ‘proved’; see Figure 3. To summarize here, the numerical simulations mentioned in
this paragraph reveal that the drive financial system (3) and the response system (5) cannot
achieve synchronization in a fixed time unless extra control is implemented.

0 0
(d)

Figure 1. Numerical and graphical illustration of the occurrence of chaos phenomenon in the financial

system (3) (an infinite-dimensional dynamical system) distributed in a line segment: The quadruple
(v1(x,t),02(x, 1), 03(x, 1), v4(x, 1)) | denotes the solution to the initial-boundary value problem (3)~(7),
with the interval Q = (0, 8), the parameters a = 0.9, b = 0.2, ¢ = 1.5, « = 0.17, and p = 0.2, the
diffusion coefficients D1 (x) = Dy(x) = D3(x) = D4(x) = 0.001, and the initial data o{(x) = 1,
09(x) =2,03(x) = —0.5,and 0}(x) = —0.2, x € Q = (0,8); (a—d) display the graphs (surfaces) of
the functions (having two indeterminates x and t) v; = v1(x,t), v2 = va(x,t), and vz = v3(x,t),
respectively, x € 2 = (0,8), t € [0,100]; the unit against which the time f is measured could be set
arbitrarily to be second, hour, day, week, month, or some other suitable time period; the unit against
which the space variable x is measured could be set arbitrarily to be meter, kilometre, or some other
reasonable reference standard for measurement of length; the units of the time ¢ and space variable x
are actually chosen, in an arbitrary way, and fixed at the very beginning of the construction of the
financial model (3); as with the space variable x and the time ¢, the units against which the economic
quantities vy are measured (see Section 1 for the brief introduction of vy), k = 1,2, 3,4, can also be set
in several different ways; during our choosing the aforementioned units, we should abide by two
basic rules (i) the choice of unit of each economic quantity v should not contradict the choices of
the units of the other three economic quantities, and (ii) the choices of units of the space variable
x, the time f, and the economic quantities vy (k = 1,2, 3,4) should facilitate later calculations and
applications of the obtained theoretical results, we could choose, say, the aforementioned units as in
References [1,5].
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vy (4, t)

Figure 2. Numerical and graphical illustration of the occurrence of chaos phenomenon in the financial
system (3) (an infinite-dimensional dynamical system) distributed in the line segment 2 = (0, 8).
The quadruple (v (x,t),v2(x,t),v3(x,),v4(x,t)) | denotes the solution, in the time interval [0, 100],
to the initial-boundary value problem (3)—(7), with the parameters a = 0.9, b = 0.2,c = 1.5, a« = 0.17,
and B = 0.2, the diffusion coefficients D1 (x) = D;(x) = D3(x) = Dy(x) = 0.001, and the initial
data o{(x) = 1, ¥J(x) = 2, ¥(x) = —0.5 and v)(x) = —02, x € Q = (0,8); the quadruple
(v1(4,1),v2(4,1),v3(4,1),04(4,1)) T denotes the restriction to the line segment {x; x = 4} x [0,100] of
the quadruple (vy(x,t),v2(x,t),v3(x,t),0v4(x, 1)) T; (a=d) display the projections (three-dimensional
curves) onto the three-dimensional Euclidean spaces v1 — vy — v3, v] — v — U4, U1 — U3 — Uy, and
vy — V3 — vy, respectively, of the parametrized curve (v1(4,t),v2(4,t),03(4,t),v4(4,t)) " in the four-
dimensional Euclidean space R* with the time parameter f running over the interval [0,100]; see
Figure 1 for the detailed explanation of the choices of the units against which the space variable x,
the time ¢, and the economic quantities vy (k = 1,2, 3,4) are measured.
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v1(4,t) and uncontrolled (4, t)

) 0 20 40 60 80 100 0 20 40 60 80 100

@) (b)

t)

v3(4,t) and uncontrolled v;(4,
v4(4,t) and uncontrolled o4(4,t)

0 20 40 60 80 100
t

(o)

Figure 3. Numerical and graphical illustration of the asynchrony of the drive financial system (3)

and its response system (5), without any control input, distributed in the line segment 2 = (0, 8).
The quadruples (v1(x, t),va(x,t),v3(x,t),04(x,t)) " and (1(x,t),02(x, t), 3(x, 1), 54(x,t)) T denote
the solutions, in the time interval [0, 100], to the initial-boundary value problems (3)-(7) and (5)-(8),
respectively, with the parameters a = 0.9, b = 0.2, ¢ = 1.5, « = 0.17, and = 0.2, the diffusion
coefficients Dq(x) = Dy(x) = Dz(x) = Dy(x) = 0.001, the initial data vJ(x) = 1, ?9(x) = 2,
v(x) = —0.5 and 0}(x) = —0.2, the initial data 3)(x) = cos(Fx) — 1, 3(x) = cos(%x) +1,
#)(x) = —cos(rx) — 2, and 99 (x) = —cos(Fx) + 1, the control Wy (x,t) = Wa(x,t) = Ws(x,t) =
Wy(x,t) =0, x € Q = (0,8), t € [0,100]; the quadruples (v (4,t),v2(4,t),v3(4,t),v4(4,1)) T and
(01(4,1),05(4,1),03(4,t),54(4,1)) T denote the restrictions to the line segment {x; x = 4} x [0,100] of
the quadruples (v1(x,t),v2(x,t),v3(x,t),v4(x,t)) " and (51 (x, ), 2(x, ), 3(x, ), 4(x,t)) |, respec-
tively; (a-d) display the graphs (curves) of v; = v1(4, t) (the solid curve) vs. 71 = 71 (4, t) (the dotted
curve), vp = v(4,t) (the solid curve) vs. 7, = 7,(4,t) (the dotted curve), v3 = v3(4,t) (the solid
curve) vs. 93 = 93(4, t) (the dotted curve), and vy = v4(4, t) (the solid curve) vs. 74 = T4(4,1) (the
dotted curve), respectively, with the time parameter ¢ running over the interval [0, 100]; see Figure 1
for the detailed explanation of the choices of the units against which the space variable x, the time ¢,
and the economic quantities vy (k = 1,2, 3,4) are measured.

Nluminated by Theorem 5, we design the control (48) for the drive financial system
(3) and the response system (5). As revealed in Theorem 5, the parameter u can take an
arbitrary value in (0,1) and 7 can take an arbitrary value in (1, +c0). For the sake of
simplicity, we put ¢ = } and 4 = 2. Additionally, as indicated in the synchronization
criterion provided in Theorem 5, to obtain the desired fixed-time synchronizability, my,
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(k=1,2,3,4,h =1,2,3) are required to satisfy my;, € (0, +c0) (k =1,2,3,4,h = 2,3), and
my, € RY (k=1,2,3,4, h = 1) render the matrix

my1 +0.9 0 0 -1
0 my; + 0.2 0 0
0 0 mg; + 1.5 0
—3 0 0 mg; 4 0.17

to be semi-positive definite (it is not difficult to find that the semi-positive definiteness
is equivalent to my; € R, m3; € RT and (my; + 0.9)(mg; + 0.17) > 0.25). For the
convenience of later computations, we putmy;, =1(k =1,2,3,4, h = 2,3), my; = my; =
m3; = 0, my; = 0.1078. Theoretically, these choices could guarantee that the drive financial
system (3) and the response system (5) achieve fixed-time synchronization; see Theorem 5.
After some computations, we find that [17, +-00) is contained in the totality of the settling
times. As plausibly shown by Figures 4 and 5, our theoretical results of this paper (see
Theorems 5 and 6) are indeed effective.

Controlled error @y (z,t) — vy (z,t)

®

Controlled error os(z,t) — va(x,t)

S :*
'o =N
0 o‘o‘

‘ "‘A\//
///M////’//
WM

INN

Controlled error o3(z,t) — vs(z,t)
Controlled error @y(x,t) — vy(z,t)

(c) (d)

Figure 4. Numerical and graphical illustration of the idea that the response system (5) could
be synchronized, in fixed time, to the drive financial system (3), distributed in the line seg-
ment Q2 = (0,8), by the control law (48): The quadruples (v (x,t),v2(x,t),v3(x,t),v4(x,t)) " and
(91(x,t),02(x, 1), 03(x,1),34(x,t)) T denote the solutions, in the time interval [0,2], to the initial-
boundary value problems (3)—(7) and (5)—(8) supplemented by the nonlinear term (48), respectively,
with the parameters a = 09, b = 02, c = 15, a4 = 017, § = 02, u = %,’y =2, my =1
(k =1,234h = 2,3), m;; = my; = myg; = 0, and my; = 0.1078; the diffusion coefficients

Dy (x) = Dy(x) = D3(x) = Dy(x) = 0.001, the initial data v{(x) = 1, v9(x) = 2, v3(x) = —0.5, and
09 (x) = —0.2, the initial data 97 (x) = cos(Zx) — 1,39 (x) = cos(Zx) + 1, 93(x) = — cos(mx) —2, and
#)(x) = —cos(Fx) +1,x € Q = (0,8); (a—d) display the graphs (surfaces) of the functions (having
two independent variables, that is, x and t) 91(x,t) — v1(x,t), G2(x, t) — va(x, t), 3(x, ) — v3(x, 1),
and G4(x, t) — vy4(x, t), respectively, x € Q = (0,8), t € [0,2]; see Figure 1 for the detailed explanation
of the choices of the units against which the space variable x, the time ¢, and the economic quantities
v (k=1,2,3,4) are measured.
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v1(4,t) and controlled 77 (4,t)
v9(4,t) and controlled 92(4, 1)

0 0.5 1 1.5 2 0 0.5 1 1.5 2

(@) (b)

0.5F

v3(4,t) and controlled v3(4,t)
; $
v4(4,t) and controlled 74(4,t)

0 0.5 1 1.5 2 0 0.5 1 1.5 2

(0 (d)

Figure 5. Numerical and graphical illustration of the idea that that the response system (5)
could be synchronized, in fixed time, to the drive financial system (3), distributed in the line seg-
ment Q2 = (0,8), by the control law (48): The quadruples (v (x,t),v2(x,t),v3(x, ), v4(x,t)) " and
(91(x, 1), 02(x, 1), 03(x,1),34(x,t)) T denote the solutions, in the time interval [0,2], to the initial-
boundary value problems (3)-(7) and (5)—(8)-(48), respectively, with the parameters a = 0.9, b = 0.2,
c=15a=017, =02, u = %, y=2my =1k=1,23,4h=2,3),mq =my =mg =0,
and my; = 0.1078, the diffusion coefficients D1 (x) = D,(x) = D3(x) = Dy(x) = 0.001, the initial
data v(x) = 1, 0)(x) = 2, vY(x) = —0.5, and v{(x) = —0.2, the initial data 3)(x) = cos(Fx) — 1,
#9(x) = cos(Fx)+1, (x) = —cos(nx) —2, and 0(x) = —cos(Zx)+1, x € Q = (0,8); the
quadruples (v1(4,t),02(4,),v3(4,t),v4(4,1)) T and (91 (4,t),02(4,t),53(4,t),54(4,)) | denote the re-
strictions to the line segment {x; x = 4} x [0,2] of the quadruples (v1 (x, t), va(x,t), v3(x, 1), v4(x, 1)) T
and (9q(x,t),92(x,t),53(x,t),34(x,t)) ", respectively; (a—d) display the graphs (curves) of v; =
v1(4,t) (the solid curve) vs. 71 = 71(4,t) (the dotted curve), v; = vp(4,t) (the solid curve) vs.
0y = 02(4,t) (the dotted curve), v3 = v3(4,t) (the solid curve) vs. 73 = 73(4, t) (the dotted curve),
and vy = vy4(4,t) (the solid curve) vs. 9y = T4(4,t) (the dotted curve), respectively, with the time
parameter f running over the interval [0, 2]; see Figure 1 for the detailed explanation of the choices of
the units against which the space variable x, the time ¢, and the economic quantities vy (k = 1,2,3,4)
are measured.

5. Conclusions

In this paper, are focused on studying a financial system, comprising the labor force,
the stock, the money, and the production sub-blocks distributed in a certain line segment or
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planar region, whose dynamics can be governed by the system (3) of semi-linear parabolic
partial differential equations supplemented by the homogeneous Neumann boundary
condition. We obtained the new financial system (3) by adding diffusion terms to the well-
studied financial system (2), which was shown by Yu, Cai, and Li [5] to be hyperchaotic.
In principle, chaos in dynamical systems causes the generated time series to display high
entropy values. This phenomenon for the financial system (2), the basis for the new system
(3), was illustrated graphically in Reference [18]. We provided economic/financial scenarios
in which the diffusion terms should be added to the classical financial system (2), yielding
the system (3). Our explanation complements the motivations provided in References [9,14]
for introducing diffusion terms to the system (2).

We provided a precise definition of the trajectories of the financial system (3) and its
corresponding (controlled or uncontrolled) response system (5) in the infinite dimensional
state space L?((2; R*). Based on the definition of trajectories, we proved that there exists a
unique trajectory, existing globally in time, of the system (3) or the system (5), a continuous
curve in the Hilbert space L?((2; R*), with its initial state given arbitrarily in L2((2; R*),
and that trajectories the system (3) depend continuously on their initial states.

We proposed a synchronization control, namely (48), for the response system (5),
and provided two criteria ensuring that the drive system (3) and the response system
(5) with the proposed control (48) implemented achieve fixed-time synchronization. We
also performed several numerical simulations to prove that, in a visional manner, our
synchronization theoretical results in this paper are indeed effective.

To provide a precise definition of trajectories the systems (3) and (5), we ‘borrowed’
the notion of weak solutions of evolution partial differential equations. To prove the global
(in time) existence of trajectories of the system (3) or the system (5), we used the celebrated
Galerkin’s method and two a priori estimates on two modified energy functionals (can
also be viewed as Lyapunov functionals) established in this paper. To prove that every
element in L?(; R*) admits a unique trajectory of the system (3) or the system (5) having
this element as its initial state, and that trajectories of the system (3) depend continuously
on their initial states, we used semigroup theory of bounded linear operators in functional
analysis. To provide the claimed fixed-time synchronizability criteria, we proposed a new
novel Lyapunov functional (can be viewed as a certain modified energy functional).

Author Contributions: Conceptualization, C.W.; Formal analysis, C.W., X.Z., Y.Z. and Z.L.; Investiga-
tion, CW.,, X.Z., Y.Z. and Z.L.; Writing—original draft, CW., X.Z., Y.Z. and Z.L.; Writing—review and
editing, C.W.; Visualization, C.W.; Supervision, X.Z.; Funding acquisition, C.W. and Z.L. All authors
have read and agreed to the published version of the manuscript.

Funding: The authors are supported partially by Startup Foundation for Newly Recruited Employees
and Xichu Talents Foundation of Sugian University (#2022XRC033), by KJZD Programme(#CS19ZA10)
of Chengdu Normal University, by NSFC (#11701050), and by Suqian Sci & Tech Program (grant No.
K202134).

Conflicts of Interest: The authors declare that they have no conflict of interest.

Appendix A. Proof of the Continuous Dependence and Uniqueness Parts of Theorem 1

In this section, we shall complete the proof of Theorem 1 by proving that for every
initial datum, the initial-boundary value problem (3)—(7) admits a unique solution corre-
sponding to this datum, and by proving that the data-to-solution is continuous in a certain
sense. Let us recall first Euler’s Gamma function

“+o00
I'(z) = / t*le~!dt forz € C with Rez > 0,
0

and the Mittag-Leffler function

o) Zk

Ev(z) =) ————~ forzeC,
(2) kgél"(kv—l—l)
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where the parameter v is required to be positive in this paper. It is not difficult to find that
Ey(z) is strictly increasing in R™. To begin our proof, we prepare the following necessary
lemma.

Lemma A1 (see [43]). Let v, T € (0,+00). Suppose that the functions a(t) and b(t) are non-
decreasing and take values in R™. Let e(t) be a continuous function mapping [0, T| into RT.

If

t

e(t) <a(t)+6(t) /o (t—5)""le(s)ds fort € [0,T],

then
e(t) < a(t)Ey(L(v)b(£)t’) fort € [0, T].

Proof. We assume that (41,3, 33,34) " and (91,9,93,94) ', belonging to
([0, T); L>(€;R*)) N L2(0, T; H ((2; RY)),

are solutions, in the same time interval [0, T|, to the initial-boundary value problem (3)-(7),
corresponding to the initial data (15(1), zﬁg, Tﬁg, ﬁg)T and (27(1), Z‘Jg, Z‘Jg, 2‘72)—'—, respectively.

By applying Duhamel’s principle, we have

a1(1) = A+ [ (Gl 5) —a)or(c) +8s(8) 4 Bals)ds,  (AD

Gy (-, t) = M0y + /0 elt=s) 42 (1 — by (-,8) — (zﬁl(-,s))z)ds, (A2)

G- 1) = b — /Ot =945 (cd3 (-, 5) + D1 (-, 5))ds, (A3)

Gy (-, t) = e - /0 o9 (i () + 1 (-, 5) (- 5) s, (A4)

o1 (1) = et Aol 4 /(;te(t_s)Al((z‘Jz(~,s) —a)or(5) 4+ 03(8) + 0a(5))ds,  (AB)
o 1) = 4200 + /0 ' elt=3) 42 (1 — bn(s) — (z)l(~,s))2)ds, (A6)

03(- 1) = 00§ — /Ot e (cog (-, 5) + 01 (-, 5))ds, (A7)

" 04(,t) = e g — /Ote“*”“‘“(wa-,s)+ﬁz>1<-,s>z>z<~,s>>ds- (A8)

After some routine calculations, we deduce from (A1) and (A5) immediately
t
ﬁl(', t) — 771(', t) = et'Al (Zj(l) — @(1)) + / e(tfs)'Al (151(', S)sz(', S) — @1(', S)f)z(', S))ds
0
t t
- ﬂ/ e(tis)Al (le(~,s) - ’Z\]l('/ S))ds + A e(tis)Al (63('/5) - ’(}3('15))‘15

0
+ /Ote(t*S)Al (04(-,s) — 04(-,5))ds. (A9)
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By applying Lemmas 1 and 2, we have

t
”/0 e(t_s)Al (61(%9)62('/5) *@1('15)62('15))d5”L2(Q)

[ e (010,5) ~ 019 Ea(-5) + 22(-15)
+ (01(-,8) + 01(-,8))(G2(", ) — 02(-,5)) )dsl 12( )

(
<% /0 (=) (B 5) = 21(,8)) (@ (-,5) +22(-,5))

+ (61(5) + 01(9)) (B2(-15) = 22(,9) 11y
< [ =¥ (191,9) = 019l g0y 1aC9) + 2205) e

1310, 5) + 010, 8) 2() [182(8) = 02, 9) [l 2(2) ) s

This, together with (A9), implies immediately
61, = 21Dl gy < N1~ 9 e
[ e 61,9)820,5) — 01081220, dsl 300y
tall [ e 61,9) = 21,9 sl
+ /te(H)A] (33(-8) = 03(+,8))dsl12(n)
[ e 640) = 0, 9)dsl 200
<1 = iy +a [ 1916,9) = 21,9 s

—I—%/Ot(t—s)’%(nz}](.,s)—7}1(-,5)||L2 yllB2(,5) + 2,9l 2
+ 11610, 8) + 010 8) | 2y 12(+,8) — 02(,8) [ 2(3) ) s

t
+ [ 19509) = 2305 ez + [ 1840,5) = 0409z (A10)
By mimicking steps in (A10), we deduce from (A2) and (A6) that
t
1820, £) = 220, ) 120y < 1182 = 9l 120 +b/0 120, 8) =02 8) |22y s
t N
+M1/O (t=5)"4[01(-,5) +01(8) | 2(9) 91 (s 8) = 21(, )| 2 . (A11)
By mimicking steps in (A10) and (A11), we deduce from (A3) and (A7) that
t
[93(+8) = 20,120y < 163 = Bllizqoy + [ 161,8) = 01(-,8) (s

t
+C/O 193(-,s) — @3(',S)HL2(Q)dS. (A12)
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By mimicking steps in (A10)-(A12), we deduce from (A4) and (A8) that

t
104 (-1 £) = 04 (-, D)l 12(2) < \IﬁZ*@QIILZ(Q)Hc/O 104(-/8) = 04(-8) [l 12(2) 5

+ 2B )8 (1610,15) — 01,9y [205) + 02,9300y
+ Hvl(-, )+ v1(-, )I\Lzm)llﬁz(-,S) = 02(,5)[l12(02) ) ds- (A13)
For the convenience of our later presentation, we denote
4
s(t) = k; 16x(,8) = 2, D)l 12y fort € [0, T], (A14)
from which it follows that
3 (A15)

s(0) = Z Hﬁ;? - Z72||L2(Q)

k=1
By using the celebrated GM-AM inequality, we can prove

4

Z (o O ll2(e2) + 11k D)l 12()

4
+ Yl ||Lz<m+z||vk D22y e 0T

However, in view of (43) and (44) in the proof of Theorem 1 (see also Theorem 2), we find

4 4
L Dl < M 1o IRl ™" for € (0T,
k=1

4
znvk D20y < Ms Y [091Baye™ fort € [0,T),
k=1

where the positive constants, Mg and My, given exactly as in (47) in Theorem 2, depend
merely ona, b, ¢, a, B, 2, Dy (k = 1,2,3,4). Based on (A10)-(A13), we have, by utilizing

some calculations,
t

s(t) <s(0) + max(a+1,b,c+ 1,0+ 1)/ s(s)ds
0
2

BV 1t 5 () iz + 106 iz o)

2 0 k=1

< 5(0) +(t) /Ot(t - s)*%ﬁ(s)ds, te[0,T], (Al6)

where the function t(t) is given by
t(t) = ts max(a+1,b,c+1,a+1)

M;i(max(B,1) +1 4 4
4 Mlme B L) 0 (3 102022 0+ 3 1281
k=1 k=1

Mty telo,T].




Entropy 2023, 25, 359 37 of 38

Thanks to the observation that the function t(¢) is strictly increasing in [0, T] and that the
function E% (z) is strictly increasing in R™, by Lemma A1, we deduce from (A16) that

s(t) <s(0)Bon (M2 et )
4—-N 4-N
<5(0)E#(F( ) }(T)T %), te€][0,T].
This, together with (A14) and (A15), implies
4 . N 4—N 4-N 4 .0 NO)
sup ) (|G (- £) = 0k )l 12() < Bagn (F(=7=)x(D)T %) ) (19 = %ll12(0)-

t€[0,T] k=1 k=1

This, together with Theorem 2, implies that for every T € (0, +c0), the data-to-solution
map
L2(;RY) 2 (09,09,93,00) T = (v1,v0,03,04) " € €([0, T); L>((; R*))

is locally Lipschitz continuous. Lastly, it is worth mentioning that it is not difficult to
find that the uniqueness follows directly from the local Lispchitz continuity of the data-to-
solution map. O
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