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#### Abstract

Seismic data have improved in quality and quantity over the past few decades, enabling better statistical analysis. Statistical physics has proposed new ways to deal with these data to focus the attention on specific matters. The present paper combines these two progressions to find indicators that can help in the definition of areas where seismic risk is developing. Our data comes from the IPOC catalog for 2007 to 2014. It covers the intense seismic activity near Iquique in Northern Chile during March/April 2014. Centered in these hypocenters we concentrate on the rectangle $L a t_{-22}^{-18}$ and $L o n_{-68}^{-72}$ and deepness between 5 and 70 km , where the major earthquakes originate. The analysis was performed using two complementary techniques: Tsallis entropy and mutability (dynamical entropy). Two possible forecasting indicators emerge: (1) Tsallis entropy (mutability) increases (decreases) broadly about two years before the main $M_{W} 8.1$ earthquake. (2) Tsallis entropy (mutability) sharply decreases (increases) a few weeks before the $M_{W} 8.1$ earthquake. The first one is about energy accumulation, and the second one is because of energy relaxation in the parallelepiped of interest. We discuss the implications of these behaviors and project them for possible future studies.
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## 1. Introduction

We can approach a variety of problems in physics through statistical mechanics. Some examples include real magnetization systems [1,2], spin models [3,4], molecular interactions [5], fluids [6], space plasmas [7,8] among others. However, statistical mechanics can be also useful in more complex systems such as social interactions [9], traffic [10], wind energy [11], and earthquakes [12-17]. A common key element in this variety of applications is entropy, which directly points to the accessible states under given conditions. Magnetic systems and rocks under tension could both alter their configuration spaces making some external manifestations more probable/improbable. When we speak about probability of states we are reaching the domain of entropy, that "lives" in the configuration space. Entropy can be defined in different ways. This paper focuses on two forms: Tsallis entropy and mutability (or dynamical entropy).

In recent years, studies of entropy in earthquakes have been used to show the evolution of the seismic systems in time. These studies have relied on datasets coming from different zones of the Earth. In a quick summary, we can mention the following recent developments: (i) Shannon entropy has been found useful in identifying earthquake risk areas [18]; (ii) a
study established the way both the Shannon entropy and mutability reflect the seismic activity [19]; (iii) researchers have recently tested Tsallis entropy in different seismic zones of the world $[20,21]$.

In addition, in all the studies previously mentioned we can use the concept of natural time. This concept has proven to be very useful in the study of earthquakes. The natural time allows one to follow a time series step-by-step through a scaling of the time such as $\chi_{k}=k / N$ where $k$ follows the occurrence of a seismic event in time [22,23]. In the present paper, we will use it for comparison only so a simpler form is enough: the enumeration of events.

In the present article, we revisit the same seismic area of our recent articles [19,24] with the purpose of completing the study with the following recent developments: (a) for the first time we report mutability on the sequence of magnitudes (before we investigated it on intervals); (b) for the first time we compare and discuss Tsallis entropy and mutability on the same footage: this allows us to call the later "dynamical entropy"; (c) we perform a tuning process to detect the importance of the size of the time window to analyze the dynamical process; (d) we conduct a progressive approximation to days and hours prior to the large earthquake to detect premonitory signs and we believe we can report a couple of them; (e) we conclude that the aftershock regime closed quickly in this area and energy continues to accumulate at levels similar to those before the 2014 earthquakes.

## 2. Methodology

### 2.1. Data Source

Chile is placed close and almost parallel to the border of the subduction zone between the Nazca Plate and the South American Plate. This is a source of seismicity in a wide range of magnitudes along different geographical conditions. In recent years, scientists have concentrated their attention on the seismicity of the northern zone of Chile. IPOC is an outcome of this effort, which is a network of institutions from Europe and South America. Its networks have measured earthquakes on the Peru-Chile coastal margin for decades. This network's seismic data is helpful to understand the seismic dynamics in northern Chile and to identify potential risks.

Scientists are interested in the Northern zone of Chile because of its frequent earthquakes and the fact that there have been no major earthquakes in the recent past. The last historical mega-thrust earthquake in the northern zone of Chile was in 1877 [25-27]. A partial list of important recent earthquakes is: Antofagasta (1991) $M_{w} 8.0$ [28], Tarapaca (2005) $M_{w} 7.7$ [29], Tocopilla (2007) $M_{w} 7.7$ [30], and Iquique (2014) $M_{w} 6.6, M_{w} 8.1, M_{w} 7.6$ [31,32]. Each one of the previous large seisms generated a powerful chain of aftershocks. This seismicity is mainly shallow at intermediate depths (less than 80 km ). The quality of the data has improved with time due to better stations, more stations, and more coordination among seismological institutions. This is the main reason to consider only a few years before 2014, up to 2007 considering the Tocopilla seism as the last previous event.

The Iquique earthquake has a complex structure that deserves a dedicated investigation. In its simplest form, it can be viewed as a triple earthquake in 2014: $M_{w} 6.6$ on $03.16, M_{w} 8.1$ on 04.01 and $M_{w} 7.6$ on 04.03 . Each of the previous earthquakes generated aftershock activity. Even the first one (the weakest of the three) had two important aftershocks $M_{w} 6.4$ on 03.17 and on 03.23 , and several others over $M_{w} 6.0$. Alternatively, one can consider that the $M_{w} 8.1$ seism is the important one here, declaring all previous activity in the area as preshock and what came afterwards as aftershock activity; the $M_{w} 7.6$ earthquake is absorbed within the aftershock of the larger one. However, one can also choose to consider this last seism on its own, with its aftershock regime and rupture area. This is an anticipation of the results and discussions to be represented below.

It is also important to consider some previous discussions concerning the aftershock activity in this region [31-33], and a zone with a low coupling [27]. Socquet et al. in 2017 [34] showed that the major shock was led by an acceleration that started aproximately eigth months before the large earthquake. Jara et al. 2017 [35] found a strong link between shallow and intermediate depth seismic activity, showing that it may have caused the Iquique earthquake. All this evidence points to the understanding of the physical process behind the occurrence of a great earthquake and it is to this understanding that this work also contributes.

### 2.2. Handling of Data

We center our attention on the large Iquique earthquake (1 April 2014) with $M_{w} 8.1$ located at $19.589^{\circ}$ South Latitude and $70.940^{\circ}$ West Longitude; its depth was 19.91 km (data from IPOC catalogue [36]), its preshock activity and the aftershock activity recorded in the IOPC catalogue. The epicenter was situated 95 km Northwest of Iquique city and a tsunami alert was issued for Chile, Peru and Ecuador, which was later extended to Colombia and Panama. Viewed in this way, the major shock is preceded by an intense foreshock sequence and followed by a large $M_{w} 7.6$ [37] as is shown in Figure 1.


Figure 1. Number of daily earthquakes in the selected IPOC catalogue from years 2007 to 2014, fully displayed in the inset. On the abscissa axis in the main body, day 0 corresponds to 1 April 2014, coinciding with the $M_{w} 8.1$ earthquake. It can be noticed that the pre-shock activity appears about 17 days before. The aftershock response extended months afterwards.

Preparing the initial dataset comprises three steps. First, we chose the epicentral area according to the main event coordinates. We drew a "rectangle" with Lat ${ }_{-22}^{-18}$ and $L^{2} n_{-68}^{-72}$ based on the main event coordinates, and found 65,050 seisms in the IPOC catalogue. We considered all these seisms to calculate the Gutenberg-Richter relationship to define the threshold magnitude $M_{0}$ (we used the MAXC technique [38] because it is a simple method for the goals we pursue). The second step involved setting up a $M_{0} 2.2$ that is shown in the peak of the red triangles in Figure 2.

We consider all the seisms within the parallelepiped defined by Lat ${ }_{-22}^{-18}$ and $\operatorname{Lon}_{-68}^{-72}$ and 200 km depth. Longitude and depth are used as coordinates to make a map of all earthquakes, regardless of latitude. Dots represent the location of seisms in Figure 3. A careful look at this figure unveils the two plates, with the subduction front defining a downward diagonal from West to East.


Figure 2. We analyzed the data from the IPOC catalog using the Gutenberg-Richter law, including earthquakes from 2007 to 2014 with epicenters within $18^{\circ} \mathrm{S}-22^{\circ} \mathrm{S}$ and $68^{\circ} \mathrm{W}-72^{\circ} \mathrm{W}$. Circles denote the cumulative number of earthquakes; triangles denote the abundance of earthquakes for a magnitude. Based on the maximum curvature (MAXC) technique (Wiemer and Wyss, 2000), $M_{0}=2.2$.

The third step is the right panel of Figure 3 where now depth is the only variable while seisms result in a histogram giving the abundance of seisms as a function of depth. A bimodal is clearly appreciated, where the lower component receives most of its contributions from a mixture of tectonic (Continental Plate) and intra-plate earthquakes. The large deep distribution is originated within the Nazca plate. The first group of earthquakes deserves our full attention, as those earthquakes caused the most damage and could trigger deadly tsunamis. For this reason, we set the deepness filter at 70 km , corresponding to the minimum of the distribution in the right panel of Figure 3.

Moreover, we left out the shallower first 5 km to avoid contamination coming from the mining work conducted in the area. Earthquakes from 5 to 70 km will be handled in the rest of this paper. We make this cut in the dataset to focus this analysis in the zone close to the hypocenter. The number of earthquakes left for study after previous filtering is 10,640.


Figure 3. Depth distribution of earthquakes at different longitudes. Seisms at different latitudes are accumulated on this two-dimensional view. A histogram with respect to depth is presented on the right panel.

Finally, Figure 4 presents the epicentral zone with the selected earthquakes.


Figure 4. Epicentral map of the area under study: the black circle marks the city of Iquique, 95 km from the epicenter. Magnitude of the seisms are illustrated by both a proportional diameter and the color of the circles: yellow $3.0 \leq M_{w} \leq 3.9$, cyan $4.0 \leq M_{w} \leq 4.9$, pink $5.0 \leq M_{w} \leq 5.9$, orange $6.0 \leq M_{w} \leq 6.9$. The red star positions the great earthquake of Iquique with $M_{w} 8.1$, while the red triangle shows the epicenter of its main aftershock with $M_{w} 7.6$.

### 2.3. Tsallis Entropy

Let start by considering an earthquake as a critical phenomenon in a complex system (fracture zone) that experiences a phase transition from a non-equilibrium state (where stresses and strain in crust lead to fault slip) to another state (where stresses and strain have become to relax); several physical models have been developed to describe their essential properties [13,15,23,39-42]. Thereby, the maximum entropy principle has widely been applied in many out-of-equilibrium systems in physics (and other sciences), providing novel insights into their macroscopic states [43]. Sotolongo-Costa and Posadas (2004) [20] introduced the fragment-asperity interaction model for earthquake dynamics (SCP model) based on the non-extensive statistical formalism; in this model, the released seismic energy is related to the size of the fragments that fill the space between fault blocks. According to the SCP model, if $N(>M)$ is the cumulative distribution of the number of earthquakes $N$ with magnitude greater than $M$, then:

$$
\begin{equation*}
\log (N(>M))=\log (N)+\frac{2-q}{1-q} \log \left(1+a(q-1)(2-q)^{\frac{1-q}{q-2} 10^{2 M}}\right) \tag{1}
\end{equation*}
$$

where $a$ is a real number expressing the proportionality between the released seismic energy and the size of the fragments, and $q$ is the entropic index from Tsallis entropy. Equation (1) appropriately generalizes the Gutenberg-Richter relationship over a broad range of magnitudes [43] and exhibits an excellent fit to earthquake datasets [14,20,44,45]. In fact, the Gutenberg-Richter law can be easily deduced as [12,46]:

$$
\begin{equation*}
b=2 \frac{2-q}{q-1} . \tag{2}
\end{equation*}
$$

Moreover, $q$ values obtained from different regions of the world [12] are all $q \approx 1.5-1.7$, suggesting the universality of this constant.

Recently, Posadas and Sotolongo-Costa (2023) [24] established the entropy of fragments and asperities within fault fractures (i.e., within gouge fault zones) and determine their behavior during an earthquake. Authors assume the hypothesis that prior to an earthquake, the state of the system, characterized by a range of fragment sizes and stress distribution forms many "microstates" compatible with fragment distribution; such entropy can be assumed to be (relatively) large. During an earthquake, fragments are broken, while asperities and barriers are overcome. Furthermore, fragment sizes become homogenized and this decreases the number of possible "microstates", as such, entropy decreases. As this process is abrupt and rapid, the entropy decreases suddenly; it subsequently recovers as stress starts to re-accumulate. From a statistical mechanics perspective, the higher the number of microstates, the higher the entropy and vice versa.

Tsallis entropy (Equation (1)) for a continuous distribution $p(\sigma)$ of fragments of sizes $\sigma$ is given by (for simplicity we set $k=1$ ):

$$
\begin{equation*}
S=\frac{1-\int_{0}^{\infty} p^{q}(\sigma) d \sigma}{q-1} \tag{3}
\end{equation*}
$$

subject to two restrictions:

$$
\begin{equation*}
\int_{0}^{\infty} p(\sigma) d \sigma=1 \tag{4}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{0}^{\infty} \sigma p^{q}(\sigma) d \sigma=\langle\langle\sigma\rangle\rangle_{q}, \tag{5}
\end{equation*}
$$

where $\langle\langle\sigma\rangle\rangle_{q}$ is the mean of the distribution. Therefore, the maximum entropy principle allows us to form the following Lagrangian:

$$
\begin{equation*}
L(p)=\frac{1-\int_{0}^{\infty} p^{q}(\sigma) d \sigma}{q-1}-\alpha \int_{0}^{\infty} p(\sigma) d \sigma-\beta \int_{0}^{\infty} \sigma p^{q}(\sigma) d \sigma \tag{6}
\end{equation*}
$$

where $\alpha$ and $\beta$ are the Lagrange multipliers. Imposing the Lagrangian to be extreme:

$$
\begin{equation*}
\frac{\partial L}{\partial p}=0 \tag{7}
\end{equation*}
$$

after some algebra it is possible to find that:

$$
\begin{equation*}
p(\sigma)=\frac{\left[\frac{1-q}{q} \alpha\right]^{\frac{1}{q-1}}}{[1+\beta \sigma(q-1)]^{\frac{1}{q-1}}} \tag{8}
\end{equation*}
$$

where, implicitly, a cut-off condition has been used for the denominator [47]. Finally, by substituting Equation (8) into that of non-extensive entropy (Equation (3)) and solving the integral in the numerator [21], we can obtain:

$$
\begin{equation*}
S=\frac{1-\int_{0}^{\infty} p^{q}(\sigma) d \sigma}{q-1}=\frac{1-(2-q)^{\frac{1}{2-q}}}{q-1} \tag{9}
\end{equation*}
$$

This equation allows us to find the value of the entropy for a dataset and to study its behavior as a function of the non-extensive $q$ parameter; therefore, if a windowing process is carried out (i.e., choosing a certain number of earthquakes and sliding the window in time), it is possible to visualize the dynamic evolution of the seismic series in terms of non-extensive entropy. The process is as follows:

1. First, the time window $W$ is determined for the calculation of entropy; in other words, the minimum number of earthquakes used to calculate $S$ from Equation (9). In
general, the final window size is a reasonable compromise between the required resolution and smoothing results.
2. Second, parameter $b$ from the Gutenberg-Richter relationship for the chosen window $W$ is determined; this can be calculated from the classical expression of Aki (1965) [48] and the subsequent correction by Utsu (1965) [49]:

$$
\begin{equation*}
b=\frac{\log (e)}{\bar{M}-\left(M_{0}-\frac{\Delta M}{2}\right)} \tag{10}
\end{equation*}
$$

where $M_{0}$ is the threshold magnitude; $\Delta M$ is the resolution of the magnitude (usually $\Delta M=0.1$ ); and $\bar{M}$ is the average value of all possible magnitudes, which is given by:

$$
\begin{equation*}
\bar{M}=\int_{M_{0}}^{\infty} M p(M) d M \tag{11}
\end{equation*}
$$

The estimation of $M_{0}$ is performed, as we noted before, using the maximum curvature (MAXC) technique [38].
3. Finally, approximation according to Sarlis et al. (2010) [12] Equation (2) is used to determine $q$; then, the non-extensive entropy is computed for each time $t$ following Equation (9). By convention, the time attributed to each point of the analyses is the time of the last seismic event considered in each window.

### 2.4. Mutability

Information content is valuable information leading to entropy in different ways [50-52]. During the last decade or so a dynamical entropy called mutability has been introduced in an empirical way to characterize information content in a data sequence [53].

To obtain the value of mutability, we first create a vector file with the sequence or time series to be recognized (Monte Carlo simulation of the magnetization of a system, magnitude of consecutive earthquakes in a given region, variations in the value of a given economical asset, and similar sequences of measurable evolving quantities). All registers have the same number of digits filling with zeroes the empty positions. The number of bytes occupied by this vector file is $w$. This file is then compressed and the compressed file occupies $w^{*}$ bytes. Then, the value of the mutability for this sequence is defined as the ratio:

$$
\begin{equation*}
\mu(\alpha)=\frac{w^{*}}{w} \tag{12}
\end{equation*}
$$

where $\alpha$ represents the set of parameters that characterize the system (size, temperature, etc.).
In principle any data compressor can accomplish this task and blzip2 was used previously [54]. However, data compressors are based on search for repetitive chains of characters, which can accidentally occur without a physical meaning. To cope with this inaccuracy, a data compressor based on exact matching of physically meaningful information was developed under the name "world length zipper" (wlzip for short) which will be summarized next [54].

### 2.5. Algorithm of the Data Recognizer

The compressed or recognized file is a map constructed from the original, according to an algorithm that obeys the following rules:
(a) Navigate to the first register of the original file, copy it onto the compressed file as a first register followed by a space and then the digit 0 to indicate the beginning or origin of the new file.
(b) Select the following register in the original file and compare it to the already stored register(s) in the compressed file.

- If this register already exists then navigate to its row, leave a space and write to the right the "distance" or number of registers since it was previously found in the original file.
- If the register repeats itself immediately after, place a comma and the number of consecutive repetitions.
- If this register is new, then write it at a new row followed a space and then the distance to the first register.
(c) Navigate to next register and repeat the procedure given in (b) until the last register in the file.

So now we have the original file with weight $w$ and the compressed file with weight $w^{*}$. According to Equation (12) the mutability of the original file measured in this way is $w^{*} / w$.

We illustrate the concept of mutability and the use of wlzip by two sequences of 50 seisms each, both obtained from the filtered catalog defined above.

The first sequence, called "Before", lists the magnitudes of the 50 seisms beginning on 1 February 2014, covering a few days before the 6.6 earthquake. Their sequential magnitudes are: $2.4,4.0,3.8,4.0,2,2,4.6,3.5,2.9,2.2,3.0,4.1,3.1,3.1,4.3,4.3,3.6,5.5,3.5,2.4$, $3.5,2.7,2.5,2.2,2.5,2.3,2.5,2.6,3.3,2.4,2.9,2.6,2.8,2.3,2.2,2.2,2.4,3.8,4.1,2.8,2.4,2.5,2.2$, $2.5,2.8,2.3,2.5,3.4,4.0,4.0,2.9$.

The second one, called "After", gathers the sequence of magnitudes of the 50 seisms beginning with the 6.6 earthquake of March 16, 2014 and obtains the 49 following seisms. The list is the following: $6.6,4.5,4.8,4.1,3.1,5.2,4.8,4.2,3.8,3.53 .1,4.8,3.7,3.1,3.6,3.3,3.1$, $4.0,2.7,3.53 .2,4.8,2.8,3.5,2.4,4.7,3.0,2.9,3.2,4.14 .3,4.0,5.1,3.3,4.3,3.4,3.8,4.7,3.1,3.1$ $2.6,4.7,3.4,3.3,3.7,4.7,3.0,3.1,3.7,3.4$.

The procedure is illustrated in Table 1. The left-hand-side is the compressed file of "Before" called "BeforeC" and the right-hand-side is the compressed file of "After", namely, "AfterC".

Let us begin with "Before". We obtain its first register in the first row of "BeforeC" followed by its position 0 at the origin. The following register is 4.0 (new) and just one position from the first one. The next register is 3.8 (new), two positions from the origin. The next one is 4.0 , which is already listed so we navigate to its row in BeforeC and write a 2 to the right, meaning that its new position is two rows below its previous appearance. The next register is 2.2 which is new and four positions from the origin. Similarly, we continue with the new ones $4.6,3.5$ and 2.9. However, then we find 2.2 which we found found positions before so we add a 4 to its row. We continue to the magnitude 3.0 found nine positions from the origin. Next is also a new one: 4.1, ten positions distant from the origin. The following one is 3.1 , also new, but repeats itself immediately so we write its coordinate 11 then a comma and then the number of repetitions which is two. Something similar happens with magnitude 4.3 coming next. In this way we can continue applying the rules above to complete the file "Before". We perform a similar procedure to the file "After".

One first results is obvious: The length of "After" is larger than the one of "Before" and so it is its span of values. When the mutability is measured for these two files the result is 0.94 for "Before" and 1.00 for "After". It is clear that the aftershock regime brings in a larger variety of magnitudes so the information content increases and so does the mutability (dynamical entropy).

Columns identified by $f_{B}$ and $f_{A}$ give the abundance or frequency of this value in the sequence. So these columns give the histograms for the sequences Before and After, respectively. However, columns marked as MapB and MapA also represent a histogram, but with an internal structure related to the dynamics of the sequence. This is the basis of the difference between the mutability and other forms of entropy where it is only the distribution of values that matters, regardless of the way the sequence was produced.

Table 1. Illustration of the generation of the compressed files. The first column is just an enumeration of lines. The second, third and fourth (sixth, seventh and eighth) columns refer to the rules applied to file "Before" ("After"), giving the magnitude M, the relative coordinates to construct the map and the corresponding frequencies of the magnitudes of that row. Details are given in the text.

|  |  | Before |  | After |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| n | M | MapB | $f_{B}$ | M | MapA | $f_{A}$ |
| 1 | 2.4 | 0181074 | 5 | 6.6 | 0 | 1 |
| 2 | 4.0 | 12 44,2 | 4 | 4.5 | 1 | 1 |
| 3 | 3.8 | 234 | 2 | 4.8 | 24510 | 4 |
| 4 | 2.2 | 441411,28 | 6 | 4.1 | 326 | 2 |
| 5 | 4.6 | 5 | 1 | 3.1 | 463322,29 | 7 |
| 6 | 3.5 | 6112 | 3 | 5.2 | 5 | 1 |
| 7 | 2.9 | 72220 | 3 | 4.2 | 7 | 1 |
| 8 | 3.0 | 9 | 1 | 3.8 | 828 | 2 |
| 9 | 4.1 | 1027 | 2 | 3.5 | 9104 | 3 |
| 10 | 3.1 | 11,2 | 2 | 3.7 | 12324 | 3 |
| 11 | 4.3 | 13,2 | 2 | 3.6 | 14 | 1 |
| 12 | 3.6 | 15 | 1 | 3.3 | 151810 | 3 |
| 13 | 5.5 | 16 | 1 | 4.0 | 1714 | 2 |
| 14 | 2.7 | 20 | 1 | 2.7 | 18 | 1 |
| 15 | 2.5 | 21221523 | 6 | 3.2 | 208 | 2 |
| 16 | 2.3 | 24812 | 3 | 2.8 | 22 | 1 |
| 17 | 2.6 | 264 | 2 | 2.4 | 24 | 1 |
| 18 | 3.3 | 27 | 1 | 4.7 | 251244 | 4 |
| 19 | 2.8 | 3175 | 3 | 3.0 | 2620 | 2 |
| 20 | 3.4 | 46 | 1 | 2.9 | 27 | 1 |
| 21 |  |  |  | 4.3 | 304 | 2 |
| 22 |  |  |  | 5.1 | 32 | 1 |
| 23 |  |  |  | 3.4 | 3577 | 3 |
| 24 |  |  |  | 2.6 | 40 | 1 |

### 2.6. Tuning the Information Recognizer

The algorithm is now a powerful program that we offer for free-email ee.vogel@ufrontera.cl to download it. This allows us to distinguish and process different data according to what is appropriate for each system. The following adjustments need to be made:
(i) Is this a static calculation (entire file, just once) or a dynamical calculation through time windows? Answer: it is dynamic through windows with $W$ registers.
(ii) Are these successive independent or overlapping windows? Answer: we use overlapping successive windows.
(iii) If they overlap, what is the size of the overlap? We consider here a displacement of just one register between consecutive windows so the overlap is $W-1$ events.
(iv) In step (b) of the algorithm described above, a numeric comparison is performed between two registers. How many digits and which digits bear the most sensitive information to perform this comparison? An estimation is possible after inspecting the data, but we let wlzip itself find the digits that lead to a better precision. The
comparison is restricted to the $r$ digits from position i and the following $r-1$ digits; this is denoted ( $\mathrm{i}, \mathrm{r}$ ). In the examples of Table 1, all comparisons were for $\mathrm{i}=1, \mathrm{r}=3$ (the dot needs to be compared as well).
(v) If precision is needed, wlzip has the feature of handling different numeric bases (quaternary, binary, ...) which can help to discriminate intermediate positions.
WLZIP applies to any parameter $P(t)$ stored in a vector file and indeed it has been used to recognize phase transitions or criticality in different fields: magnetism [54,55], econophysics [56], polymer deposition on surfaces [57,58], wind energy optimization [59].

The first application of wlzip to seismology came recently using data from a Chilean catalogue measured by CSN [60] finding the variations in wlzip results years and months prior to large earthquakes [61]. Then the study was extended to four zones along the subduction trench, comparing their dynamics by means of Shannon entropy and mutability [19]. More recently, a deepness analysis of the same "rectangle" near Iquique was performed by means of Tsallis entropy [24].

## 3. Results

The earthquakes of 2014 have raised several questions concerning their dynamics. Here, we addressed their study computing the Tsallis entropy for the first time focusing on the magnitude of the quakes, complemented by the mutability on the same data. For the first time, we will compare these two entropies based on an analysis over time.

Figure 5 plots the Tsallis entropy for successive overlapping time windows defined by the last $W$ seisms. (A) $W=256$; (B) $W=512$; (C) $W=1024$; (D) $W=2048$. Abscissas reflect real time in days with major ticks close to a year mark. Let us examine plot (A) where, apart from oscillations, we see a broad valley around day 800, a maximum or "swelling" around day 1600, and stronger oscillations with a sharp decrease near day 2600, which roughly coincides with the big earthquake. Then, Tsallis entropy partially recovers in an oscillatory way during the aftershock regime. In Figure 5B-D we can observe similar behaviors, except that oscillations are damped due to a larger statistics upon increasing the window spans. The larger $W$ values also displaces the texture of the curves a bit to the right. The three main earthquakes that mark these complex seismic behaviors are shown by stars with the magnitudes displaced in the inset. They were vertically split since otherwise they would overlap at this scale.

It is interesting to notice how these four figures show a consistent increment in the Tsallis entropy before an abrupt decay. We believe this is a manifestation of the subduction process where the large fragments in between the Nazca plate and the South American plate prevent sliding. However, possibilities in which the dynamics can change increase with time leading to an increase in Tsallis entropy [21]. This effect begins about two years before the large earthquake which is in agreement with Socquet et al. in 2017 [34], who detected an increase in the acceleration in the displacement of the plates several months before the large earthquake.

When the fragments fracture, smaller pieces tend to fill in the interspace, thus lubricating the sliding of one plate with respect to the other. This leads to a sudden decrease in the Tsallis entropy to denote the time of the major seism and the beginning of the aftershock regime.

In addition, we should mention that prior to the large earthquakes events are mostly independent: their epicenters are at different locations, no time correlation is observed, and magnitudes are moderate. Thus, during the apparent calm period, mostly uncorrelated seisms are produced. The large $M_{w} 8.1$ earthquake fractures the fragments, unleashing a variety of correlated seismic chains in little time, causing an abrupt decrease in Tsallis entropy. As the underground layers settle, the near equilibrium goes back to the situation months or years before the violent earthquake.

In Figure 6A-D we present the mutability results for the same seisms, using the same time windows of previous figure. In all cases the plots sharply increase when the moving windows reach the time of three main earthquakes; for more clarity their times are marked using particular symbols as given in the inset. The main feature of these figures is the
abrupt growth of mutability during the earthquake period. Larger time windows moderate the oscillations, but the sharp peak near day 2600 prevails in all of them. A more subtle feature becomes more pronounced as the time window increases: for years before the activity of 2010, the mutability goes through a maximum then it decreases reaching a minimum. It then quickly recovers, maximizing during the great seismic activity.


Figure 5. Tsallis entropy on magnitude sequence in terms of real time, using four different dynamic windows $W$ as indicated in the code on top. (A) With 256 seismic events, (B) with 512 seismic events, (C) with 1024 seismic events and (D) with 2048 seismic events. Stars give the time of the most important earthquakes of the series whose magnitude is given in the inset.

Figures 5 and 6 show an inverse behavior. To understand the behavior of the mutability we must remember that it is essentially based on the special kind of histogram constructed in the way shown in Table 1. Just before the main seisms, the series are comparable to the case of BeforeC in Table 1: lower mutability. During and after the large seisms, the mutability is closer to the situation represented by the column AfterC in Table 1, namely, larger mutability values. So the mutability decreases during the calm periods before an earthquake at the same time the Tsallis entropy grows. During the large seisms and their immediate aftershock activity the mutability sharply grows at the same time Tsallis entropy sharply decreases. Turning to the aftershock period, Tsallis entropy gradually increases while the mutability gradually decreases, both in oscillatory ways.

In Figure 7 we use a window of 512 seismic events and we compute the Tsallis entropy and the mutability before the large earthquake of magnitude $M_{w} 8.1$, stopping short before including the main earthquake. Thus this series presents the instant picture 80, 40, 20 and 2 days before the major earthquake. Several features are of interest here. First, Tsallis entropy and mutability progress in complementary ways; this is probably due to the fact that Tsallis entropy is based on the real space, while mutability looks at the states in the configuration space. Second, a rather pronounced change in the dynamics of both Tsallis entropy and mutability is already noticeable 80 days before April 1, where no important seism has been reported. Third, this is confirmed 40 days prior the large earthquake, where both curves present a slight turn back. This picture remained frozen until 20 days before. Then, in the picture taken 2 days before, we have a pronounced change in both curves-a product of the 6.6 seism of March 16 and the subsequent aftershock activity. Fourth, this premonitory behavior is additional and shorter in time than the previously mentioned
maximization (minimization) of the Tsallis entropy (mutability) around the years 2011 and 2012, namely, two years in advance.


Figure 6. Mutability on magnitude sequence in real time using four different dynamic windows W as indicated in the insets. Construction is similar to previous figure but this time we choose to report the time in days, grouped in years. Stars report the three major earthquakes as given in the inset.


Figure 7. Approximation to the main shock by a dynamical window of $\mathrm{W}=512$ events. The data is the same in the four plots but time is stopped at $80,40,20$ or 2 days before the strongest $M_{w} 8.1$ quake. Eventually, a video could be a more appropriate way to represent this evolution, but the most relevant information is obtained from these four pictures. The black curve represents mutability and the blue curve Tsallis entropy.

These results show how the Tsallis entropy and the dynamic entropy could notify a change in the configuration of the seismic system days before the occurrence of a large earthquake being a contribution to the evaluation of seismic hazards in this zone. Eventually, this way of introducing the approach to the critical moment could be presented in video formto further stress the anticipation signals the system emitted before the breakdown.

Finally, Figure 8 is a remake of Figure 6 but now using the 10,640 seismic events as natural time along the abscissa axis. In this way the sequence is better appreciated. Thus, for instance, the symbols marking the three main earthquakes indicated in the inset open up, allowing to appreciate the role of each seism in each plot. The decrease in mutability before the leading earthquake is clearly manifested, especially for $\mathrm{W}=512$ and over.

More work has to be performed before claiming this could evolve into a method to diagnose seismic risk, but at the moment we leave it as a proposal or hypothesis. To delve deeper into this matter, catalogues of quality similar to IPOC are necessary, validated over many years or decades in different regions of the world. We shall attempt to conduct this with time whenever is possible.


Figure 8. Mutability on magnitude sequence in natural time using four different dynamic windows W as indicated in the insets. Despite that the data is the same as in Figure 6, the texture of the curve looks different. In particular, the stars denoting the main seisms now open up.

## 4. Conclusions

The accommodation of the ground layers under the Earth's surface is accompanied by a variation in the energy of the system which is at times released in sudden ruptures and slides with catastrophic consequences in the events known as earthquakes. However, this transit from states prior and after the seism mean also a change in the entropy of the system ("cube" formed by the rectangle on the globe and the defined deepness).

This is an out-of-equilibrium system, since external fields act on it to provoke changes. In our case, the Nazca plate is coming from the West submerging under the Continental plate. Asperities make this process a discontinuous one. For many years, large rocks can prevent the flow of the plates until they fracture. The number of possible states for the system is not constant and varies with time according to the hidden physics under the
planet's surface. However, we can have an indication of the way they change looking at the sequence of seismic data they produce.

The simultaneous application of both Tsallis entropy and mutability (dynamical entropy) to the magnitude series for the first time proved to render valuable information. Despite that magnitudes span no more than about 50 different values between 2.2 to about 7 , they can recognize meaningful states on which a statistical analysis can be performed. In the past, mutability was applied to interval series [61], where meaningful values span about three orders of magnitude with intervals expressed in minutes as the time unit.

Tsallis entropy of magnitudes grows during the time the system accumulates tension and energy. Mutability on the same magnitude series decreases during that period. This behavior can be highlighted by choosing appropriate observation windows to analyse the dynamics. Thus, Tsallis entropy responds to the conditions in the real space, while mutability is driven by the accessible states in the configuration space.

We can perform the analysis of the seismic sequence either in real time or in natural time. Therefore, the combination of both pictures is very useful for a detailed understanding of the dynamical process. The most recent results within the data provided by the IPOC catalogue show that this zone recovered rather quickly to the conditions before the major earthquakes, which is a clear sign that energy accumulation resumed.

Author Contributions: Conceptualization, D.P., E.E.V. and O.S.; Methodology, E.E.V., G.S., A.P. and O.S.; Software, G.S. and A.P.; Formal analysis, D.P., E.E.V., G.S. and A.P.; Investigation, D.P., E.E.V. and A.P.; Data curation, A.P.; Writing-original draft, D.P., E.E.V. and A.P.; Writing-review \& editing, E.E.V.; Visualization, A.P. All authors have read and agreed to the published version of the manuscript.

Funding: Partial support from the following two Chilean sources is acknowledged: Fondecyt under contract 1230055, Financiamiento Basal para Centros Científicos y Tecnológicos de Excelencia (Chile) through the Center for Development of Nanoscience and Nanotechnology (CEDENNA) under contract AFB220001. This research has been partially supported by the Agencia Estatal de Investigación (grant no. PID2021-124701NBC21 y C22); the Universidad de Almería (grant no. FEDER/UAL Project UAL2020-RNM-B1980); the Consejería de Universidad, Investigación e Innovación, Junta de Andalucía (grant no. RNM104). PPITUAL, Junta de Andalucía-FEDER 2021-2027. Programa: 54.A. A.P., D.P. and E.E.V. have been partially funded by the Spanish Project LEARNIG PID2022-143083NB-I00 by the Agencia Estatal de Investigación.

Data Availability Statement: The data set used in this article is free and can be downloaded from https://www.ipoc-network.org/welcome-to-ipoc/.

Conflicts of Interest: The authors declare no conflict of interest.

## References

1. Zhang, Y.; Zuo, T.; Cheng, Y.; Liaw, P. High-entropy Alloys with High Saturation Magnetization, Electrical Resistivity and Malleability. Sci. Rep. 2013, 3, 1455. [CrossRef] [PubMed]
2. Oumezzine, M.; Peña, O.; Kallel, S.; Zemni, S. Critical phenomena and estimation of the spontaneous magnetization through magnetic entropy change in La0.67Ba0.33Mn0.98Ti0.02O3. Solid State Sci. 2011, 13, 1829-1834. [CrossRef]
3. Sauerwein, R.A.; de Oliveira, M.J. Entropy of spin models by the Monte Carlo method. Phys. Rev. B 1995, 52, $3060-3062$. [CrossRef]
4. Zhang, Y.; Grover, T.; Vishwanath, A. Entanglement Entropy of Critical Spin Liquids. Phys. Rev. Lett. 2011, 107, 067202. [CrossRef] [PubMed]
5. Wand, A.J.; Sharp, K.A. Measuring Entropy in Molecular Recognition by Proteins. Annu. Rev. Biophys. 2018, 47, 41-61. [CrossRef]
6. Nezhad, S.Y.; Deiters, U.K. Estimation of the entropy of fluids with Monte Carlo computer simulation. Mol. Phys. 2017, 115, 1074-1085. [CrossRef]
7. Johnson, J.R.; Wing, S.; Camporeale, E. Transfer entropy and cumulant-based cost as measures of nonlinear causal relationships in space plasmas: Applications to $D_{\text {st }}$. Ann. Geophys. 2018, 36, 945-952. [CrossRef]
8. Du, S.; Zank, G.P.; Li, X.; Guo, F. Energy dissipation and entropy in collisionless plasma. Phys. Rev. E 2020, 101, 033208. [CrossRef]
9. Bailey, K. Social Entropy Theory: An overview. Syst. Pract. 1990, 3, 365-382. [CrossRef]
10. Liu, Z.; Wang, Y.; Cheng, Q.; Yang, H. Analysis of the Information Entropy on Traffic Flows. IEEE Trans. Intell. Transp. Syst. 2022, 23, 18012-18023. [CrossRef]
11. Liu, F.J.; Chang, T.P. Validity analysis of maximum entropy distribution based on different moment constraints for wind energy assessment. Energy 2011, 36, 1820-1826. [CrossRef]
12. Sarlis, N.; Skordas, E.; Varotsos, P. Nonextensivity and natural time: The case of seismicity. Phys. Rev. E 2010, 82, 021110. [CrossRef]
13. Telesca, L. Maximum likelihood estimation of the nonextensive parameters of the earthquake cumulative magnitude distribution. Bull. Seismol. Soc. Am. 2012, 102, 886-891. [CrossRef]
14. Varotsos, P.; Sarlis, N.; Skordas, E. Tsallis Entropy Index q and the Complexity Measure of Seismicity in Natural Time under Time Reversal before the M9 Tohoku Earthquake in 2011. Entropy 2018, 20, 757. [CrossRef] [PubMed]
15. Posadas, A.; Morales, J.; Ibáñez, J.; Posadas, A. Shaking earth: Non-linear seismic processes and the second law of thermodynamics: A case study from Canterbury (New Zealand) earthquakes. Chaos Solitons Fractals Nonlinear Sci. Nonequilibrium Complex Phenom. 2022, 151, 111243. [CrossRef]
16. Skordas, E.; Sarlis, N.; Varotsos, P. Precursory variations of Tsallis non-extensive statistical mechanics entropic index associated with the M9 Tohoku earthquake in 2011. Eur. Phys. J. Spec. Top. 2020, 229, 851-859. [CrossRef]
17. Sigalotti, L.; Ramírez-Rojas, A.; Vargas, C. Tsallis q-Statistics in Seismology. Entropy 2023, 25, 408. [CrossRef]
18. Santis, A.D.; Cianchini, G.; Favali, P.; Beranzoli, L.; Boschi, E. The Gutenberg-Richter Law and Entropy of Earthquakes: Two Case Studies in Central Italy. Bull. Seismol. Soc. Am. 2011, 101, 1386-1395. [CrossRef]
19. Vogel, E.E.; Brevis, F.G.; Pastén, D.; Muñoz, V.; Miranda, R.A.; Chian, A.C.-L. Measuring the sismic risk along the Nazca-South American subduction front: Shannon entropy and mutability. Nat. Hazards Earth Syst. Sci. 2020, 20, 2943 - 2960. [CrossRef]
20. Sotolongo-Costa, O.; Posadas, A. Fragment-asperity interaction model for earthquakes. Phys. Rev. Lett. 2004, 92, 048501. [CrossRef]
21. Posadas, A.; Sotolongo-Costa, O. Non-extensive entropy and fragment-asperity interaction model for earthquakes. Commun. Nonlinear Sci. Numer. Simul. 2023, 117, 106906. [CrossRef]
22. Varotsos, P.A.; Sarlis, N.; Skordas, E.S.; Uyeda, S.; Kamogawa, M. Natural time analysis of critical phenomena. Proc. Natl. Acad. Sci. USA 2011, 108, 11361-11364. [CrossRef]
23. Varotsos, P.A.; Sarlis, N.V.; Skordas, E.S. Phenomena preceding major earthquakes interconnected through a physical model. Ann. Geophys. 2019, 37, 315-324. [CrossRef]
24. Posadas, A.; Pasten, D.; Vogel, E.E.; Saravia, G. Earthquake hazard characterization by using entropy: Application to northern Chilean earthquakes. Nat. Hazards Earth Syst. Sci. 2023, 23, 1911-1920. [CrossRef]
25. Béjar-Pizarro, M.; Socquet, A.; Armijo, R.; Carrizo, D.; Genrich, J.; Simons, M. Andean structural control on interseismic coupling in the North Chile subduction zone. Nat. Geosci. 2013, 6, 462-467. [CrossRef]
26. Comte, D.; Pardo, M. Reappraisal of great historical earthquakes in the Northern Chile and Southern Peru seismic gaps. Nat. Hazards 1991, 4, 23-44. [CrossRef]
27. Métois, M.; Vigny, C.; Socquet, A. Interseismic Coupling, Megathrust Earthquakes and Seismic Swarms Along the Chilean Subduction Zone $38^{\circ} \mathrm{S}-18^{\circ} \mathrm{S}$. Pure Appl. Geophys. 2016, 173, 1431-1449. [CrossRef]
28. Delouis, B.; Monfret, T.; Dorbath, L.; Pardo, M.; Rivera, L.; Comte, D.; Haessler, H.; Caminade, J.; Ponce, L.; Kausel, E.; et al. The Mw 8.0 Antofagasta (northern Chile) earthquake of 30 July 1995: A precursor to the end of the large 1877 gap. Bull. Seismol. Soc. Am. 1997, 87, 427-445. [CrossRef]
29. Peyrat, S.; Campos, J.; de Chabalier, J.B.; Bonvalot, S.; Bouin, M.P.; Legrand, D.; Nercessian, A.; Charade, O.; Patau, G.; Clévédé, E.; et al. Tarapacá intermediate-depth earthquake (Mw 7.7, 2005, northern Chile): A slab-pull event with horizontal fault plane constrained from seismologic and geodetic observations. Geophys. Res. Lett. 2006, 33, L22308. [CrossRef]
30. Schurr, B.; Asch, G.; Rosenau, M.; Wang, R.; Oncken, O.; Barrientos, S.; Salazar, P.; Vilotte, J.P. The 2007 Mw7.7 Tocopilla northern Chile earthquake sequence: Implications for along-strike and downdip rupture segmentationand megathrust frictional behavior. J. Geophys. Res. 2012, 117, 1-19.
31. Leon-Rios, S.; Ruiz, S.; Maksymowicz, A.; Leyton, F.; Fuenzalida, A.; Madariaga, R. Diversity of the 2014 Iquique's foreshocks and aftershocks: Clues about the complex rupture process of a Mw8.1 earthquake. J. Seismol. 2016, 20, 1059-1073. [CrossRef]
32. Ruiz, S.; Métois, M.; Fuenzalida, A.; Ruiz, J.; Leyton, F.; Grandin, R.; Vigny, C.; Madariaga, R.; Campos, J. Intense foreshocks and a slow slip event preceded the 2014 Iquique Mw 8.1 earthquake. Science 2014, 345, 1165-1169. [CrossRef] [PubMed]
33. Ruiz, S.; Madariaga, R. Historical and recent large megathrust earthquakes in Chile. Tectonophysics 2018, 733, 37-56. [CrossRef]
34. Socquet, A.; Valdes, J.P.; Jara, J.; Cotton, F.; Walpersdorf, A.; Cotte, N.; Specht, S.; Ortega-Culaciati, F.; Carrizo, D.; Norabuena, E. An 8 month slow slip event triggers progressive nucleation of the 2014 Chile megathrust. Geophys. Res. Lett. 2017, 44, 4046-4053. [CrossRef]
35. Jara, J.; Socquet, A.; Marsan, D.; Bouchon, M. Long-Term Interactions Between Intermediate Depth and Shallow Seismicity in North Chile Subduction Zone. Geophys. Res. Lett. 2017, 44, 9283-9292. [CrossRef]
36. IPOC. Available online: https://www.ipoc-network.org/welcome-to-ipoc/ (accessed on 25 August 2023).
37. Brodsky, E.E.; Lay, T. Recognizing foreshocks from the 1 April 2014 Chile earthquake. Science 2014, 344, 700-702. [CrossRef]
38. Wiemer, S.; Wyss, M. Minimum magnitude of complete reporting in earthquake catalogs: Examples from Alaska, the Western United States, and Japan. Bull. Seismol. Soc. Am. 2000, 90, 859-869. [CrossRef]
39. Telesca, L. Tsallis-based nonextensive analysis of the southern California seismicity. Entropy 2011, 13, 1267-1280. [CrossRef]
40. Papadakis, G.; Vallianatos, F.; Sammonds, P. A nonextensive statistical physics analysis of the 1995 Kobe, Japan earthquake. Pure Appl. Geophys. 2015, 172, 1923-1931. [CrossRef]
41. Varotsos, P.; Sarlis, N.; Skordas, E. Identifying the occurrence time of an impending major earthquake: A review. Earthq. Sci. 2017, 30, 209-218. [CrossRef]
42. Santis, A.D.; Abbattista, C.; Alfonsi, L.; Amoruso, L.; Campuzano, S.; Carbone, M.; Cesaroni, C.; Cianchini, G.; Franceschi, G.D.; Santis, A.D.; et al. Geosystemics View of Earthquakes. Entropy 2019, 21, 412. [CrossRef]
43. Vallianatos, F.; Michas, G.; Papadakis, G. A description of seismicity based on non-extensive statistical physics: A review. In Earthquakes and Their Impact on Society; D'Amico, S., Ed.; Springer Natural Hazards: Cham, Switzerland, 2015; pp. 1-41.
44. Vilar, C.; Franca, G.; Silva, R.; Alcaniz, J. Nonextensivity in geological faults? Phys. A 2007, 377, 285-290. [CrossRef]
45. Michas G. Generalized Statistical Mechanics Description of Fault and Earthquake Populations in Corinth Rift (Greece). PhD. Thesis, University College London, London, UK, 2016.
46. Telesca, L. Analysis of Italian seismicity by using a nonextensive approach. Tectonophysics 2010, 494, 155-162. [CrossRef]
47. Khordad, R.; Rastegar Sedehi, H.; Sharifzadeh, M. Susceptibility, entropy and specific heat of quantum rings in monolayer graphene: Comparison between different entropy formalisms. J. Comput. Electron. 2022, 21, 422-430. [CrossRef]
48. Aki, K. Maximum likelihood estimate of b in the formula $\log (\mathrm{N})=\mathrm{a}-\mathrm{bm}$ and its confidence limits. Bull. Earthq. Res. Inst. Tokyo Univ. 1965, 43, 237-239.
49. Utsu, T. A method for determining the value of $b$ in a formula $\log n=a-b m$ showing the magnitude-frequency relation for earthquakes. Geophys. Bull. Hokkaido 1965, 13, 99-103.
50. Luenberg, D.G. Information Science, 2nd ed.; Princeton University Press: Princeton, NJ, USA, 2006.
51. Cover, T.M.; Thomas, J.A. Elements of Information Theory, 2nd ed.; John Wiley and Sons: New York, NY, USA, 2006.
52. Roederer, J.G. Information and Its Role in Nature, 2nd ed.; Springer: Heidelberg, Germany, 2005.
53. Vogel, E.; Saravia, G.; Bachmann, F.; Fierro, B.; Fischer, J. Phase transitions in Edwards-Anderson model by means of information theory. Phys. A 2009, 388, 4075-4082. [CrossRef]
54. Vogel, E.; Saravia, G.; Cortez, L. Data compressor designed to improve recognition of magnetic phases. Phys. A 2012, 391, 1591-1601. [CrossRef]
55. Negrete, O.A.; Vargas, P.; Peña, F.J.; Saravia, G.; Vogel, E.E. Entropy and mutability for the q-State Clock Model in Small Systems. Renew. Energy 2018, 20, 933. [CrossRef]
56. Vogel, E.; Saravia, G. Information Theory Applied to Econophysics: Stock Market Behaviors. Eur. J. Phys. B 2014, 87, 177. [CrossRef]
57. Vogel, E.; Saravia, G.; Ramirez-Pastor, A. Phase transitions in a system of long rods on two-dimensional lattices by means of information theory. Phys. Rev. E 2017, 96, 062133. [CrossRef] [PubMed]
58. Dos Santos, G.; Cisternas, E.; Vogel, E.E.; Ramirez-Pastor, A.J. Orientational phase transition in monolayers of multipolar straight ridid rods: The case of 2-thiophene molecule adsorption on the Au (111) surface. Phys. Rev. E 2023, 107, 014133. [CrossRef] [PubMed]
59. Vogel, E.E.; Saravia, G.; Kobe, S.; Schumann, R.; Schuster, R. A Novel Method to Optimize Electricity Generation from Wind Energy. Renew. Energy 2018, 126, 724-735. [CrossRef]
60. Universidad de Chile (2013): Red Sismologica Nacional. International Federation of Digital Seismograph Networks. Other/Seismic Network. 10.7914/SN/C1. Available online: https:/ / www.fdsn.org/networks/detail/C1/ (accessed on 12 April 2022).
61. Vogel, E.; Saravia, G.; Pastén, D.; Muñoz, V. Time-series analysis of earthquake sequences by means of information recognizer. Tectonophysics 2017, 712-713, 723-728. [CrossRef]

Disclaimer/Publisher's Note: The statements, opinions and data contained in all publications are solely those of the individual author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to people or property resulting from any ideas, methods, instructions or products referred to in the content.

