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Abstract: Software estimation involves meeting a huge number of different requirements, such as
resource allocation, cost estimation, effort estimation, time estimation, and the changing demands
of software product customers. Numerous estimation models try to solve these problems. In our
experiment, a clustering method of input values to mitigate the heterogeneous nature of selected
projects was used. Additionally, homogeneity of the data was achieved with the fuzzification method,
and we proposed two different activation functions inside a hidden layer, during the construction of
artificial neural networks (ANNs). In this research, we present an experiment that uses two different
architectures of ANNs, based on Taguchi’s orthogonal vector plans, to satisfy the set conditions,
with additional methods and criteria for validation of the proposed model, in this approach. The
aim of this paper is the comparative analysis of the obtained results of mean magnitude relative
error (MMRE) values. At the same time, our goal is also to find a relatively simple architecture
that minimizes the error value while covering a wide range of different software projects. For this
purpose, six different datasets are divided into four chosen clusters. The obtained results show
that the estimation of diverse projects by dividing them into clusters can contribute to an efficient,
reliable, and accurate software product assessment. The contribution of this paper is in the discovered
solution that enables the execution of a small number of iterations, which reduces the execution time
and achieves the minimum error.

Keywords: software development estimation; artificial neural network design; orthogonal array-
based experiment; clustering; fuzzification; activation function choices

1. Introduction

In recent years, due to a significant evolution in adopting and developing new tech-
nologies and methodologies in the area of software effort estimation, many researchers are
attempting to optimize the accuracy of this process [1,2]. Since this is one of the crucial
processes in completing a software product, there is a continuous need for questioning
both overestimation and underestimation [3]. We can relate costs to the project in the
initial phase, depending upon the efforts needed [4,5]. This involves a large number of
efficiency reviews using different techniques. Two essential types of estimation techniques,
like model-based and expert-based techniques, have been introduced.

The first one has a foundation depending on mathematical models, while the second
one has accepted human guidance [6]. Nowadays, estimation has turned attention to vari-
ous machine-learning (ML) methods and hybrid approaches that combine parametric and
non-parametric models [7–9]. Researchers use different higher-order ANN architectures
and deep-learning networks to combine parametric models such as COCOMO, FP, and
UCP for use in software effort estimation. This shift of interest occurred because of the
preponderance of traditional approaches focusing on particular aspects of the process of
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development, while ignoring others. Additionally, some of these adjustment factors might
be affected by specific rules, work environments, or even different cultures [10].

The essential part of using artificial intelligence (AI) in software effort estimation is
the construction of the Artificial Neural Network (ANN) architecture [11]. ANNs have
learning adaptability and are good at modeling complex nonlinear relationships. They are
also flexible in incorporating expert knowledge into the prediction model. The software
market proposes many software cost estimation models developed using ANNs over the
years [12,13].

New approaches founded on ANN architecture have disadvantages that indicate the
optimal set of parameters during training, when achieving the convergence rate and the
required accuracy. This results in a vast number of iterations that need to be performed. In
this paper, we propose two different ANN architectures, based on the Taguchi method for
robust design which uses three software development attributes in COCOMO (constructive
cost model) models as control variables (scale factors, cost factors, and software size) [14].
COCOMO is an algorithmic cost model where, with the help of mathematical functions, a
context between software metrics and project costs is created. Actual effort is the real value
of a project based on the number of lines of code expressed in person-months (PM).

The critical decisions that defined the objective of our research are as follows: (1) a com-
parison of the two activation functions within the hidden layer of the ANN architectures,
in order to reduce the number of iterations required to assess efforts to develop software
projects; (2) a comparison of the obtained MMRE results, depending on the complexity of
the proposed architecture; (3) finding one of the most efficient methods of encoding and
decoding input values, such as the fuzzification method; (4) ascertaining the minimum
number of iterations to be performed, i.e., shortened estimation time; (5) the division of
data sets into clusters according to the actual effort, to mitigate the heterogeneous nature
of the projects; (6) the testing and validation of different data sets in order to prevent errors
and confirm results.

In our approach, we introduce six different datasets in three phases of the experiment
using fuzzification [15–17] and the clustering method, to prove the reliability and accuracy
of our model. To homogenize the heterogeneous nature of the projects, we divide the
input signals using four different clusters, according to their actual efficiency. The Taguchi
method includes orthogonal vector arrays that are explicitly ordered in the matrix [18,19].
This method allows the development of a prediction method that is less complex and
much more useful. We use a back-propagation neural network [20] and relate it with
the two different orthogonal arrays (OA). The number of parameters equals the number
of weights of the ANN. The interval containing the solution is gradually dwindling, as
the result of an iterative robust design algorithm. The numerical value of the cost-effect
function that is observed in every examination in data distribution is sensitive to individual
predictions [1,3]. To increase the stability and safety of the experiment, prediction and
correlation between the estimated and actual values are calculated. Metrics to monitor
progress, such as the mean absolute error (MAE), and mean magnitude relative error
(MMRE), were used. Besides reducing the values, we compare the obtained MMRE results
with two different activation functions like the sigmoid function and hyperbolic tangent
function. Finally, to confirm our experiment’s and functions’ obtained values and efficiency,
two different ANN architectures and activation functions are compared.

The motivation of our research is to achieve:

• A simple ANN architecture that requires a short training time (small number of
iterations, i.e., epoch, which is less than 10). Acceptable error for application in other
areas with a critical mission, where a rapid response time to the studied problem
is required;

• A stable training process of ANN architecture, no oscillations, peaks, etc.;
• A reliable ANN architecture training process that has been validated on a large number

of datasets from practice;
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• The minimization of the required number of observations in order to quickly and
effectively train the ANN architecture;

• The prediction accuracy required to be the same or better than other approaches (CO-
COMO, function point analysis, use case point analysis, etc.), which can be compared
to estimating the magnitude of software development efforts.

The outcome of our research is as follows:

• The method of clustering achieved homogenization of the heterogeneous nature of
the projects of each used dataset;

• The MMRE value is in the range of 30.1% to 48.2% for the ANN-L27 architecture,
depending on the nature of the projects of the dataset used;

• The MMRE value is in the range of 31.1% to 49.2% for the ANN-L36 architecture,
depending on the nature of the projects of the dataset used;

• The best results are achieved with the sigmoid activation function of the hidden layer
and the output layer;

• The number of iterations performed is in the range of 5 to 9, depending on the given
dataset and the cluster within the dataset;

• The model’s efficiency, reliability, and accuracy were confirmed through two correla-
tion coefficients (Pearson’s and Spearman’s);

• Additional prediction monitoring found that the ANN-L36 architecture was about
1% better.

Our proposed approach can be applied to the implementation of software projects
in the field of software engineering, as well as in other areas such as medicine, nuclear
sciences, speech recognition, solar systems, neuroscience, and others [21–23].

This paper is structured as follows: Section 2 provides an overview of the latest
research in the area of software estimation using various ML algorithms and ANNs.
Section 3 describes the proposed approach to software development estimation. It is
divided into three parts: the first part presents a robust design technique based on Taguchi
orthogonal arrays, the second part presents information on the dataset used, and the
third part describes the methodology used in detail. The results obtained are discussed in
Section 4, while concluding remarks and ideas for future work are given in Section 5.

2. Related Work

One of the riskier projects in the modern industrial arena is developing software
projects [24]. Customer requirements, methodology, tools, and the intangible nature of the
products can significantly impact the project schedule, the quality of the software product,
estimated effort, and related costs. In this manner, the risk of successful completion of the
project can be understood as an event that could have the consequences of a particular
hazard [25–27].

Many studies state that risk assessment in software project planning is rarely found
and is often challenging to implement [28,29]. Machine learning (ML), as one of the
branches of artificial intelligence, has gained importance in the field of software assessment.
The study [6] optimizes the estimation of costs in software development, using the CO-
COMO 2000 and applying two different algorithms on presented models, like the dolphin
algorithm and the hybrid dolphin and bat algorithm (DolBat). The results show a lower
value of magnitude relative error (MRE). However, in our approach, we show that it is
possible to reduce this MRE value, i.e., to obtain better results with a relatively simple ANN
architecture to perform a minimum number of iterations, reducing the estimation time.

Research by [20,30] represents the use of a combined technique, as they combine an
application of ML that improves the COCOMO model using ANNs; however, the results
achieved for MRE were again relatively high. An interesting study was conducted on
different neural network algorithms, and their comparison to accurately estimate software
costs. This study also used other activation functions that gave worse results than the
sigmoid function [31].
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Contrary to our approach, the speed of convergence in their work is much slower. In
other studies, like that in [32], a two-layer network was used as an improved model to
minimize the MRE value between actual costs and estimated costs.

The research model of a multilayer neural network for estimating software effort in
real-world applications [33–35], with the function of activating identity on the input layer,
hidden layer, and the output layer, achieved a slightly better result. However, a smaller
number of performed iterations is not achieved.

Contrary to our approach, other researchers, for example in the study by [36], analyze
different feature selection algorithms to increase the accuracy of software development
effort predictions. Moreover, they investigate both bio- and non-bio-inspired algorithms. In
comparison, the authors in the study by [37] focus on comparing the stochastic regression
models with the proposed gradient boosting regressor model.

Based on several experiments, we conclude that a more complex architecture gives a
lower value of MMRE. By introducing a new, more complex ANN-L36 architecture, we
tried to reduce the value of MMRE, compared to the ANN-L27 architecture. In addition
to the clustering method, which in our previous study was limited to three selected
clusters, in this experiment, we increased the granularity by dividing the datasets into
four clusters and introducing the fuzzification as well as defuzzification methods. The
heterogeneous nature of the projects is further mitigated and controlled by these methods.
In addition, a comparison with another activation function in the hidden layer, such as
the hyperbolic tangent, was discussed. In this approach, the number of required iterations
is further reduced, which results in shortening the time required for fast and accurate
estimation because the convergence rate of the two proposed ANN architectures is less
than 8. Monitoring the correlation coefficients and prediction on three different criteria
confirmed the efficiency of the proposed approach.

3. Proposed Approach

The ANN network architecture includes input values, none or more hidden layers, and
an output layer. The shape, type, and size of ANN training parameters affect the specific
ANN architecture. In constructing all the proposed architectures in this paper, the Taguchi
orthogonal array was used to optimize the design parameters. In ANN design that uses
the Taguchi methodology, the engineer must recognize the application problem well. The
advantage of this approach over other nonlinear models is based on estimating any function
with optional precision. To simplify optimization problems, this paper uses various Taguchi
orthogonal arrays representing the MFFN (multilayer feed-forward neural network) class,
which has a vital role in solving various types of problems in science, engineering, and
engineering medicine, pattern recognition, nuclear sciences, and other fields [1]. In order
to construct a high-performance MFFN, no clearly defined theory allows the calculation of
ideal parameter settings. This leads to the conclusion that even small changes in parameters
can cause significant differences in the behavior of almost all networks. In [2], an analysis
of neural network design factors and object functions is given, in which an architecture
with one or two hidden layers is recommended. Based on the Kolmogorov–Smirnov test, a
recommendation is given that the number of neurons in the hidden layer should be twice
the number of input neurons, increased by one, i.e., N-input + 1. The results for each of
the 240 experiments were collected. The authors showed that a specific neural network
configuration is required to achieve convergence, along with the accuracy of the trained
network, when a set of test data is obtained. They also concluded that the number of
hidden layers (one or two) has a minimal effect on the network accuracy but is rather
significant at the convergence speed. Considering these results, we adopted a trial-and-
error strategy, because most existing theoretical works for generalization fail to explain
the performance of neural networks in practice. There are many different domains where
various AI methods have been applied as solution approaches, such as online learning,
scheduling, multi-objective optimization, vehicle routing, medicine, data classification, and
others (not only software development estimation) [38–43].
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In our experiment, two different architectures of artificial neural networks were
proposed. These architectures are based on two different Taguchi orthogonal plan vectors.
The architecture of the artificial neural network is established on the orthogonal array
L27, with 13 weight parameters. It consists of one input layer, one hidden layer, and one
output layer. The input layer has three input values (signals): X1 = E, X2 = PEMi, and
X3 = KLOC. By combining the input values and weight parameters using the appropriate
activation function, the obtained values are: Y1, Y2, and Y3 in the hidden layer. One output
size—the estimated effort—is calculated by combining the sizes from the hidden layer and
the remaining weight parameters. OA denotes the output value in Figure 1. Later in the
paper, this is referred to as ANN-L27. The architecture of the artificial neural network is
established on the orthogonal array L36, with 23 weight parameters. It consists of one
input layer, two hidden layers, and one output layer. The input layer has three input values
(signals): X1 = E, X2 = PEMi, and X3 = KLOC. By combining the input values and weight
coefficients with the appropriate activation function, the values are obtained: Y1, Y2, Y3,
and Y4 in the first hidden layer. Two values are calculated in the second hidden layer,
Z1 and Z2, by combining the values from the first hidden layer with the corresponding
weight parameters. One output value—estimated effort—is calculated by combining two
values with weight parameters from the second hidden layer. OA denotes the output value
in Figure 2, later in the paper referred to as ANN-L36. After several trial experiments,
those clustering and fuzzification methods that gave the best results were selected. The
method that divides the input signals into four clusters according to the value of the actual
effort has made it possible to lower the error and control the heterogeneous values of the
selected projects. The fuzzification method further homogenizes the data to reduce the
number of iterations as much as possible. After all three phases of the experiment (training,
testing and validation of the two proposed ANN architectures), to determine the validity,
reliability, and efficiency of the proposed models, the prediction and correlation of all six
used datasets were monitored.

3.1. Robust Design Technique—Taguchi Orthogonal Arrays

The first proposed ANN architecture in our experiment is ANN-L27. This architecture
is based on the Taguchi orthogonal array L27 with 13 parameters [1–3] (Wi, I = 1, . . . , 13),
and three levels: L1, L2, and L3 (Figure 1, Table 1).

Figure 1. ANN architecture with one hidden layer (ANN-L27).
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Table 1. Taguchi orthogonal array OA(313) for ANN-L27.

ANN-L27 W1 W2 W3 W4 W5 W6 W7 W8 W9 W10 W11 W12 W13

ANN1 L1 L1 L1 L1 L1 L1 L1 L1 L1 L1 L1 L1 L1
ANN2 L1 L1 L1 L1 L2 L2 L2 L2 L2 L2 L2 L2 L2
ANN3 L1 L1 L1 L1 L3 L3 L3 L3 L3 L3 L3 L3 L3
ANN4 L1 L2 L2 L2 L1 L1 L1 L2 L2 L2 L3 L3 L3
ANN5 L1 L2 L2 L2 L2 L2 L2 L3 L3 L3 L1 L1 L1
ANN6 L1 L2 L2 L2 L1 L1 L1 L3 L3 L3 L2 L2 L2
ANN7 L1 L3 L3 L3 L1 L1 L1 L3 L3 L3 L2 L2 L2
ANN8 L1 L3 L3 L3 L2 L2 L2 L1 L1 L1 L3 L3 L3
ANN9 L1 L3 L3 L3 L3 L3 L3 L2 L2 L2 L1 L1 L1
ANN10 L2 L1 L2 L3 L1 L2 L3 L1 L2 L3 L1 L2 L3
ANN11 L2 L1 L2 L3 L2 L3 L1 L2 L3 L1 L2 L3 L1
ANN12 L2 L1 L2 L3 L3 L1 L2 L3 L1 L2 L3 L1 L2
ANN13 L2 L2 L3 L1 L1 L2 L3 L2 L3 L1 L3 L1 L2
ANN14 L2 L2 L3 L1 L2 L3 L1 L3 L1 L2 L1 L2 L3
ANN15 L2 L2 L3 L1 L3 L1 L2 L1 L2 L3 L2 L3 L1
ANN16 L2 L3 L1 L2 L1 L2 L3 L3 L1 L2 L2 L3 L1
ANN17 L2 L3 L1 L2 L2 L3 L1 L1 L2 L3 L3 L1 L2
ANN18 L2 L3 L1 L2 L3 L1 L2 L2 L3 L1 L1 L2 L3
ANN19 L3 L1 L3 L2 L1 L3 L2 L1 L3 L2 L1 L3 L2
ANN20 L3 L1 L3 L2 L2 L1 L3 L2 L1 L3 L2 L1 L3
ANN21 L3 L1 L3 L2 L3 L2 L1 L3 L2 L1 L3 L2 L1
ANN22 L3 L2 L1 L3 L1 L3 L2 L2 L1 L3 L3 L2 L1
ANN23 L3 L2 L1 L3 L2 L1 L3 L3 L2 L1 L1 L3 L2
ANN24 L3 L2 L1 L3 L3 L2 L1 L1 L3 L2 L2 L1 L3
ANN25 L3 L3 L2 L1 L1 L3 L2 L3 L2 L1 L2 L1 L3
ANN26 L3 L3 L2 L1 L2 L1 L3 L1 L3 L2 L3 L2 L1
ANN27 L3 L3 L2 L1 L3 L2 L1 L2 L1 L3 L1 L3 L2

The second proposed ANN architecture in our experiment is ANN-L36. This ar-
chitecture is based on the Taguchi Orthogonal Array L36, with 23 parameters [1–3]
(Wi, I = 1, . . . , 23). It consists of two parts. The first part has 11 parameters on two
levels, L1 and L2, while the second part has 12 parameters on three levels, L1, L2, and L3
(Figure 2, Table 2).

Table 2. Taguchi orthogonal array OA(211312) for ANN-L36.

ANN-L36 W1 W2 W3 W4 W5 W6 W7 W8 W9 W10 W11 W12 W13 W14 W15 W16 W17 W18 W19 W20 W21 W22 W23

ANN1 L1 L1 L1 L1 L1 L1 L1 L1 L1 L1 L1 L1 L1 L1 L1 L1 L1 L1 L1 L1 L1 L1 L1
ANN2 L1 L1 L1 L1 L1 L1 L1 L1 L1 L1 L1 L2 L2 L2 L2 L2 L2 L2 L2 L2 L2 L2 L2
ANN3 L1 L1 L1 L1 L1 L1 L1 L1 L1 L1 L1 L3 L3 L3 L3 L3 L3 L3 L3 L3 L3 L3 L3
ANN4 L1 L1 L1 L1 L1 L2 L2 L2 L2 L2 L2 L1 L1 L1 L1 L2 L2 L2 L2 L3 L3 L3 L3
ANN5 L1 L1 L1 L1 L1 L2 L2 L2 L2 L2 L2 L2 L2 L2 L2 L3 L3 L3 L3 L1 L1 L1 L1
ANN6 L1 L1 L1 L1 L1 L2 L2 L2 L2 L2 L2 L3 L3 L3 L3 L1 L1 L1 L1 L2 L2 L2 L2
ANN7 L1 L1 L2 L2 L2 L1 L1 L1 L2 L2 L2 L1 L1 L2 L3 L1 L2 L3 L3 L1 L2 L2 L3
ANN8 L1 L1 L2 L2 L2 L1 L1 L1 L2 L2 L2 L2 L2 L3 L1 L2 L3 L1 L1 L2 L3 L3 L1
ANN9 L1 L1 L2 L2 L2 L1 L1 L1 L2 L2 L2 L3 L3 L1 L2 L3 L1 L2 L2 L3 L1 L1 L2
ANN10 L1 L2 L1 L2 L2 L1 L2 L2 L1 L1 L2 L1 L1 L3 L2 L1 L3 L2 L3 L2 L1 L3 L2
ANN11 L1 L2 L1 L2 L2 L1 L2 L2 L1 L1 L2 L2 L2 L1 L3 L2 L1 L3 L1 L3 L2 L1 L3
ANN12 L1 L2 L1 L2 L2 L1 L2 L2 L1 L1 L2 L3 L3 L2 L1 L3 L2 L1 L2 L1 L3 L2 L1
ANN13 L1 L2 L2 L1 L2 L2 L1 L2 L1 L2 L1 L1 L2 L3 L1 L3 L2 L1 L3 L3 L2 L1 L2
ANN14 L1 L2 L2 L1 L2 L2 L1 L2 L1 L2 L1 L2 L3 L1 L2 L1 L3 L2 L1 L1 L3 L2 L3
ANN15 L1 L2 L2 L1 L2 L2 L1 L2 L1 L2 L1 L3 L1 L2 L3 L2 L1 L3 L2 L2 L1 L3 L1
ANN16 L1 L2 L2 L2 L1 L2 L2 L1 L2 L1 L1 L1 L2 L3 L2 L1 L1 L3 L2 L3 L3 L2 L1
ANN17 L1 L2 L2 L2 L1 L2 L2 L1 L2 L1 L1 L2 L3 L1 L3 L2 L2 L1 L3 L1 L1 L3 L2
ANN18 L1 L2 L2 L2 L1 L2 L2 L1 L2 L1 L1 L3 L1 L2 L1 L3 L3 L2 L1 L2 L2 L1 L3
ANN19 L2 L1 L2 L2 L1 L1 L2 L2 L1 L2 L1 L1 L2 L1 L3 L3 L3 L1 L2 L2 L1 L2 L3
ANN20 L2 L1 L2 L2 L1 L1 L2 L2 L1 L2 L1 L2 L3 L2 L1 L1 L1 L2 L3 L3 L2 L3 L1
ANN21 L2 L1 L2 L2 L1 L1 L2 L2 L1 L2 L1 L3 L1 L3 L2 L2 L2 L3 L1 L1 L3 L1 L2
ANN22 L2 L1 L2 L1 L2 L2 L2 L1 L1 L1 L2 L1 L2 L2 L3 L3 L1 L2 L1 L1 L3 L3 L2
ANN23 L2 L1 L2 L1 L2 L2 L2 L1 L1 L1 L2 L2 L3 L3 L1 L1 L2 L3 L2 L2 L1 L1 L3
ANN24 L2 L1 L2 L1 L2 L2 L2 L1 L1 L1 L2 L3 L1 L1 L2 L2 L3 L1 L3 L3 L2 L2 L1
ANN25 L2 L1 L1 L2 L2 L2 L1 L2 L2 L1 L1 L1 L3 L2 L1 L2 L3 L3 L1 L3 L1 L2 L2
ANN26 L2 L1 L1 L2 L2 L2 L1 L2 L2 L1 L1 L2 L1 L3 L2 L3 L1 L1 L2 L1 L2 L3 L3
ANN27 L2 L1 L1 L2 L2 L2 L1 L2 L2 L1 L1 L3 L2 L1 L3 L1 L2 L2 L3 L2 L3 L1 L1
ANN28 L2 L2 L2 L1 L1 L1 L1 L2 L2 L1 L2 L1 L3 L2 L2 L2 L1 L1 L3 L2 L3 L1 L3
ANN29 L2 L2 L2 L1 L1 L1 L1 L2 L2 L1 L2 L2 L1 L3 L3 L3 L2 L2 L1 L3 L1 L2 L1
ANN30 L2 L2 L2 L1 L1 L1 L1 L2 L2 L1 L2 L3 L2 L1 L1 L1 L3 L3 L2 L1 L2 L3 L2
ANN31 L2 L2 L1 L2 L1 L2 L1 L1 L1 L2 L2 L1 L3 L3 L3 L2 L3 L2 L2 L1 L2 L1 L1
ANN32 L2 L2 L1 L2 L1 L2 L1 L1 L1 L2 L2 L2 L1 L1 L1 L3 L1 L3 L3 L2 L3 L2 L2
ANN33 L2 L2 L1 L2 L1 L2 L1 L1 L1 L2 L2 L3 L2 L2 L2 L1 L2 L1 L1 L3 L1 L3 L3
ANN34 L2 L2 L1 L1 L2 L1 L2 L1 L2 L2 L1 L1 L3 L1 L2 L3 L2 L3 L1 L2 L2 L3 L1
ANN35 L2 L2 L1 L1 L2 L1 L2 L1 L2 L2 L1 L2 L1 L2 L3 L1 L3 L1 L2 L3 L3 L1 L2
ANN36 L2 L2 L1 L1 L2 L1 L2 L1 L2 L2 L1 L3 L2 L3 L1 L2 L1 L2 L3 L1 L1 L2 L3
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Figure 2. ANN architecture with one hidden layer (ANN-L36).

3.2. Used Dataset

Through all phases of the experiment, both ANN-L27 and ANN-L36 were used. For
the first phase of our training experiment, 87 projects from the COCOMO 2000 dataset
were chosen. Table 3 shows that the 23 projects from the COCOMO 2000 were used in the
testing phase. Once again, to check and confirm the obtained results, four datasets for the
third phase of our experiment were used. In the first validation, randomized 46 selected
projects from the COCOMO 81 dataset were used. In the second validation, 60 projects
from the NASA dataset were used. Finally, in the third validation, the Kemerer dataset
with a dataset of industrial projects (15 + 5) was used. Finally, in the fourth validation, a
Desharnais dataset of 80 projects was used. Basic information on the datasets used is shown
in Table 3. Within Dataset_1, the data range is from minimum actual effort values from
8.4 to maximum actual effort values of 8211, expressed in person-months [PM]. In all other
phases of the experiment, datasets that have project values within this scope were used.
This infers taking projects of different scales that require different efforts to implement
them, as shown in Table 4. Data sets are selected depending on input sizes. In this paper,
input sizes are the determining factor for selecting datasets. In the paper [44], the authors
showed that the R2 value for COCOMO is 0.7203 and, for example, for the Function Point is
0.4392, which is additional proof that our approach is statistically reliable. In our paper, this
is confirmed with the Pearson’s and Spearman’s rho correlation coefficients. Furthermore,
the paper published in Elsevier [7] presented the analysis about ISBSG-10 dataset usage,
and the results tell us that only one of 80 authors used this dataset for COCOMO-based
attributes as software efforts predictors. The authors in the paper [45] did not consider
the ISBSG, which is the most used one. Based on the correlation values, we choose the
appropriate datasets [6,20,46]. The results in Table 4. indicate the heterogeneous nature of
the designs of each dataset used and directly affect the prediction results within all three
phases/parts of the experiment (training, testing, validation). It can be seen that the data
sets from 1 to 6 are very heterogeneous in terms of the programming languages used, the
duration of application development, and an extensive range of actual effort values, with a
large standard deviation. Datasets used in this experiment are publicly available at [47].

Table 3. Information about datasets in all three phases of the experiment.

Dataset Number of Projects Phase in
Experiment

Dataset_1 COCOMO 2000 dataset 87 Training
Dataset_2 COCOMO 2000 dataset 23 Testing
Dataset_3 COCOMO 81 46 Validation1
Dataset_4 NASA dataset 60 Validation2
Dataset_5 Kemerer dataset + Industrial projects 15 + 5 Validation3
Dataset_6 Desharnais 80 Validation4
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Table 4. The basic statistics regarding datasets in all three phases of the experiment.

Dataset Number of Projects Min [PM] Max [PM] Mean [PM] Stand Deviation [PM]

Dataset_1 87 8.4 8211.0 630.9 1181.3
Dataset_2 23 12.0 1924.5 487.8 559.3
Dataset_3 46 33.0 6599.9 651.9 1373.9
Dataset_4 60 8.4 3240.0 406.4 656.9
Dataset_5 20 23.2 1780.0 408.6 462.1
Dataset_6 80 54.6 2394.0 504.6 441.8

3.3. Applied Methodology

The following robust design algorithm shows all three phases of our experiment with
the selected methodology, which gave the best results, as shown in Figure 3.

Figure 3. Algorithm for the robust design of the experiment.

The first phase of data training in the proposed experiment is described in the follow-
ing steps:

Step 1. Input layer

The three input signals for the two proposed architectures ANN-L27 and ANN-L36
are: X1 = E, X2 = PEMi, and X3 = KLOC, according to Formulas (1)–(7):

E f f ort = A× [SIZE]E ×
17

∏
i=1

EMi (1)



Entropy 2021, 23, 854 9 of 21

E = B + 0.01×
5

∑
j=1

SFj, where A = 2.94, B = 0.91 (2)

E f f ort[PM] = 2.94× [SIZE]E × PEMi (3)

PEMi =
17

∏
i=1

EMi (4)

Time = C× (E f f ort)F (5)

F = D + 0.2× 0.01×
5

∑
j=1

SFj, where C = 3.67, D = 0.28 (6)

People = Effort/Time (7)

A and B are the fundamental constants for calibration; KSLOC (thousands of source
lines of code) stated for the size of the software project; SFj represents five scale factors
(prec, flex, resl, team, pmat); EMi stated for seventeen effort multipliers (rely, cplx, data,
ruse, time, stor, pvol, acap, pcap, pcon, apex, plex, ltex, tool, sced, site, docu). In the input
layer for the first phase of the experiment, 87 projects from the COCOMO 2000 dataset were
used. They are divided into four clusters according to the actual effort value, as follows:
small cluster (projects less than 90 PM), medium cluster (projects between 90 PM and 500
PM), large cluster (projects between 500 PM and 1000 PM), and very large cluster (projects
larger than 1000 PM).

Step 2. Fuzzification method

In addition to the method of clustering, the different nature of the data needs to be
further homogenized. This will be achieved by using the method of fuzzification [48,49],
which involves mapping all three inputs. E, PEMi, and KLOC, into real values from
the interval [0,1]. Function µD(X):R→[0,1], µD = (Xi − Xmin)/(Xmax − Xmin). D is the set of
input data.

Step 3. The hidden and output layer functions use two different activation functions
for both proposed ANN architectures. EstEffANN represents the output values of the
proposed model.

1. Sigmoid function: yi= 1
1+e−xi

,i=1,n

Hidden and output layer functions for ANN-L27 architecture, according to
Formulas (8)–(11):

Y1 =
1

1 + e−(X1·W1+X2·W4+X3·W7)
(8)

Y2 =
1

1 + e−(X1·W2+X2·W5+X3·W8)
(9)

Y3 =
1

1 + e−(X1·W3+X2·W6+X3·W9)
(10)

EstE f f ANN − L27 =
1

1 + e−(Y1·W10+Y2·W11+Y3·W12+1·W13)
(11)

where Y1, Y2, Y3 are calculated values from the hidden layer and EstEffANN-L27 is the
output value.

Hidden and output layer functions for ANN-L36 architecture, according to
Formulas (12)–(18):

Y1 =
1

1 + e−(X1·W1+X2·W5+X3·W9)
(12)
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Y2 =
1

1 + e−(X1·W2+X2·W6+X3·W10)
(13)

Y3 =
1

1 + e−(X1·W3+X2·W7+X3·W11)
(14)

Y4 =
1

1 + e−(X1·W4+X2·W8+X3·W12)
(15)

Z1 =
1

1 + e−(Y1·W13+Y2·W15+Y3·W17+Y4·W19)
(16)

Z2 =
1

1 + e−(Y1·W14+Y2·W16+Y3·W18+Y4·W20)
(17)

EstE f f ANN − L36 =
1

1 + e−(Z1·W21+Z2·W22+1·W23)
(18)

where Y1, Y2, Y3 and Y4 are calculated values from the first hidden layer, Z1 and Z2 are calculated
values from the second hidden layer and EstEffANN-L36 is the output value.

2. Hyperbolic tangent: y
i= exi−e−xi

e−xi +e−xi
,i=1,n

Hidden and output layer functions for ANN-L27 architecture, according to
Formulas (19)–(22):

Y1 =
e(X1·W1+X2·W4+X3·W7) − e−(X1·W1+X2·W4+X3·W7)

e(X1·W1+X2·W4+X3·W7) + e−(X1·W1+X2·W4+X3·W7)
(19)

Y2 =
e(X1·W2+X2·W5+X3·W8) − e−(X1·W2+X2·W5+X3·W8)

e(X1·W2+X2·W5+X3·W8) + e−(X1·W2+X2·W5+X3·W8)
(20)

Y3 =
e(X1·W3+X2·W5+X3·W9) − e−(X1·W3+X2·W5+X3·W9)

e(X1·W3+X2·W5+X3·W9) + e−(X1·W3+X2·W5+X3·W9)
(21)

EstE f f ANN − L27 =
e(Y1·W10+Y2·W11+Y3·W12+1·W13) − e−(Y1·W10+Y2·W11+Y3·W12+1·W13)

e(Y1·W10+Y2·W11+Y3·W12+1·W13) + e−(Y1·W10+Y2·W11+Y3·W12+1·W13)
(22)

where Y1, Y2, Y3 are calculated values from the hidden layer and EstEffANN-L27 is the
output value.

Hidden and output layer functions for ANN-L36 architecture, according to
Formulas (23)–(29):

Y1 =
e(X1·W1+X2·W5+X3·W9) − e−(X1·W1+X2·W5+X3·W9)

e(X1·W1+X2·W5+X3·W9) + e−(X1·W1+X2·W5+X3·W9)
(23)

Y2 =
e(X1·W2+X2·W6+X3·W10) − e−(X1·W2+X2·W6+X3·W10)

e(X1·W2+X2·W6+X3·W10) + e−(X1·W2+X2·W6+X3·W10)
(24)

Y3 =
e(X1·W3+X2·W7+X3·W11) − e−(X1·W3+X2·W7+X3·W11)

e(X1·W3+X2·W7+X3·W11) + e−(X1·W3+X2·W7+X3·W11)
(25)

Y4 =
e(X1·W4+X2·W8+X3·W12) − e−(X1·W4+X2·W8+X3·W12)

e(X1·W4+X2·W8+X3·W12) + e−(X1·W4+X2·W8+X3·W12)
(26)

Z1 =
e(Y1·W13+Y2·W15+Y3·W17+Y4·W19) − e−(Y1·W13+Y2·W15+Y3·W17+Y4·W19)

e(Y1·W13+Y2·W15+Y3·W17+Y4·W19) + e−(Y1·W13+Y2·W15+Y3·W17+Y4·W19)
(27)

Z2 =
e(Y1·W14+Y2·W16+Y3·W18+Y4·W20) − e−(Y1·W14+Y2·W16+Y3·W18+Y4·W20)

e(Y1·W14+Y2·W16+Y3·W18+Y4·W20) + e−(Y1·W14+Y2·W16+Y3·W18+Y4·W20)
(28)

EstE f f ANN − L36 =
e(Z1·W21+Z2·W22+Y3·W18+1·W23) − e−(Z1·W21+Z2·W22+Y3·W18+1·W23)

e(Z1·W21+Z2·W22+Y3·W18+1·W23) + e−(Z1·W21+Z2·W22+Y3·W18+1·W23)
(29)
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where Y1, Y2, Y3 and Y4 are calculated values from the first hidden layer, Z1 and Z2 are
calculated values from the second hidden layer and EstEffANN-L36 is the output value.

Weight factors in both proposed architectures take initial values from the
interval [−1, 0, 1] depending on L1, L2, and L3 levels. After performing the first iter-
ation according to the Taguchi orthogonal vector plan, the value of the cost effect function
is calculated for each of the listed architectures based on Tables 1 and 2. Calculating the
levels for ANN-L27 architecture [1,3] according to Formula (30):

L1W1 = cost1 + cost2 + · · · + cost9
L2W1 = cost10 + cost11 + · · · + cost18
L3W1 = cost19 + cost20 + · · · + cost27
. . .

L1W13 = cost1 + cost5 + · · · + cost26
L1W13 = cost2 + cost6 + · · · + cost27
L1W13 = cost3 + cost4 + · · · + cost25
where cost(i) = Σ MRE(ANN-L27(i))

(30)

Calculating the levels for ANN-L36 architecture [1,3] according to Formula (31):

L1W1 = cost1 + cost2 + · · · + cost18
L2W1 = cost19 + cost20 + · · · + cost36
. . .

L1W23 = cost1 + cost5 + · · · + cost34
L2W23 = cost2 + cost6 + · · · + cost35
L3W23 = cost3 + cost4 + · · · + cost36
where cost(i) = Σ MRE(ANN-L36(i))

(31)

For each subsequent iteration, the interval is divided as follows [1], according to
Formula (32):

L1W1new = L2W1old
L2W1new = L2W1old + (L3W1old − L2W1old)/2

L3W1new = L3W1old
(32)

where the suffix “old” means values from the interval of the previous iteration, and “new”
means the value calculated based on the division of the previous intervals.

Step 4. Defuzzification method

Defuzzification of the data in all three phases of the experiment on four datasets is
performed as follows, according to Formulas (33)–(35):

Xi = (Xmin + µD(Xi))·(Xmax − Xmin) (33)

OA(ANN-L27) = Xi, i = (1, 27) (34)

OA(ANN-L36) = Xi, i =
(

1, 36) (35)

Step 5. Hidden and output layer

The values of the output layer were calculated using the following
Formulas (36)–(38), [1]:

MAEi =
1
n

Σn
i=1|ActEffort EstEffort| (36)

MRE = Deviation/Actual_Effort (37)
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MRE =
1
n ∑n

i=1 MREi, MMRE = mean(MRE) (38)

In the first step, the deviation as the difference between the actual and estimated value
is calculated. Then, the mean absolute error (MAE) and MRE values for each ANN (i)
network for both proposed architectures, as well as the MMRE of each iteration performed,
were calculated. Finally, the gradient descent (GA) for both ANN architectures is calculated
in all three phases of the experiment. The GA value in our experiment is 0.01 (GA < 0.01)
and is present as follows, according to Formula (39):

GA = MREi1 −MREi2 < 0.01, where I = (1, n), n is a number of ANN (39)

By examining correlation coefficients, such as Spearman’s rho and Pearson’s coeffi-
cient [50,51], we will determine whether the agreement between the actual and estimated
value is good, i.e., whether our approach is reliable and efficient, using Formulas (40)–(43):

PRED(x) =
1
n

n

∑
i=1

{
1, i f MRE ≤ x

0, otherwise
(40)

PRED(k) = count(MRE) < 25% (41)

PRED(k) = count(MRE) < 30% (42)

PRED(k) = count(MRE) < 50%, where k = 25, 30 and 50, respectively (43)

During all three phases of the experiment, the prediction was monitored as another
important indicator of the reliability and safety of our proposed approach.

Step 6. The obtained results are presented and discussed in the next section.

The second phase of our experiment is data testing, which is performed according
to the same robust design algorithm on the same dataset but with other selected projects.
The third phase of our experiment is validation, which is also performed by the same
algorithm but on different datasets. Finally, testing and validation are performed on the
Winner network (the network that gives the best results for each of the two proposed ANN
architectures).

4. Obtained Results

In the first phase of training using the first proposed activation sigmoid function, the
number of iterations on a small cluster was 6, while in the medium cluster it was 5. For a
large cluster and a very large cluster, the number of required iterations was 7. The lowest
MMRE value is achieved with the proposed ANN-L27 architecture over a large cluster
(38.6%). Both ANNs achieve similar MMRE values over the medium cluster; for ANN-L27,
the MMRE value is 40.9%, while for ANN-L36, the MMRE value is 40.1%. The worst result
is achieved with a small cluster; for ANN-L27, the value of MMRE is 58.0%, while for
ANN-L36, this value is 55.9%. The mean MMRE on the entire dataset (Dataset_1) in the
training phase is better for the ANN-L27 network by 1% and is 48.2%, shown in Table 5.
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Table 5. MMRE values for both ANNs in all three phases.

MMRE Cluster
MMRE

ANN-L27
(%)

Mean
(MMRE)
ANN-L27

(%)

MMRE
ANN-L36

(%)

Mean
(MMRE)
ANN-L36

(%)

Training
(Dataset_1)

Small 58.0

48.2

55.9

49.2
Medium 40.9 40.1

Large 38.6 47.8
Very Large 55.4 52.9

Testing
(Dataset_2)

Small 54.9

39.7

57.4

37.4
Medium 30.8 31.3

Large 20.3 16.1
Very Large 52.7 44.8

Validation 1
(Dataset_3)

Small 37.5

47.5

42.4

38.8
Medium 57.8 34.8

Large 40.6 53.6
Very Large 47.2 39.2

Validation 2
(Dataset_4)

Small 68.4

44.1

59.9

40.0
Medium 45.7 41.2

Large 19.2 17.6
Very Large 43.0 41.9

Validation 3
(Dataset_5)

Small 39.7

35.1

37.8

36.6
Medium 41.6 46.0

Large 20.6 25.7
Very Large 38.2 36.9

Validation 4
(Dataset_6)

Small 16.9

30.1

15.9

31.1
Medium 35.8 36.0

Large 29.0 34.4
Very Large 38.8 38.0

In the second phase of testing, using the first proposed activation sigmoid function,
the number of iterations is the same as in the previous phase. The best result of the MMRE
value is achieved by a large cluster with ANN-L36 architecture (16.1%), while the worst
result is achieved with a small cluster of both proposed architectures. At this stage of the
experiment, the mean value of MRE over (Dataset_2) is better in ANN-L36 by 2.3% and is
37.4% Table 5.

The third phase of the experiment includes four validation datasets of the first pro-
posed activation sigmoid function. In the first validation set, the best result is achieved
with a small cluster of the proposed ANN-L27 architecture (37.5%), while the worst value
is achieved on the medium cluster of the same architecture and is 57.8%. The mean value of
MMRE over (Dataset_3) on all clusters is 8.5% better in the proposed ANN-L36 architecture
and is 38.8%. In the second validation set, the lowest value of MMRE is achieved on a large
cluster with ANN-L36 architecture (17.6%), while the worst result is achieved on a small
cluster of ANN-L27 architecture (68.4%). The mean MMRE value over (Dataset_4) is 3.9%
better in the proposed ANN-L36 architecture than in ANN-L27 and is 40.0%. In the third
validation set, the best result was achieved by the ANN-L27 architecture on a large cluster
(20.6%). The mean value of MMRE over (Dataset_5) is better by 1.5% with the ANN-L27
architecture and is 35.1%. In the fourth validation set, the best result is achieved by a small
cluster with ANN-L36 architecture (15.9%), and the total observed mean value of MMRE
over (Dataset_6) is better with the proposed architecture ANN-L27 by 1% and is 30.1%, as
shown in Table 5.

Analogous to the previous phases of the experiment, in all calculations, instead of
the sigmoid activation function, a hyperbolic tangent activation function was used. By
comparative analysis of the obtained results, using two different activation functions
on two proposed architectures and six different datasets, it can be concluded that the
hyperbolic tangent function as activation gives 1.5–2-times worse results of MMRE values
compared to the sigmoid activation function. In the first training phase, the MMRE value
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was significantly better for the ANN-L27 architecture and was 68.0%. In the second phase of
testing, the ANN-L27 architecture gives a better MMRE value (52.2%). In all experimental
validation sets, the ANN-L27 architecture gives better results, although they are much
worse than the first proposed sigmoid activation function (Table 6, Figure 4).

Table 6. Comparison of MMRE values using sigmoid (S) and hyperbolic tangent (TH) activation
function.

MMRE
MMRE-(S)
ANN-L27

(%)

MMRE-(TH)
ANN-L27

(%)

MMRE-(S)
ANN-L36

(%)

MMRE-(TH)
ANN-L36

(%)

Training
(Dataset_1) 48.2 68.0 49.2 92.9

Testing
(Dataset_2) 39.7 52.2 37.4 61.3

Validation1
(Dataset_3) 47.5 60.1 38.8 81.2

Validation2
(Dataset_4) 44.1 57.0 40.0 86.5

Validation3
(Dataset_5) 35.1 49.7 36.6 50.3

Validation4
(Dataset_6) 30.1 46.5 31.1 48.7

Figure 4. Graphical representation comparing MMRE values with two different activation functions.

The correlation value between actual effort and estimated effort was monitored during
all phases of the experiment on all datasets for both proposed architectures. It can be con-
cluded that both correlation coefficients in the first approach using the sigmoid activation
function are greater than 0.5, and that the highest correlation coefficient on Dataset_4 and
according to Spearman is 0.997 for the ANN-L27 network and 0.994 for the ANN-L36
network. In the second approach, where the hyperbolic tangent activation function was
used, the values of the correlation coefficients were not calculated because the MMRE value
was unsatisfactory, as shown in Table 7.
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Table 7. Values of correlation coefficients.

Correlation
ActEffort and

EstEffort

Pearson
ANN-L27

Pearson
ANN-L36

Spearman’s rho
ANN-L27

Spearman’s rho
ANN-L36

Dataset_1 0.573 0.603 0.866 0.910
Dataset_2 0.937 0.962 0.873 0.874
Dataset_3 0.591 0.638 0.542 0.851
Dataset_4 0.836 0.765 0.997 0.944
Dataset_5 0.824 0.837 0.541 0.547
Dataset_6 0.779 0.773 0.857 0.782

As another confirmation of our proposed experiment’s durability, robustness, and
accuracy, the prediction was monitored during all three phases on the six datasets used for
the proposed architectures in the first approach of the sigmoid activation function. The
prediction on three different criteria, 25, 30, and 50, showed that a large number of projects
meet the given conditions. The prediction on the 25% criterion is the best in the second
phase of testing, and is 50% for ANN-L36. The prediction on the 30% criterion achieves
the best result in the third validation set of 56.3% for ANN-L36. Finally, the 50% criterion
prediction is 100% in both the testing phase for the ANN-L27 architecture and the third
validation set for the ANN-L36, as shown in Table 8.

Table 8. Prediction values for both architectures.

PRED (%) PRED (25)
ANN-L27

PRED (25)
ANN-L36

PRED (30)
ANN-L27

PRED (30)
ANN-L36

PRED (50)
ANN-L27

PRED (50)
ANN-L36

Training 17.8 17.8 24.4 23.3 47.8 46.7
Testing 45.0 50.0 50.0 55.0 100.0 95.0

Validation1 27.5 32.5 32.5 42.5 62.5 72.5
Validation2 18.3 18.3 21.7 26.7 38.3 46.7
Validation3 25.0 31.3 45.0 56.3 90.0 100.0
Validation4 35.0 36.3 46.3 45.0 85.0 77.5

The main goal of our experiment is to find the ANN architecture that gives the best
value for MMRE. In this experiment, a more complex ANN-L36 architecture was chosen,
which, unlike the ANN-L27, has two hidden layers, in the expectation that it will give
a better MMRE value. Upon completing our experiment, we found that the new, more
complex ANN-L36 architecture yields a 1% better error value than the proposed ANN-L27.
This leads to the conclusion that a more complex architecture does not give a significantly
better error value. On the other hand, for the needs of the software industry and the creation
of an adequate tool that will be able to estimate the obtained parameter successfully, the
obtained error value can be used depending on the size of the project on specific clusters,
as shown in Figure 5.



Entropy 2021, 23, 854 16 of 21

Figure 5. Selection of the appropriate ANN architecture for estimating the MMRE value of a
particular scenario.

Support Vector Regression in Machine Learning

In order to confirm the correctness and reliability of the proposed approach and its
comparison with other artificial intelligence tools, the Support Vector Regression (SVR)
algorithm was used. SVR is a popular machine-learning (ML) algorithm and stems from
the use of observed data for training. The SVR is a robust and proficient technique for both
classification and regression. In addition, it minimizes the expected error, thus reducing
the problem of overfitting [52,53]. The SVR machine algorithm divides the plane by the
function f into two parts, so that the points (project input values) lie above or below the
function f. Three different functions inside a kernel in SVR with radial basis function (RBF)
were used:

• linear kernel function,
• quadratic kernel function,
• cubic kernel function.

The obtained results show that the estimated value in the training part of the exper-
iment, based on three input variables of E, PEMi, and KLOC, has a very high degree of
correlation (deterministic coefficient—R2). The R2 values are shown in Table 9. Graphi-
cal representations of the actual and estimated values using the SVR algorithm and the
corresponding kernel functions are shown in Figures 6 and 7.

Table 9. R2 values using different kernel functions based on SVR (RBF).

SVR (RBF) ActEffort EstEffort MMRE (%)

R2 Linear 0.477 0.845 52.9%
R2 Cubic 0.511 0.908 63.7%

R2 Quadratic 0.506 0.845 68.4%
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Figure 6. Graphical representation using different kernel functions based on SVR (RBF) for ActEffort
on the training dataset.

Figure 7. Graphical representation using different kernel functions based on SVR (RBF) for EstEffort
on the training dataset.

The MMRE value for all three kernel functions used in the SVR algorithm is slightly
higher than the proposed approach using ANN and Taguchi orthogonal arrays. Based on
the obtained results, it can be concluded that our proposed approach is stable, reliable, and
efficient even when used by other machine-learning tools.

5. Threats to Validity
5.1. Internal Validity

The choice of methods, appropriate coding and decoding techniques, and the value
assignment for all the experimental parameters in the presented study are common threats
to internal validity in the literature on model-based software effort estimation. In our exper-
iment, all these validity threats were already handled using hyperparameter optimization
via the Taguchi method, based on orthogonal arrays (a unique set of Latin squares), which
demonstrated an effective apparatus in a robust design, i.e., an optimization search tech-
nique. This robust design method combines the input values (signals) with weights using
the appropriate activation function to obtain the output value. One of the requirements
in this experiment is to obtain the smallest number of iterations performed to shorten the
estimation time. Two simple architectures, constructed according to appropriate orthogonal
plans to avoid overfitting, are presented. The presented experiment shows the efficient
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application and the required accuracy of estimating the convergence rate of the proposed
architectures. Our approach uses the orthogonal array tuning method (OATM), which
always gives good results and requires a much smaller number of experiments to find the
optimal solution. Using the OATM method, the hyperparameters are the levels. In our
proposed model, we use three levels: L1, L2, and L3 according to works [1–3], and, based
on these levels, we build the F-L (factor-level) table. The optimum parameter set is believed
to be the most suitable setup for each test project case in the experiments.

5.2. External Validity

This study used six well-known datasets with sufficient project data metrics (obser-
vations greater than an unknown number of factors to be determined). In addition, two
proposed ANN architectures with 13 and 23 parameters for ANN-L27 and ANN-L36,
respectively, were used. The COCOMO attributes were used as predictors of scale factors,
cost drivers, and software size in KLOC. These projects are collected from different com-
panies and countries, and they are heterogeneous in terms of their features: this makes
them challenging for evaluating the effort estimation with ANN architectures in software
development project techniques. By dividing the interval in half at every iteration, the
search converges extremely quickly, i.e., in fewer than 10 iterations (the search interval
for a weight shrinks three orders of magnitude in ten steps). The orthogonal array tuning
method (OATM) proposed always gives good results and requires a much smaller number
of experiments, i.e., observations (historical project data) in the dataset, to find the optimal
solution. However, we believe that it will benefit from replicating this study using other
software project datasets.

6. Conclusions and Future Work

In the presented experiment, we showed that the estimation of software projects
when minimizing MMRE does not depend exclusively on the complexity of the ANN
architecture. We found that the error in the ANN-L36 architecture was 1% better than the
error in the ANN-L27 architecture. In our approach, using clustering and fuzzification
methods, we have shown that the proposed models are reliable, efficient, accurate, and
applicable to many projects. We conclude that there is a big difference in the choice
of activation functions, where, when using the sigmoid activation function concerning
the hyperbolic tangent, we get 1.5 to 2-times better results. Therefore, correlation and
prediction parameters for models that used the hyperbolic tangent activation function
were not monitored in further analyses. The main advantages of our proposed approach
are that the number of iterations is small (fewer than 8), which significantly shortens the
estimation time, the simple ANN architecture of the two proposed networks ANN-L27 and
ANN-L36, the high coverage of different values of software projects which was checked
on six different datasets, and minimum MMRE value. Possible disadvantages of the
proposed approach may be further reductions in MMRE knowledge using other methods
and datasets, including the size of attributes expressed in source code lines. However, there
are no particular restrictions to the application of this approach. The obtained results can
be used to construct an appropriate tool that would allow software companies, software
engineers, project managers, and test engineers to efficiently, quickly, and safely assess the
project’s development using the fundamental value of actual effort in a particular cluster.
Future research is focused on constructing a tool based on the idea proposed in this paper.
In addition, the use of a different number of input signals and checking over other attribute
sizes is in progress. Advantages and limitations of the proposed approach are:

• The choice of methods, data normalization techniques, and the value assigned for all
the experimental parameters are common limitations in the literature on model-based
software effort estimation. In the presented study, it is, however, our belief that all
these limitations were already handled by the use of hyperparameter optimization via
the Taguchi method based on orthogonal arrays (a unique set of Latin squares);



Entropy 2021, 23, 854 19 of 21

• The presented experiment in the paper has been tested and validated several times
through different data sets, thus achieving an extensive coverage of input sizes
(project values);

• The minimum number of iterations was performed, i.e., shortened required
execution time;

• With this approach, we achieved a stable and reliable estimation accuracy that is
acceptable compared to other estimation models and software development efforts,
based on three attributes as in the COCOMO estimation model;

• According to ANN architecture, and constructions based on orthogonal vector plans,
other estimation techniques, such as use case point and functional point, will
be considered.
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