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Abstract: We focus on several questions arising during the modelling of quantum systems on a phase
space. First, we discuss the choice of phase space and its structure. We include an interesting case of
discrete phase space. Then, we introduce the respective algebras of functions containing quantum
observables. We also consider the possibility of performing strict calculations and indicate cases
where only formal considerations can be performed. We analyse alternative realisations of strict and
formal calculi, which are determined by different kernels. Finally, two classes of Wigner functions as
representations of states are investigated.
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1. Introduction

In the twenties of the twentieth century, the young, brave scientists Werner Heisenberg
and Erwin Schrodinger noticed that ‘old” quantum theory had reached its end. To make real
progress, it was necessary to propose a completely new formalism. Heisenberg, together
with Born and Jordan [1-3] developed matrix calculus. A few months later, Schrodinger
presented a wave version of quantum theory [4] and proved its equivalence [5] using the
Heisenberg matrix calculus. Quantum mechanics gained its own mathematical language
that was radically different from classical physics, and which has been successfully used to
the present day.

On the other hand, the classical world is a limit of the quantum one. Therefore, it
seems to be natural that an alternative to the Hilbert space version of quantum mechanics,
compatible with classical physics, should exist. A promising candidate is the phase space
formulation of quantum mechanics. The foundations of this approach have been given in
the outstanding publications [6-10]. Several results illustrating the potential of quantum
phase space physics were also achieved [11-18].

A new impulse in the development of phase space quantum mechanics took place
in the 1970s, when F. Bayen, M. Flato, C. Fronsdal, A. Lichnerowicz, and D. Sternheimer
presented an extended version of phase space calculus [19-21].

From that time, phase space quantum mechanics has remained present in the scientific
world. It has developed in parallel as a part of physics and independently as a subdiscipline
of mathematics called deformation quantisation. Among the books and review papers
devoted to the topic, we recommend, e.g., [22-30].

Our review is focused on certain aspects of the phase space version of quantum
physics. First, we discuss a structure of quantum phase space. We analyse which elements
are required in the best known case of symplectic space R?", what else is demanding on
other types of symplectic manifolds, and finally how to build discrete phase spaces.

Analogous considerations are made for observables. The main task is the construction
of a noncommutative but associative x-product representing the multiplication of operators
acting in a Hilbert space. The form of the *-product depends on the phase space. In the
case of a symplectic manifold R?" or on a discrete phase space, a strict star calculus is
known. However, in other situations, we have to deal with formal series.
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The question closely related to the *-multiplication is a choice of ordering. Since
quantum theory is more general than the classical theory, a fixed classical observable can
be the classical counterpart of several quantum observables. Every quantum observable
from that class is related to its classical limit by a relation called ordering. This statement
implies that there exist several admissible *-products related to different orderings. We
analyse physically acceptable orderings and show how they affect the *-products.

The last aspect of phase space quantum mechanics investigated in the current article
is the representation of states. We propose two realisations of this task. Thus, we introduce
a Wigner function as a counterpart of the density operator, and we study its fundamental
properties and dependence on the choice of ordering. We discuss its functional action on
observables and provide a time evolution formula for the Wigner function. In the case of
discrete phase space, we construct a Wigner function in an alternative manner with the use
of the trace of a density operator multiplied by a generalised Stratonovich-Weyl quantiser.

2. Some Comments on the Hilbert Space Formulation of Quantum Theory

One of the most significant features of physics is the quantitative description of natural
phenomena. Over centuries, a universal scheme for the practical realisation of this goal
has been determined. It consists of four elements. A basis for the model is some space on
which we describe physical processes. This space is a set of objects usually equipped with
some additional structures, such as a topology, a norm, or a metric. Then, we introduce on
this set some elements representing measurable quantities called observables and elements
determining states. To represent the results of measurements, we establish a mapping from
pairs {observable, state} into real numbers.

The transformations of a physical system, especially a time evolution, are represented
by mappings acting in a set of observables or in a collection of states.

Since our object of interest is quantum mechanics, we will sketch the implementation
of the aforementioned postulates in that discipline. The reader who is more interested in
the topic is encouraged to read, e.g., [31] or [32].

The currently used realisation of the mathematical model of quantum mechanics was
proposed by Dirac [33,34] and von Neumann [35]. A modern rigorous version can be seen,
e.g., in [36] or [37]. Let us state the main facts about this attempt.

According to the mentioned realisation of quantum theory, the stage is a separable
Hilbert space H, which is further extended to a rigged Hilbert space. Since H is by
definition a unitary space, it is equipped in a natural way with a norm, angles between
vectors, a metric, and a topology. Its topological basis is countable. Since, by definition, a
Hilbert space is complete, every Cauchy sequence in H is convergent.

The dimension of the separable Hilbert space can be finite or infinite. According to the
Riesz-Fisher theorem, every separable Hilbert space of infinite dimension is isomorphic to
the Hilbert space of the square summable series 2, and every finite dimensional Hilbert
space of dimension dim H = n is isomorphic to C". Taking into account how different
physical systems are modelled on isomorphic vector spaces, we can see that information
about a certain physical system contained in its Hilbert space is very limited.

On the other hand, one can emphasise certain features of a set under consideration
by choice of the realisation of the Hilbert space, such as the space of square integrable
functions L2(IR) on a 1-D axis or L?(R?) on a 3-D volume.

For systems in which two or more disjoint features are modelled, e.g., a spin and a
spatial motion, the total Hilbert space is represented by the tensor product of the respective
Hilbert spaces

H= Hspin & Hspace~

However, these endeavours do not enrich the information contained in space H as such.
Let us make a brief review of the assumptions about measurable quantities. Observ-
ables are represented by self- adjoint linear operators defined on some dense subspaces
of H. An extended discussion of this postulate can be found in [38]. The eigenvalues of
quantum observables are real, and their eigenvectors constitute bases of #; therefore, by
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performing a series of measurements related to quantities and performing a complete set
of observables, we gain the maximal information about a state. Thus, the characteristics of
the system under consideration are given by observables rather than by the Hilbert space.

Among all linear operators acting in H, we chose a special class of of bounded linear
operators B(#H ) defined on the whole Hilbert space. This set constitutes a noncommutative
*-A algebra with unity. The involution "+ is implemented by operation of the Hermitian
conjugate. Set B(H) contains operators representing measurable quantities. Algebra B(H)
is also a Lie algebra with the Lie bracket being the commutator of operators

1A, B] = AB— BA. 1)

In the third step—namely the construction of states—we perform following [39]. The
starting point is the *-.4 algebra from the preceding paragraph.

By a quantum state, we mean every linear positive functional f over algebra *-.4
satisfying the normalisation condition, i.e., a functional, for which the following relations
hold

VA,BcB(H) Va,beC f(aA+bB)=af(A)+bf(B), )
VAeB(H) f(ATA)>0 3)

and
fd)=1 4)

A practical realisation of this functional action is given by the trace of product of the
given operator A with a special operator ¢ known as a density operator.

~

f(A):=Tr(0A), AeB(H), (5)

A detailed analysis of properties of the density operator ¢ is presented in Section 6. The
physical meaning of functional action (5) is revealed in a formula determining the average
value of quantity A

(A) :=Tr(8A).

To make our view panoramic, we remember that transformations, especially the time
evolution, are represented by unitary operators according to the rule

N

A =UAU. (6)

The Hilbert space formulation of quantum theory is widely accepted, and we will refer
to it throughout the paper. It works for simple systems. The fundamental reason seems to
be the versatility of the Hilbert spaces on which we model the systems. In classical physics,
the phase space of a particle moving on a sphere and of a free particle are different. In
quantum mechanics, these two cases are represented on the same (up to an isomorphism)
Hilbert space. Currently, we have, at our disposal, a method of introducing Cartesian
position operators and conjugated momenta operators; however, there is no method of
building analogous operators in curvilinear coordinates. Overcoming this serious obstacle
is necessary to quantise systems with constraints or with curved phase spaces.

3. The Structure of Quantum Phase Space

In contrast to the Hilbert space approach to quantum physics, in classical mechanics,
we deal with constraints or with curvature without problems and the mathematical ap-
paratus of differential geometry used for that purpose is well developed. Since classical
physics is a limit of quantum mechanics, it is natural that a mathematical model common
for these two theories should exist, and that, in the frame of this calculus, we would be able
to analyse quantum effects with constraints or with complicated geometry. In this section,
we begin construction of that description.
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Following the observations from the previous paragraph, we first consider systems
that are classically modelled on phase space R?. The generalisation of the presented results
on phase space R?" is straightforward.

The original problem, stated and partially solved by Dirac, was to propose a procedure
of assigning linear operators acting in the Hilbert space H and representing measurable
quantities to some functions on phase space R2. As it is well known, this procedure, called
quantisation, consists of two steps. In the first step, we propose self-adjoint operators of
position § and momentum p. It is required that they satisfy the commutation relation

[§, p] = ind. @)

Having operators of position and momentum, we can build an algorithm enabling us to
find an operator on the Hilbert space # representing the function A(p, q) on the classical
phase space. This mapping is called the generalised Weyl application [40] and is expressed
by the formula

~

1 pe i n
A =Wp(A(p,q)) = @ /RZ AA, w)P (hAp) expli(Ap + pg)ldAdp, ®)
where P (hiAu) is some function and

A(A, p) = /]Rz A(p, q) expl—i(Ap + pq)ldpdq

is the Fourier transform of the function A(p, q). It is required for function A(p,q) to have
the Fourier transform, which reduces the class of objects to which the generalised Weyl
application can be applied. However, in practical physical problems, measurable quantities
represented by rapidly growing functions of p and g appear rarely.

By direct calculation, one can see that, e.g.,

VneNWp(p") =P0O)p" , Wp(g") =P(0)g"

but N 4
Wi (p-q) = P(0)gp — 5P'(0) = 3 P(0).

One usually assumes that classically measurable quantities called observables are
represented by smooth real functions on the phase space (as in quantum mechanics). Earlier,
we said that quantum observables are implemented by self-adjoint operators; to ensure that
real functions turn in self-adjoint operators via the Weyl application, we need to require the
function P (hAu) to be real. A possible choice of that function, equivalent to the selection
of operator ordering, will be discussed later in Section 5.

In the literature (see [41,42]), formula (8) is often written with the use of the generalised
Stratonovich-Weyl quantiser or the Fano operators also called the generalised Grossmann-—
Royer operator ®p(p, q) as

Wo(A(p,9) = 5oz [, AGp.)®P)p,q)dpdy ©)

where ®[P](p, q) is an operator valued function on plane R? of the form

SIPI(p.) = 5 [, PO xpliAP = p) +in(@— )}iAdy. (10

On a 2n-dimensional space, R?" relations (9) and (10) transform into

1 .
Wp(A(py,-..,q")) = W/RzﬂA(Pl,---,q”)<1>[7’](m,---,q”)dm---dq”, (11)
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with the generalised Stratonovich-Weyl quantiser equal to
A h" L
SPYp 8 = G fo PO L V)
n X n . . 1
xexp{i } N (pj—p) +i ) (@ — ) dA - dpn. (12)
j=1 j=1

The shape of argument of function P will be explained in Section 5.

An observation crucial for our purposes is that in the case when a classical counterpart
of our quantum system is modelled on the phase space R?", one can use a transformation
inverse to the generalised Weyl application to construct a phase space image of quantum
mechanics. One of the equivalent forms of this transformation known as the generalised
Weyl correspondence for n = 1 is given by the expression

1

—1/ 2 _ g0 -1
Wp (A)(p,q) = @R /R4 dp'dq'dAduP " (hAp)

(71Alp")
(')
From formula (13), we can deduce that, indeed, the space on which we build quantum
theory is R?. By |p’ ), 19"}, we mean eigenvectors of operators of momentum p and position
g referring to the eigenvalues p’, ¢/, respectively. The operators p, § are taken in Cartesian

coordinates so that they satisfy the commutation rule (7).
As one can check easily, e.g.,

x e><p<—ih§”> exp[id(p = p') +ip(q = q')] (13)

Ve NWo'(p") =P 1 0)p" , Wal(g") =P 10)q"

but
i h
W5 (@p) = P (0)pg + 5P 1(0) = 3P V(0).

By construction of the generalised Weyl correspondence, we can see that the space R?,
on which an alternative approach to quantum world is proposed, has to be classical phase
space R2. Thus, this space is a symplectic manifold and, in canonical coordinates (p,q),
related with the operators p, 4. By the generalised Weyl correspondence, the symplectic

form is represented by expression
w =dpANdg.

The existence of the symplectic structure enables us to calculate the volume of any domain
of a symplectic manifold. As a differentiable manifold, the phase space is a topological
space. It can be covered with one chart, in which the global coordinates are p and g. R? is
also a vector space; however, this fact plays a minor role.

Let us make some additional comments about formula (13). These remarks will be
useful in the context of systems represented in finite dimensional Hilbert spaces.

Generalised eigenvectors of self-adjoint unbounded operators p, § constitute two
bases of H : {| p>};°:_oo and {|q>},‘;°:_oo, respectively. These bases are orthonormal

(P'lp)y =0(p—p") , (d'lg) =6(q—1").

The reader interested in the mathematically strict formulation of the aforesaid properties is
encouraged to look into, e.g., [38].

The decompositions of the operators of momentum and position in the bases consti-
tuted by their eigenvectors lead to the formulas
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ﬁ=/Rp\P><P|dP and t?=/quq><q|dq- (14)

Starting from the operators p and 4, we introduce two families of unitary operators:
exp(iAp) and exp(iug), A, peR (15)

where A, u € R. These operators appear in the generalised Weyl application (8) and satisfy
the following commutation rule

exp (5 ) explinp) explipg) = exp (5 ) expling) exp(ing)

= exp{i(Ap+p)} = U, p). (16)
With the use of the operators (A, i), the Weyl correspondence turns into

A h . PN
Wp'(A)(p,q) = E/Rz drdu P (hap) explitap + pg) e { AU A ) ). (7)

Now, we extend our former results on systems that are classically are modelled on
symplectic manifolds that are different from R?*. Among them are systems with constraints
and objects living in curved configuration spaces. The fundamental difference between
these systems and the ones discussed before is a local character of the coordinates p and 4.
Therefore, we cannot use the Fourier transform and, thus, our formulas for the generalised
Weyl application (8) as well as for the generalised Weyl correspondence (13) are useless.
For discussion on the problem with the Stratonovich-Weyl quantiser for an arbitrary
Riemannian manifold see [43] and the references therein.

Taking into account our earlier remarks about the universality of the Hilbert space
H, we assume however, that a Hilbert space representation of these systems may be built
on H.

Since we predict that there exists a mapping

SW : A(M) — BB(H)

between a linear space of functions A(M) on a phase space M and some subspace,
say BB(H), of the vector space of all linear operators acting in the Hilbert space # ,
we can impose some natural restrictions on the mapping SW known as the generalised
Stratonovich-Weyl application.

Commonly accepted conditions implemented in this mapping are the following:

1.  Mapping SW establishes a one-to-one correspondence between elements of the two
linear spaces A(M) and BB(#). Since we do not know whether manifold M is
the phase space of the classical counterpart of our system, this demand offers an
opportunity to investigate a structure of space M.

To achieve this goal, we introduce an inverse operation

SW1:BB(H) = A(M)

known as the generalised Stratonovich-Weyl correspondence. At this moment, we
do not discuss the problem of whether the mappings SW, SW~! establish an isomor-
phism between the potential algebras .A(M) of functions and BB(#H) of operators,
which will be built on the linear spaces .A(M) and BB(H).
Since, for our purposes, the generalised Stratonovich—Weyl correspondence is more
useful, we will present the next assumptions for it.

2. Mapping SW! is C-linear.

3. SW71(i1) = 1, i.e, the constant function equal to 1 on the whole phase space is a
counterpart of the identity operator acting in the Hilbert space H.
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4. The image of a self-adjoint operator in the generalised Stratonovich-Weyl correspon-
dence is a real function. We extend this requirement to the form

SWL(AT) = sw-1(A).

Unfortunately, requirements 1-4 are not sufficient to reveal the structure of the phase
space M, on which functions belonging to the set .A(M ) are defined. Hence, we are not
able to prove that the classical phase space is suitable for the quantised set. Thus, we
usually assume the classical phase space to be also the quantum one. We are also aware of
exceptions, like sets whose classical phase space is a cylinder S' x R. A detailed analysis
of this situation can be found in [44-47].

At the end of this section, we will discuss a phase space representation of quantum
systems modelled on finite dimensional Hilbert spaces H(*+1) where s +-1 = dim #+1) <
oco. This part is based on our previous papers [48,49] (see also the list of references therein).
The idea of the construction of phase space for sets of this kind is an adaptation of a scheme
arising from the generalised Weyl correspondence on R?".

First, we choose a a basis

{0),

in H(5*1), An alternative system of vectors spanning this Hilbert space is

...,

sy}, (n|n') =8,y, n,n =0,1,...,s (18)

1

) = \/mn;)exp(impm)’n% 19)

(G| P ) = e, m,ym’ =0,1,...,5.

Real numbers ¢, enumerating versors are defined as

2r
= —Fm, :0,1,...,, GR
Pm 4>o+s+1m m s, o
One can put ¢p = 0, and we do that.
Let us introduce two self-adjoint operators known as the Schwinger operators, whose

eigenvalues are numbers 7 and ¢y,. Projective operators |1n)(n|, |¢m) (¢m| project vectors

7

from H (5t on the eigenstates of these two operators.

S

A=Y nln)y(n

n=0

’ (131: Zo¢m|¢m><¢m’ (20)

Operators 7 and ¢ do not commute because

5 2T & § I —m
7,91 = } ) {91
’ S"'1120 =0 exp(W)—l’(p ol
m#1

Having those operators, we introduce two families of the unitary operators:

. L2, o A
V:=exp (ls T 1n) and U := exp(i¢) (21)

fulfilling the conditions Vs*! = 1 and Us*! = exp {i(s + 1)4>0}i, respectively.

These operators satisfy the commutation relation analogous to the operators exp (iAp)
and exp(iug), i.e.,

7'[kl kvl 7Tkl ATk LA
exp( ls+1>ll \% exp(zs+1)Vu =:D(k,1), k1€Z. (22)
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Therefore, we can propose an explicit correspondence between some operator A acting in
the Hilbert space H (1) and a function A (¢, 1) of two discrete real arguments ¢, and 7.

Alpmyn) = — Zsj }C_l(k,l)exp{i<kgbm+ zflln)} xTr{Aﬁ(k,l)}. (23)

s+1 K1=0 S

Function A(¢, n) is defined on a discrete phase space (a grid) { (¢m, 1) }jn o denoted by

T5+1). Therefore, we see that a phase space counterpart of *1) is a lattice T**1). The
grid, of course, is not a differentiable manifold.

Kernel K(k, 1), like the function P (hiAu), is responsible for the choice of ordering. Th
question of physically acceptable orderings will be discussed later.

As an example, we consider the case when s = 1. Thus, bases of the Hilbert space

#(2) are: {|0),|1)} and alternatively {|¢o) = \%(|0> + (1)), |¢1) = %(‘0} —[1))}. The

fundamental operators 7 and ¢ are equal to

a=[1)q] , ¢=m|p){¢]-

According to the rule (23), the function representing operator 7 equals

[ n(¢o,0) n(¢o,1) 17 £~10,0) —K~10,1) K~1(0,0) +K~1(0,1)
m(m) = | o 0) n(4>1,1)] 2[/6—1(0,0)16—1(0,1) K-1(0,0) + K-1(0,1)

Exactly as in the case of the phase space R?", a relation between some functions on
grid T6+1) and a class of linear operators acting on the Hilbert space H**1) is a bijection.
Thus, the inverse formula to ( 23) exists and is of the form

A 1 8 .
A= mgoA(fl’m/")Q[/C](%,n)/ (24)

where the Stratonovich-Weyl quantiser equals

A 1 5 . 2 A
QKN = g 1 Kl Dexp{ i (kon+ i) }PED. @9

For objects that are modelled on the Hilbert space # © H(**1) and for which the gen-
eralised Weyl correspondence works, the respective phase space is the Cartesian product
R2" x T+1), As it is easy to check, the bijection between some class of linear operators and
functions on R? x T5t1) is given by the pair of relations

A -1
A, pun) = 55 L [ dAdu(P(AmK(KD)
2rs+1 k,zZ:;o R2
. .21 PO At
< exp{i(Ap + pa)} expqi = (km 4 In) (Te{ AU (A, D' (K1)} (26)
and
o 1 5
A= /dAdddPh/\ K (ki
(2m)2(s + 1)2 k,l,mZ,n:O e 1O APAY (RAp)KC (D) x

. L2 ~ ~
exp{—i(Ap+puq)} exp{—zs fl (km +In) }A(p, g, dm, n)UA, u)D(k,1). (27)

For the motivation of putting K (k,I) = IC(kl) see Section 5. As one can see, the aforemen-
tioned bijection is based on the Fourier transform and the discrete Fourier transform. This
is why we do not have a universal scheme to obtain the Hilbert space representation of a
classical system modelled on some nontrivial symplectic space and why in having a Hilbert
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space representation of a nontrivial system, we may not be able to build its quantum phase
space counterpart. It is possible that there exist different phase spaces on which the same
quantum system is represented. An excellent illustration of this option is the description of
a particle with spin [50,51].

4. Algebra of Quantum Observables

Thus far, to establish relations between a phase space and a Hilbert space, we explored
the generalised Weyl correspondence/application and the generalised Stratonovich-Weyl
mappings only at the level of linear structures of sets of observables. However, the total
structures of the family of functions or family of operators used in quantum mechanics are
much more extensive. The current section is devoted to an analysis of that topic.

As we already mentioned, classical observables are smooth, real functions on the
phase space M of a system. Their multiplication is the usual pointwise product of func-
tions. Thus, observables are real elements of the ring of smooth, complex, valued functions
(C®(M),+,-), which is an algebra over the field of complex numbers C. Convergence
in this algebra is introduced in agreement with the notion of convergence of generalised
functions (see [52]). The sequence of functions {A,(p1,...,4")}?2,, dim M = 2n is con-

vergent to a function Ag(p1,...,q") if, on every compact subset of the manifold M, every
QM1 tmyt...tmyy

[e9)
iy gt Ar (p1,---,9") } ) is uniformly convergent
.

sequence of partial derivatives {

. . My +mo+...4+m . g
to the derivative WW#AO(W' ...,q"). The definition may seem to be very restrictive

but it well represents the physical meaning of convergence for measurable quantities. We
present it in a local Darboux chart; however, of course it does not depend on the choice of
coordinates.

The ring (C®(M),+,) in physics is equipped with a Lie algebra structure. This
structure known as the Poisson bracket is introduced by the symplectic structure and
locally in the Darboux chart

{A(p1,---,q"), B(p1,--,q") }p

B dA(p1,---,9") 9B(p1,---.9")  0A(p1,---,q") E)B(m,...,q”))
B Z( oq' opi opi aq' - @

Analysing the relationship between the Hilbert space formulation of quantum mechan-
ics and its formulation on phase space R?", we propose some universal postulates referring
to the more general case when the quantum phase space is a symplectic manifold M.

Observables are again represented by smooth real functions on the phase space M. The
topology is as in the classical case. What is new, is the elements of the ring (C* (M), +, ),
may depend on the Planck constant 7; although, in classical physics, this is not forbidden.

The fundamental difference between the sets of classical and of quantum observables
lies in their products. Since the multiplication of linear operators acting on a Hilbert space
‘H is associative but nonabelian, analogous properties are expected in the set of quantum
observables on the phase space.

Therefore, we are forced to introduce a new product, represented by the symbol * and
called a ‘star’ product. Since its form depends on the structure of the manifold M, we need
to, again, consider three options.

On a trivial phase space R?, an explicit form of the *- multiplication can be found with
the use of the generalised Weyl correspondence. As one proves

Wp'(A-B) = W' (A) +p W5 (B)(p,q) = A(p,q) *» B(p,q)
1 . .
= P /Rs ddpdp'dq'dp”dq"dp"'dg" P~ (hAp) exp{ilA(p — p) + p(g = q')]}

< A", q" T { ®P)(v,4) BIPI(p",q") BIP(p",a") }B(P" 0").  (29)
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where A(p,q) = W, L(A), B(p,q) = W, L(B). Equivalently *-multiplication of the func-
tions A(p,q), B(p,q) is represented by the integral

(Axp B)(p,) = [ dAdu P~ (iAw) expliChp+ ) }ARB) (A 0. GO)

The X-product does not depend on kernel P.
Auxiliary objects A(A, u), B(A, ) are defined by

A = o P [, dpdaexp(—i(p + 5} A(p.a). @1

The X-multiplication on phase space R? one is calculated as (compare [49])

TJu

(ARB)(A, 1) = / dN'dp'd\ du" AL, )eXP{ P A= An )}

X O(A + A" =N +p" — w)BA, ). (32)

Since the *p-multiplication is based on the generalised Weyl correspondence, its explicit
form is known only on the phase spaces R?". The *-product is nonlocal.

We indicated that the set of bounded operators B(#) is also a Lie algebra. Therefore,
a Lie algebra structure is mapped to the recently built algebra (C®(R?), +, p). The Lie
structure is called the Moyal bracket

{AG0) B = = (Ap,0) «p B(p.0) ~ Bp,a) +p Alpg)). (39

The Lie structure given by the Moyal bracket differs from the one determined by the Poisson
bracket. Therefore, we can conclude that the classical Poisson algebra (C*(R?),+,,{-,-}p)
of functions turns in the quantum case in a family of algebras (C*(R?), +, *p, {-, - }m). A
possible presence of the Planck constant /i does not change the class of functions C®(R?).
However, being precise, not every two smooth functions from C*(IR?) can be multiplied in
the sense of the star product *p. This complicated issue was discussed in [40,53]. Therefore,
the vector space C*®(R?) is a subspace of C*(IR?).

To introduce a *-product on an arbitrary symplectic manifold, we need a local form of
this multiplication. However, a universal method of calculating the *p-multiplication in
that manner does not exist. However, if we substitute convergent expressions by their series
in expansions in the Planck constant /i, we are able to propose a calculus called deformation
quantisation, which is, in some cases, equivalent to the aforementioned considerations.
The price we pay for this operation is a general loss of convergence.

Thus, we introduce a vector space (C®[h !, 1]](R?),C[h~1, 1], +, -) of formal series
in 71 over the field of complex numbers extended with respect to parameter 7. Elements of
the field C[ !, 1] are of the form

Z nle, reN, VigeC
I=—r
and the formal series belonging to C® [ !, 1]](R?) can be written as
Alp.q) = Y. W' Aip.q), seN, YIAlpq)€C®(R?). (34)
I=—s

A detailed analysis of the structure of the vector space (C®[™ !, 1]](R?), C[h ™1, 1], +,
presented in [54]. To introduce a *p-product of the formal series from C®[l 1, ]| (R2), f1rst
we build another formal series
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P(hAp) = ZP (hAu), Po=1, Vj>0 P;eR. (35)

The formal series P (hiAu) is responsible for the choice of ordering. We will discuss this
question in Section 5. As one can see, the series plays the same role as function P(hAu) in
the former considerations. Thus, we denote both of them with the same symbol.

Element Ap(p,q), constructed from the formal series (34), is equal to

P () & o 9% Ai(p,q)
Ap(p,q) =P —n e Diptlp, 2 2R 36
Pipa) P( apaq) ;; P apiaq) (36)

Multiplication of the formal series is then defined as
o

A(p,q) *p B(p,q) := 7’1(— Ap(p,4) eXP<1h2P>BP(P/q)] (37)

")
with the Poisson operator being given by the expression
P09 937
dgdp  dpdq
Function ‘exp’ in formula (37) needs to be represented by its Taylor series.

The algebra (C®[ ™, )] (R2), C[h 1, ], +, *p) can be equipped in a natural way with
a Lie structure. The Moyal bracket (33) in set (C®[1™!, 1]](R?), C[: !, 1]], +, *p) is equal to

<

2
(A Bl = 5P () Ap<p,q>sm<h;’>3p<p,q>]. 9)

Although we stress that the formal series approach to algebra of functions on the symplectic
manifold R? may destroy convergence, it also possesses some advantages compared to
the strict star calculus. First, it can be extended to all formal series of smooth functions on
R2. Secondly, calculations involving exclusively derivatives become easier compared to
integral expressions. Finally, for a wide class of objects, e.g., polynomials, the results of
*p-multiplication achieved with the use of expression (37) and (30) are the same.

As an example of the aforementioned product, we calculate

ih
prpq=pi— 5 +HP.

The formal series version of phase space quantum mechanics is our chance to move to
nontrivial symplectic manifolds. Product (37) of the formal series is calculated locally. A
natural way to transform it into a form suitable to work on arbitrary symplectic manifold
appears to be the substitution of partial derivatives with covariant ones. This operation
ensures that the result of the multiplication would be again a scalar.

Let us discuss this option in the simplest case when kernel P(%Au) = 1. The phase
space is a symplectic manifold M, dim M = 2n. Assuming

A f20) _ 3B(1, 92) _
o o

in alocal chart (U, {¢1, ..., $2,}) (not necessarily a Darboux one) on manifold M, the term
standing at power /1" in expression (37) is proportional to

a)iljl .. .wi”f”Vﬁ cee V[WA(QDL. . .4)2n)v]'1 s anB(qbl,. . -4)211)- (39)
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By wikik, we denote components of the tensor inverse to the symplectic form w. In the

chart (U, {¢1, ..., $2u}), represented by its components wj;, V;, symbolises the covariant

derivative with respect to the variable ¢;. The Einstein summation convention is used. The

presented idea requires the existence of a connection on the phase space M.
Unfortunately, as is known (e.g., [20]), the *-product consisting of terms, like (39), is

associative if and only if the connection on M is

1.  symplecticViw =0 for i =1,2,...,2n;

2. without torsion

vl’]'A((P], N (PZH) = v]'iA((P], e (PZH) for l,] = 1,2, . .,271

and every function A(¢y, ..., ¢2,); and
3. flat

vijkA(¢1,. ..472”) = Viij(¢1/' ‘-4)211) for i,j,k =12,...,2n
and every function A(¢1, ..., ¢2n).

These three constraints taken together are demanding. Despite the fact that every
symplectic manifold can be equipped with several symplectic connections, there are usually
some restrictions imposed on them. Indeed, most phase spaces are cotangent bundles with
the base spaces being configuration spaces. Those configuration spaces usually contain
a Riemannian connection. It is natural that the symplectic connection on M = T*V
should be compatible with the Riemannian connection on the base manifold V. Although
‘compatibility’ can be realised in several ways (e.g., [55-58]), the final symplectic torsion-
free connection may still be curved. Thus, the programme of generalisation of product (37)
in the sense presented above fails.

There exists a constructive iterative method of building a *-product on an arbi-
trary symplectic manifold. This method was proposed by B. Fedosov in his outstand-
ing works [59,60]. We are not able to present the whole algorithm invented by Fedosov;
however, to give an idea, we will indicate its main steps.

The stage for the Fedosov calculus is a generalised Weyl bundle. The base manifold
of that bundle is the symplectic manifold M at which we want to define the *-product.
The fibre is an algebra of a formal series in 71 of symmetric powers of the cotangent bundle
T* M. Therefore, for a fixed chart on the U C M, elements of the fibre are formal series of
polynomials of coordinates in T* M. The product ‘o’ in the fibre of the generalised Weyl
bundle is given by a formula similar to (37).

In the next step, the generalised Weyl algebra bundle is equipped with a symplectic
torsion-free connection induced by the symplectic torsion-free connection from the base
space M. Thus, phase space quantum mechanics, in contrast to classical Hamilton physics,
require some connection. This connection on the Weyl bundle is then modified to an
Abelian connection.

Finally, the formal series on the manifold M to be multiplied in the sense of star
product is lifted to a flat section of the Weyl algebra bundle, then their o-product is
calculated, and the result is projected on M.

A great advantage of the Fedosov construction is its recurrent character. Therefore, it
can be easily implemented in the form of a computer programme [61,62]. However, we
have to remember that this calculus is formal, and some formulas can be divergent.

The Fedosov method, apart from its unquestionable applicable virtue, answers a
fundamental theoretical question. It shows that, on any symplectic manifold, one can
introduce a nontrivial deformation of the Poisson structure. That fact was proven first by
De Wilde and Lecomte [63]. Kontsevich [64] solved the problem of the existence of such a
deformation of Poisson algebra for any Poisson manifold.

Let us analyse some properties of the *-product on an arbitrary symplectic manifold
M. These properties can be deduced, e.g., from the Fedosov construction; however, here
we propose another, axiomatic, point of view. We consider any mapping fulfilling these
conditions as *-multiplication on M equivalent to the product of linear operators acting in
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the Hilbert space H. Thus, we look at the phase space representation of quantum mechanics
from another perspective. If we are able to introduce a mapping “*” satisfying the axioms
written below, we have a basis to construct quantum physics.

We postulate a *-product to be a two-argument multiplication in the linear space of

the formal series C®[fi"!, ]](M) on a manifold M mapping every pair of formal series
into another formal series

1.

s : C¥[h L R)|(M) x Ch™L, H])J(M) — C[h™L, B]](M).

For the functions A(¢1,...,¢2,) and D(¢y,...,¢2,) € C*(M), ie., not containing
the deformation parameter /i, we write the x-product in the form

AxD:= Y HBy(A,D), Yk Bi(A D)€ C®(M). (40)
k=0

To shorten the notation, we do not write the local coordinates in the arguments of
functions.

The operators Bi(-,-), k=0,1,2,...are C[A’l,/\]]—bﬂinear.

Moreover, they are local, i.e.,

¥V A,D e C®(M) supp By(A,D) C (supp A Nsupp D).

The *-product is associative. Thus, for every k > 0 and every functions A,D, G €

C*(M),

k
Bi(A,Bi1(D,G)) = ) Bi(Bx_1(A,D),G).
0 1=0

Next, for every A, D € C*(M), the equality holds

Mx

1

By(A,D) = A - D.

This requirement physically means that the *-product is, indeed, a deformation of the
pointwise (classical) multiplication of functions.
For every k > 1 and every function A € C* (M), there is

Bi(1,A) = Bi(A,1) = 0.

Therefore, the constant function equal to 1 is the identity element with respect to the
*-product.
Forall A,D € C®(M),

Bi(A,D) — By(D, A) = i{A,D}p,

This condition ensures that, in the first approximation with respect to the deformation
parameter 71, the difference

(Ax*D—D=xA) ~ih{A, D}p.

The aforementioned relation explains why the *-multiplication leads to a deformation
of the Poisson structure.
The complex conjugation is an involution of the *—algebra, i.e., for every A,D €
C®(M),

Bi(A,D) = By(D, A).
Thus, we say that the *-product is Hermitian.
There are two more supplementary assumptions about the *-product that are widely
used. The first says that
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(Axx B)(¢m, )

9.  The operators Bi(-,-), k = 0,1,2,... are bidifferential. This condition assures a
convenient realisation of the previous requirements.

10. The second states that operator Bi(-,-), k=0,1,2,...1s, at most, of the order k. In
this case, we call the *-product natural.

The set of series C*[l: "%, 1]](M) with the *-product is a ring, which, in general, is
nonabelian. Moreover, it is an algebra over the field C (1, 1]]. The x-product is continuous
in its arguments if all of the operators Bi(:,-) are continuous. Thus, every natural x-
multiplication is continuous.

The discussed construction and the properties of *-products work only on differen-
tiable manifolds. Therefore, a phase space being a lattice requires a separate treatment.
Thus, at the end of the current section, we are going to investigate the structure of set of
observables on the (s +1) x (s + 1) grid T¢™) = { (@, 1) }u.n=0,...s being the phase space
for the internal degrees of freedom, like spin.

We assume that observables are real functions on T's+1), They are elements of the
vector space (C(T*1)),C, +,-) of complex valued functions over the field of complex
numbers C. Notions of continuity and smoothness are not defined there; however, we can
introduce topology in the set C(T5*1)). We say that a sequence of functions {Aj(pm,n)}524
is convergent to a function A(¢y, n) if, for every fixed value of ¢;,, and 1y, the sequence of
numbers {A;(@m,, o) 721 tends to the number A(¢pmy, no).

Our goal is to equip the set of functions C(T'*1)) with a structure of noncommutative
but associative algebra. The multiplication should be a counterpart of the product of linear
operators acting in the finite dimensional Hilbert space #(5*1). Applying the discrete Weyl
correspondence (23), we obtain that the product of two functions A(¢y, 1), B(¢m,n) €
C(F(s+1)) related to the operators A, B is determined by

§: K=k, 1) exp{ (k¢m ln)} xTT{A-B’ﬁ*@;U}. (41)
k =0 1
To obtain the product (41) in a form not referring to operators, we need to introduce
the aux111ary functions A(k 1) and B(k, 1), defined on pairs of natural numbers {0,...,s} x
{0,...,s} and calculated according to the rule
. 1 > —27ti(kpy + ney)
Ak, 1) := (serl)ZK(k'l)m;Oexp{ ST 1 A(pm, n). (42)

Now, Equation (41) turns into

5 2r
-1 .
(Axx B)(@m,n Z:: (k,1) exp{ <k¢m+s+1ln)}

x Y Z(k’ 1) (=1) K —RY W =11+ (DY (K k= 1) (s+ )Y (K k=) Y (=1 -1)

K K111 =0

i x
X eXP{ ] (K'1—kl') }5k’+k"k,o mod(s+1) 07 +17—1,0mod(s+1) B(K", 1"). (43)
By Y (k), k € Z, we denote the discrete Heaviside step function

1, k>0,
YU‘):Z{ 0, k<o.

The Planck constant 7z does not appear in formula (43). The effect originates from the
fact that the internal degrees of freedom do not refer to any classical quantities and, thus,
operations on them are not a deformation of their classical counterparts.
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Set (C(T*+1)), 4, %) is a ring with identity. Since this is also a vector space over C,
we have built an associative noncommutative algebra containing quantum observables. It
is also a Lie algebra with the Lie bracket given by the Moyal bracket

{A(@m,n), B(@m, 1) }p = A(Pm, n) *x B(@m,n) — B(@m, n) xxc A(@m, 1) (44)

By combining the results for a symplectic manifold M and a grid r+1) one can derive a
phase space algebra of the functions for systems described by both classical and internal
degrees of freedom.

5. Physically Motivated Orderings

As it was explained in the preceding chapter, in both continuous and discrete cases,
we were able to construct several quantum algebras parametrised by functions: P (A, j)
or K(k,1), which are often called kernels. Before we start discussion of role of them in the
phase space version of quantum mechanics, we need to make the following comment.

Mathematicians divide the products of formal series into classes of equivalence. Thus,
in deformation quantisation built on a symplectic manifold M, two products *p, and *p,
are equivalent if there exists a differential operator

g:C%(M) = C®(M) , gzl—i—Zgi
i=1

such that
g(Axp D) =g(A) xp, g(D). (45)

Thus, we see that most of our earlier considerations were devoted to star products from
the same class. However, the physical meaning of the equivalent x-products is different,
because they lead, e.g., to different eigenvalues and eigenvectors. Thus, from the point of
view of the experiment, we have to distinguish between them, and this is why it is worth
discussing several kernels.

Let us do that. The first observation, following from the analysis of units of arguments
says that P(A, u) and K(k, 1) should be dimensionless. Since the parameters A, u appear
in the Fourier transform (10), the argument of function P (A, jt) is the product iiAp. If the
phase space is R?", then the argument equals 27:1 Ny i

h

Moreover, comparing the expressions (16) and (81), we see that factor 1_{ s imitates 5.

This is why the argument £ of function P turns into the argument kL of the kernel IC,

T+s
and we often write 7?( )‘“) and (sﬂﬁ )

The next restriction follows from the fact that, in several formulas, the inverse elements

P(5E 1M )and K1 ( :ﬁ) appear. Therefore, an essential property of every kernel is its

invertibility. In strict integral expressions, it is sufficient to assume that P(MT”) is different
from 0 almost everywhere and that singularities do not lead to divergent integrals. For the
formal series, we see that there must be Py # 0. In the case of a discrete phase space T+1),

we simply demand that K ( ﬂ‘i) # 0 forevery k, I.

The presence of the functions P(hM ) and K ( ;ﬁ) in our considerations originates

from the noncommutativity of the operators p, § on a continuous phase space R? and of
the operators 7, $ on the grid T**1). Thus, it is natural that kernels should not interfere
in systems depending exclusively on the momentum or the position and, analogously,
exclusively on n or ¢y,. This expectation means that P(0) = 1 and K(0) = 1. For the formal
series P (= W ), the condition P(0) = 1 assures the existence of the series P~ (@)

Last, but not least, we expect that real functions correspond to the Hermitian operators.

On symplectic manifolds, that requirement implies 73( £) to be real. On the lattice
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I'5t1), the fact that real valued functions are mapped in Hermitian operators leads to the
requirement

K —k 1 __
IC<S7:_1) :(—1)S+1k’/c<”(s+l sz(f“ >), 1<k1<s, K(0)=K(0). (46)

Likely, the best known realisation of ordering on the phase space R? is the Weyl

ordering. It holds for
hAu

One of the distinguishing features of the Weyl ordering is the fact that P(MTV) = lis the
only kernel assuring compatibility for an arbitrary monomial p'g°, r,s € N between the
Poisson brackets and the respective commutators up to the second order, i.e.,

wWi({a p' 0’ }e) = %[42, Wi )], Wil{p?, p'g°}e) = %[ﬁzr Wi(p'e)]

and
Wil{pa. p'a’}e) = %[Wl(Pq)/Wl(PrqS”'

What is amazing, because of the requirement (46) in the discrete case, one cannot put
IC( ikl ) = 1forevery 1 <k, <s. A possible choice for s + 1 = odd number, is

s+1
7Tkl o kI
K(s—i—l) = (=%

If s 4+ 1 is an even number, the situation becomes more complicated. A partial answer to
the question about a possible kernel on a grid of even dimensions can be found in [48].

s+1 )7 s+1

Another degree of freedom with respect to a choice of ordering appears in the Fedosov
quantisation. As we mentioned, in the Fedosov construction, a symplectic torsion-free
connection on the phase space M is required, and a given phase space may be equipped
with different symplectic connections. Thus, we may build several *-products changing
the differential structure of the manifold M. Moreover, every fibre in the Weyl bundle
admits several o-products leading also to different *-products. Considerations devoted to
this aspect of phase space quantum mechanics can be found in [58,65].

However, one can always choose K (”—kl) which is real and ’IC (Lkl> ‘ =1

6. Representation of States on a Quantum Phase Space

The question of representing states on a quantum phase space should be discussed in
three aspects. First, we need a phase space counterpart of a density operator. In the second
step, a functional action equivalent to a trace in the Hilbert space has to be introduced.
These two structures plus a *-product are sufficient to deal with calculating the mean
values and the time evolution.

However, in quantum mechanics, we are also interested in the possible results of a
single measurement. To gain this information, we solve an eigenvalue equation for a fixed
observable. Thus, a phase space analogue is required.

As we said before, the density operator ¢ acting in the Hilbert space H is a linear,
self-adjoint, positive, and normalised operator defined on the whole Hilbert space.

Since the density operator is self-adjoint and its domain is the whole space #, then it
is bounded. Eigenvalues of the density operator are nonnegative, and they do not exceed 1.
Thus, its norm satisfies the inequality ||4]| < 1.

The interpretation of the eigenvalues and eigenstates of this operator is clearly ex-
pressed in the von Neumann definition [66] stating that the density operator is of the form
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n dim H
6:=u nlé?r}m; pilej) (@il ¥ipi=0, /; pi=1
Each number p;, j = 1,2,...,dim H is the probability of observing the system in the state
represented by a ket |¢;). If one of these numbers equals 1, we say that the system is in a
pure state. Otherwise, the system is in a mixed state. The symbol u— denotes the uniform
convergence of a sequence of operators.

Thus, we see that every pure state is represented by an operator of the projection on a
1-D subspace of the Hilbert space H.

The functional action of the density operator ¢ on an observable represented by the
operator A is calculated with the use of trace. For any bounded and positive operator A,
its trace is defined as [67]

R dim H .
TrA:= ) (gilAlgi), (47)
i=1
where {|¢;)}im# constitutes a basis of the Hilbert space . The trace (47) is independent
of the basis chosen. Because of the equalities

Tr(A+B)=TrA+TrB

VbeC Tr(bA) = b-TrA,

we see that the trace actually realises a linear functional. The trace is invariant under any
unitary transformation.
For every density operator ¢,

Try/6+0 = Tr|6] = Trd = 1.

Thus, the density operator is a trace class operator. Therefore, for every bounded operator
A € B(H), the trace of the product §A is abelian

Tr(0A) = Tr(A9).

Since states are represented by density operators, we have to redefine the eigenvalue
equation. Instead of formula

Algi)y = ailgi), (48)

where 4; denotes an eigenvalue assigned to eigenvector |¢;), we look for an equation
determining the projection operator |@;)(¢;| as the density operator for the state |¢; ). If
the state is degenerated, we focus on one fixed vector |¢;) from the subspace related to the
eigenvalue a;.

Thus, the eigenvalue equation (48) turns into

Ap; = a;0;. (49)

However, there are several operators fulfilling (49) that are different from the projection
operator \q)i> <goi|. To extract the exact one referring to the state |(Pi>, we need to use the
following requirements:

1.  The operator §; is self-adjoint, i.e., §; = 0.

2. (;is an operator of the projection. Therefore, the equality ¢; = ¢? holds.

3. Its trace satisfies the formula Trg; = 1.

If the state referring to eigenvalue a; is degenerated, Equation (49) possesses more
solutions satisfying the preceding conditions.
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Density operators referring to different eigenvalues of the same self-adjoint operator

satisfy the equality

0i0; = 0.
There exist states that are not represented by density operators fulfilling the definitions
presented at the beginning of this chapter, e.g., density operators assigned to the eigenstates
of unbounded operators with continuous spectra.They usually do not fulfil the trace
condition (3).

In the phase space formulation of quantum mechanics, a state given by the density
operator ¢ is represented by an image of ¢ in the generalised Stratonovich-Weyl correspon-
dence. For systems that are classically modelled on R?, we know the explicit form of this
mapping presented as the relation (13). By definition, an object

L 1 1 A\ 1 ' 1 hA/]/l/

ihA' ! , , qlolp’ ip'q
X exp(— 2]/[ ) exp [Z)L,(P - Pl) + ll/‘l(q - 6],)] (<27_[h)1/>2 eXp(— phq )dp'dq' (50)

is called a Wigner function. It depends on the choice of function P (MT”) The role of factor

ﬁ in front of the density operator ¢ will become clear later. Since the Wigner function is
defined on the phase space and it represents the state of the system, it should be similar
to the density of probability. This analogy is, however, misleading, because the function
Wp(p, q), although real, usually take both positive and negative values. Even at a spatial
point from the interval (g, q1), at which the density of the probability of detection of the
system is 0, the Wigner function Wp(p, q) for g € (qo, 1) may be different from 0 [68].
Information about probability in the Wigner function is contained in an indirect way.

One can check that, for every physically motivated ordering P (MT”) ,

/RWMP/q)dP = Tr(|9)(q]d), (51)

which is the probability of detecting the system under consideration at a spatial interval dg.
Analogously,

/RWp(p,q)dq =Tr(|p)(p|0) (52)

represents the density of probability with respect to momentum p.
For a pure state given in the Hilbert space formulation by the density operator
0 = |)(¥|, the respective Wigner function equals

1 (AW ihA' !
Wop(p,q) = (ZT)Z/W dp'dq'd\ dy’ P 1(2;1) exp<— Zy )

x exp[iA'(p—p') +in' (g — q')] W exp (— lphq ) (53)

For the Weyl ordering when P (h/\T/V/) = 1, one can calculate integrals with respect to dA’

and dy’. Then, the expression (54) reduces to (see [26]) a simple form,

Wi(p.q) = Zékl/llad(fexp(i};;:»l’(q—i—g)zp(q— g)

This Wigner function Wp(p, q) representing a pure state, fulfils the condition

1
Wo(p.a)+p Wp(p,q) = 5= Wp(p,q)- (54)



Entropy 2021, 23, 581

19 of 26

The relation (54) is a straightforward consequence of observation, in that the density
operator representing a pure state is a projection operator |¢;) (|-

For two Wigner functions W; p(p,q), W; p(p, q) representing mutually orthogonal
states |;) and |;), their product

Wip(p,q) *p Wip(p,q) =0. (55)

Thus, from the von Neumann definition of a density operator, we see that, if the Wigner
functions W; p(p,q), i = 1,2,... represent projections on mutually orthogonal states
spanning the Hilbert space #, then

dimH
Wo(p.q)= ), piWip(p.q) (56)
i

where Vi p; > 0and Zfl:h{‘ﬂ pi =1

To prove the relations (54), (55), and (56), it is sufficient to assume the existence of the
generalised Stratonovich-Weyl correspondence. Therefore, the aforementioned properties
hold on any quantum phase space that is a symplectic manifold.

Another question is how the functional action of the Wigner function is realised. Using
the generalised Weyl correspondence (13), we see that on the manifold R?, the trace of the
operator A is represented by the integral

1 1
2t 2 dpdgWy " (A). (57)

This observation is not a surprise because integration, like taking the trace, introduces a
linear functional. When one calculates the integral of a *xp-product of functions, the result
of the integration is independent from the order of the multiplied functions

1 1 -
st /Rz dpdqA(p,q) +p B(p,q) = 5 = ./]RZ dpdqB(p,q) +p A(p,q). (58)

Therefore, we conclude that, at phase space R?, every *-product of (30) type is closed [69].
For the Weyl ordering, when P(h%) = 1, the integral of the x;-product of two

functions is equal to the integral of the pointwise multiplication of those functions

1 1
2t Jer WPAAA(P ) #1 B(p,q) = 5 | dpdqA(p,q) - B(p,q)- (59)
For an arbitrary ordering P(@), the mean value of an observable A(p,q) in a state
represented by a Wigner function W (p, ) is calculated according to the rule

(Alp.q)) =/R2 dpdqA(p,q) +p Wp(p,q) = /RZ dpdqWp (p,q) *p A(p,q).  (60)

Now, one can see that we have included the factor ﬁ into our definition of the Wigner
function in order to avoid this coefficient in the expression for the average value.

The Weyl ordering formula (60) takes exactly the form known from classical statistical
physics

(Alp.q)) = /Rz dpdq A(p, q)W1(p.q). (61)

The Wigner function W1 (p, g), on the contrary to the classical density of probability, is not
a positive function.
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Once we introduce a classical counterpart of trace of operators, we can present more
properties of the Wigner function. Thus, the integral

/RZ dpdgWp(p,q) = 1. (62)

Formula (62) is the condition of normalisation for the Wigner function Wp (p, q). Moreover,

1
[ dpdaW(p,q) p Wp(p,g) < o . (63)

Equality in formula (63) holds exclusively for pure states.
Although a Wigner function is not positive as a function, it represents a positive
functional. Thus, for every two Wigner functions W, »(p,q), W, p(p,9q),

/RZ dpdqW,»(p.q) *p Wy p(p,q) = 0. (64)

Alternatively, one can say that, for every function A(g, p) and every Wigner function
Wy (p, q) for which the integral exists,

[, dvdaWp(p.0) <p (Alg,p) +p A(a,p)) > 0. (65)

The transition probability between two pure states represented by density matrices
0i, @j is given by integral

[(pily))[* = Tr(aigy) = 2t /]RZ dpdqWip(p,q) *p Wi p(p,q)- (66)

Wigner functions W; »(p,q), W p(p, q) refer to the pure states |¢;), |1;), respectively.

In the case where the phase space is a symplectic manifold M, but an explicit form of
the generalised Stratonovich-Weyl correspondence is not known, we ought to understand
a Wigner function as a phase space counterpart of the density operator §. Thus, W is a real,
positively defined, and normalised generalised function. Below, we present a realisation of
these postulates.

1. For every real, smooth function A(¢y, ..., ¢2,) from a proper test class of functions

(W(@1, ..., ¢20), A1, ..., d2n)), ER. (67)

The choice of class of test function may be performed according to several criteria.
We discussed this question in [54]. By ¢, ..., ¢2,, we denote the local coordinates
(not necessarily canonical) on the manifold M, n = 1 dim M. The symbol (-,)_
represents a functional linear action. Its possible form will be discussed later. We
omit the index P at the star product, because, as we know, on an arbitrary symplectic
manifold depends not only on a choice of ordering but also on the geometry of the
symplectic space.
2. For every test function,

(W(p1, - p2n), A1, - - Pon) * A1, .- 2n)), > 0. (68)

3.  The functional action on a constant function

(W(g1,-.., o), 1), = 1. (69)

In the practical realisation of the preceding postulates, one has to overcome two serious
obstacles—the introduction a *-product on a symplectic manifold M and the implemen-
tation of the functional action <~, >* As we remember from Section 4, a star product on
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an arbitrary symplectic manifold can be calculated in frames of the formal series calculus.
Thus, the expressions (67), (68), and (69) need to be adapted to that calculus (compare [54]).
In particular, we have to be extremely careful in dealing with Wigner functions. Analysis
of the solutions of eigenvalue equations in that situation show [70] that Wigner functions
may be represented as a formal series in 7, in which the terms are the Dirac delta and its
derivatives. From that point of view, e.g., the sense of properties (54) and (55) is obscure.

Another question, intimately related to the definition of the functional action <~, ~>*, is
a phase space representation of a trace of operators. Due to the linearity, it has to be, up to
a constant, a kind of integral on the symplectic manifold M. However, the most natural
integral

/M A1, ..., )"

does not ensure that
/M A(gbl,. ..,472”) * B(¢1,. . .,gbz”)w” = //\/l B(¢1,. . '/4)211) * A(¢1,. . .,4>2n)w”

for the arbitrary functions A(¢1, ..., ¢2n), B(¢1, ..., $2,), for which integrals make sense.
Therefore, it is necessary to introduce the so-called trace density. The existence of the trace
density was proven in [71,72]. Its construction for the Weyl-like Fedosov star product was
proposed by Boris Fedosov himself [73]. The trace density denoted as t(¢1, ..., ¢2,) is a
formal series in nonnegative powers of i and was determined by a symplectic curvature
tensor on the manifold M and its covariant derivatives with respect to a symplectic
connection on M. Now,

/M (A(<p1,...,¢2n) «B(¢1, .. .,¢>2n))t(¢1,...,¢2n)w”

_ /M (B(<p1,.. o) * A1, . .,<p2n)>t(<p1, e o)W (70)

as expected.
Now, we see that the functional action (f(¢1,...,¢2u), A(P1, ..., ¢2n)), is a generali-
sation of the integral

1
@y /M f(P1,- o pon) ¥ A(P1, ..., P20 E(P1, - -, P2n) ", (71)

Factor (2% appears to assure compatibility with the case of R?". Its origin is a relation
7th)
between the trace of operators and the integration on the quantum phase space.
Therefore, for an observable A(¢1, ..., ¢2,), its average value is determined by the
relation

(A1, ..., pm)) = /M (Alprr- - g") WP, o) )1, o). (72)

The scheme of dealing with the states described above is based on an assumption that the
Wigner function represents the density operator in the Stratonovich-Weyl correspondence.
This can be also applied to discrete problems.

However, on the phase space R?" and on the discrete phase space, the presented way
of building the Wigner function is not unique. As an illustration of an alternative approach,
we construct a Wigner function for the nonclassical degrees of freedom on a grid T(s*+1).

We introduce the discrete Wigner function as

1
s+ 1

Wic(@m,n) := Tr< éf)[lC](q)m,n)>. (73)
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Thus,

S

<A((Pm/”)> = Z A(G"m/”) 'WIC(GDm/”)' (74)

m,n=0

In contrast to the Wigner function based on the Stratonovich-Weyl correspondence, in
the expression for the mean value of the function A(¢,, 1), we apply the usual pointwise
multiplication between A(¢y,, n) and Wy (¢, n).

The Wigner function defined by (73) satisfies the following properties:

1. It is a real function
Wic(@m, n) = Wi (@m, n). (75)
2. The trace of Wi (¢, n) is equal to one

S

Y. Wilgmn) =1. (76)

m,n=0

Thus, we see that the Wigner function is normalised as expected.
3. Wx(@m,n) is positively defined, i.e., for every function A(¢., n) on grid rs+1),
s J—
Z Wi (@m, n) (A * ko A) (om,n) > 0.

m,n=0

4. It gives the marginal distributions

S

Y. Wiclgm,m) = Te{pln) {nl} (77)
iOW/c(qvm,n) = Tr{0 |om) (@m|}- (78)

Thus, we can conclude that the Wigner function Wy (¢, ) has no direct probabilistic
interpretation, but the sums in one of its arguments (77) or (78) are probabilities with
respect to the fixed value n of the observable n or fixed value ¢,, for the function ¢.

In both cases, the discrete and continuous, the crucial advantage of the Wigner function
Wic(@¢m, n) over Wi (¢, n) and, respectively, Wp(p,q) over Wp(p,q) is that, in formu-
las for the average values of the functions A(¢m,n), A(p,q), the x-multiplication or
xp-product, respectively, is substituted by the usual commutative product of functions.
However, when one discusses an eigenvalue equation, the pure states, or the time evolution,
it is more convenient to deal with Wigner functions obtained via the Stratonovich-Weyl
correspondence. Therefore, in further considerations, we will use the Wigner functions

Wp(p,q), Wic(@m,n) and W(e1, ..., Pau)-
7kl

For ‘P(MT”) ‘ = 1, almost everywhere or ‘IC (sTl) ‘ = 1, these two discussed ap-

proaches coincide.

We consider the representation of states in the case of the quantum phase space being a
symplectic manifold and a grid separately. However, as it was shown in formula (27), there
is a natural way to combine these two variants at least for the symplectic space R?" and
an arbitrary grid T**1), One needs only to treat the continuous and discrete components
of the Wigner function on equal footing, i.e., to use the Wigner function derived via the
Stratonovich-Weyl correspondence or via the trace.

The last paragraphs of the current section are devoted to issues in which the formula-
tion is universal in all considered options: on the manifold R?, on an arbitrary symplectic
manifold M, on the grid T (5+1) and on the Cartesian products R? x 6+ or M x TG+,
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The time evolution of a Wigner function built with the use of the Stratonovich-Weyl
correspondence or the generalised Stratonovich—-Weyl correspondence is given by the
Liouville-von Neumann-Wigner equation

aa—vtv+{W,H}M:0. (79)
This formula is a phase space counterpart of the time dependence for the density operator
¢ in the Schrodinger picture. By H, a Hamilton function is denoted. To avoid complicated
notation, we omit the variables.
The eigenvalue equation for an observable A, on an arbitrary phase space takes the
form
A x Wi = aiWi. (80)

The relation (80) refers to Wigner functions built with the use of the Stratonovich-Weyl
correspondence or the generalised Stratonovich-Weyl correspondence. By 4;, an eigenvalue
of quantity A is denoted. W; refers to a Wigner eigenfunction of A related with the
eigenvalue a;. The conditions imposed on the Wigner function W; are the following. First,
it is a real function. Secondly, as a counterpart of a projection operator, every Wigner
eigenfunction satisfies the equality

1

e e

(81)

The coefficient 0 1 follows from considerations related to the traces.

P ECS))
Finally, since W; represents a pure state, its action on a constant function equal to 1

everywhere gives 1. Symbolically,

2 /_/\/[ Wi((Plr-' .,(Pzn, (pm,l)t((i)l,. . .,¢2n)w” =1. (82)

m, =0
Every Wigner eigenfunction W; commutes with the function A, i.e.,
{AWitm =0 (83)

their Moyal bracket vanishes.

A detailed analysis of the application of the Wigner function to represent the states of
a spin  nonrelativistic particle in a classical electromagnetic field can be seen in [49]. The
quantum phase space in that example is R x R® x { (¢, 1) }1n.n=0,1-

7. Conclusions

The phase space version of quantum mechanics appears to be an interesting attempt to
describe quantum phenomena. In several cases, we modelled on differentiable manifolds;
therefore, we were able to apply the methods of differential geometry. Thus, the fact that
the phase space is different from R?", is not a real obstacle.

However, there are also serious disadvantages of this formalism. The most acute ones
follow from the fact that the quantum phase space may be different from the phase space
of the classical counterpart of the system under consideration. We should also be aware
of technical problems. Calculations performed in phase space quantum mechanics are
typically very complicated. When formal series are in use, problems with the interpretation
of the results appear.

It is also somewhat disappointing that the realisation of the classical limit in phase
space quantum mechanics is not so straightforward. The naive definition of that limit, i.e.,
tending with the Planck constant to 0, works for the *-product and quantities containing
positive powers of 7i. However, the same simple mathematical operation for Wigner func-
tions fails. Therefore, the phase space quantum mechanics cannot be treated directly as
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one of the approximated methods of the quantum formalism. An interpretation of the
manipulations performed in phase space quantum mechanics require much deliberation.
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