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Abstract: In this paper, we study the phase transition property of an Ising model defined on a special
random graph—the stochastic block model (SBM). Based on the Ising model, we propose a stochastic
estimator to achieve the exact recovery for the SBM. The stochastic algorithm can be transformed
into an optimization problem, which includes the special case of maximum likelihood and maximum
modularity. Additionally, we give an unbiased convergent estimator for the model parameters of the
SBM, which can be computed in constant time. Finally, we use metropolis sampling to realize the
stochastic estimator and verify the phase transition phenomenon thfough experiments.

Keywords: stochastic block model; exact recovery; Ising model; maximum likelihood; metropolis
sampling

1. Introduction

In network analysis, community detection consists in inferring the group of vertices
that are more densely connected in a graph [1]. It has been used in many domains,
such as recommendation systems [2], task allocation in distributed computing [3], gene
expressions [4], and so on. The stochastic block model (SBM) is one of the most commonly
used statistical models for community detection problems [5,6]. It provides a benchmark
artificial dataset to evaluate different community detection algorithms and inspires the
design of many algorithms for community detection tasks. These algorithms, such as semi-
definite relaxation, spectral clustering, and label propagation, not only have theoretical
guarantees when applied to the SBM, but also perform well on datasets without the SBM
assumption. The study of the theoretical guarantee of the SBM model can be divided
between the problem of exact recovery and that of partial recovery. Exact recovery requires
that the estimated community should be exactly the same as the underlining community
structure of the SBM whereas partial recovery expects the ratio of misclassified nodes to
be as small as possible. For both cases, the asymptotic behavior of the detection error is
analyzed when the scale of the graph tends to infinity. There are already some well-known
results for the exact recovery problem on the SBM. To name but a few, Abbe and Mossel
established the exact recovery region for a special sparse SBM with two communities [7,8].
Later on, the result was extended to a general SBM with multiple communities [9].

Parameter inference in the SBM is often considered alongside the exact recovery prob-
lem. Previous inference methods require the joint estimation of node labels and model
parameters [10], which have high complexity since the recovery and inference tasks are
done simultaneously. In this article, we will decouple the inference and recovery problems,
and propose an unbiased convergent estimator for SBM parameters when the number
of communities is known. Once the estimator is obtained, the recovery condition can be
checked to determine whether it is possible to recover the labels exactly. Additionally,
the estimated parameter will guide the choice of parameters for our proposed stochastic al-
gorithm.

In this article, the exact recovery of the SBM is analyzed by considering the Ising
model, which is a probability distribution of node states [11]. We use the terms node
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states and node labels interchangeably throughout this paper, both of which refer to the
membership of the underlining community. The Ising model was originally proposed in
statistical mechanics to model the ferromagnetism phenomenon but has wide applications
in neuroscience, information theory, and social networks. Among different variants of
Ising models, the phase transition property is shared. Phase transition can be generally
formulated when some information quantity changes sharply in a small neighborhood
of parameters. Based on the random graph generated by an SBM with two underlining
communities, the connection of the SBM and the Ising model was first studied by [12]. Our
work will extend the existing result to the multiple community case, establish the phase
transition property, and give the recovery error an upper bound. The error bounds decay in
a polynomially fast rate in different phases. Then we will propose an alternative approach
to estimate the labels by finding the Ising state with maximal probability. Compared with
sampling from the Ising model directly, we will show that the optimization approach has
a sharper error upper bound. Solving the optimization problem is a generalization of
maximum likelihood and also has a connection with maximum modularity. Additionally,
searching the state with maximal probability could also be done within all balanced
partitions. We will show that this constrained search is equivalent to the graph minimum
cut problem, and the detection error upper bound for the constrained maximization will
also be given.

The exact solution to maximize the probability function or exact sampling from
the Ising model is NP-hard. Many polynomial time algorithms have been proposed for
approximation purposes. Among these algorithms, simulated annealing performs well and
produces a solution that is very close to the true maximal value [13]. On the other hand,
in the original Ising model, metropolis sequential sampling is used to generate samples for
the Ising model [14]. Simulated annealing can be regarded as metropolis sampling with
decreasing temperature. In this article, we will use the metropolis sampling technique to
sample from the Ising model defined on the SBM. This approximation enables us to verify
the phase transition property of our Ising model numerically.

This paper is organized as follows. Firstly, in Section 3 we introduce the SBM and
give an estimator for the parameters of the SBM. Then, in Section 4, our specific Ising
model is given and its phase transition property is obtained. Derived from the Ising model,
in Section 5, the energy minimization method is introduced, and we establish its connec-
tion with maximum likelihood and modularity maximization algorithm. Furthermore,
in Section 6, we realize the Ising model using the metropolis algorithm to generate samples.
Numerical experiments and conclusion are given lastly to finish this paper.

Throughout this paper, the community number is denoted by k; the random undi-
rected graph G is written as G(V, E) with vertex set V and edge set E; V = {1,...,n} =: [n];
the label of each node is X;, which is chosen from W = {1, w, ..., wk_l}, and we further
require W to be a cyclic group with order k; W" is the n-ary Cartesian power of W; f
is a permutation function on W and is extended to W" in an element-wise manner; U°
is the complement set of U and |U| is the cardinality of U; the set S is used to rep-
resent all permutation functions on W and Si(c) := {f(0)|f € S} for ¢ € W"; the
indicator function é(x,y) is defined as é(x,y) = 1 when x = y, and é(x,y) = 0 when
x # y; f(n) = O(g(n)) if there exists a constant ¢ > 0 such that f(n) < cg(n) for large
n; f(n) = o(g(n)) holds if lim, e % = 0; we define the distance of two vectors as:
dist(o,0’) = |{i € [n] : 0; # 0/}| for 0,0’ € W" and the distance of a vector to a space
S C W" as dist(c, S) := min{dist(c,0’)|¢’ € S}. For example, whenn = 2 and k = 2,
c=(Lw) e W% =1, w-w = w? = 1; let f be a mapping such that f(1) = w and
f(w) =1, then f € Sy and f(0) = (w,1); dist(c, f(0)) = 2; Sx(0) = {0, f(0)}; and
Si(0) = {(L1), (w W)}

2. Related Works

The classical Ising model is defined on a lattice and confined to two states {£1}.
This definition can be extended to a general graph and multiple-state case [15]. In [16],
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Liu considered the Ising model as defined on a graph generated by sparse SBM and his
focus was to compute the log partition function, which was averaged over all random
graphs. In [17], an Ising model with a repelling interaction was considered on a fixed graph
structure, and the phase transition condition was established, which involves both the
attracting and repelling parameters. Our Ising model derives from the work of [12], but we
extend their results by considering the error upper bound and multiple-community case.

The exact recovery condition for the SBM can be derived as a special case of many gen-
eralized models, such as pairwise measurements [18], minimax rates [19], and side informa-
tion [20]. The Ising model in this paper provides another way to extend the SBM model and
derives the recovery condition. Additionally, the error upper bound for exact recovery of
the two-community SBM by constrained maximum likelihood has been obtained in [7].
Compared with previous results, we establish a sharper upper bound for the multiple-
community case in this paper.

The connection between maximum modularity and maximal likelihood was investi-
gated in [21]. To get an optimal value of maximum modularity approximately, simulated
annealing was exploited [22], which proceeds by using the partition approach, while the
Metropolis sampling used in this paper is applied to estimate the node membership directly.

3. Stochastic Block Model and Parameter Estimation

In this paper, we consider a special symmetric stochastic block model (SSBM), which
is defined as follows:

Definition 1 (SSBM with k communities). Let 0 < g < p < 1, V = [n] and
X = (Xy,...,Xn) € W' X satisfies the constraint that |{v € [n] : Xy = u}| = ¢ for
u € W. The random graph G is generated under SSBM (n, k, p, q) if the following two conditions
are satisfied.

1. Thereis an edge of G between the vertices i and j with probability p if X; = X; and with
probability q if X; # X;.
2. The existences of each edge are mutually independent.

To explain SSBM in more detail, we define the random variable Z;; := 1[{i,j} € E(G)],
which is the indicator function of the existence of an edge between nodes i and j. Given the
node labels X, Z;; follows Bernoulli distribution, whose expectation is given by:

if X; = X;
E(z;]=4" ! ) (1)
q if X; 7& X]

Then the random graph G with n nodes is completely specified by
Z = {Z;,1 < i < j < n} in which all Z; are jointly independent. The probability
distribution for SSBM can be written as:

Pg(G) :=Pg(Z =z|X) = pri:x]. Z"fqzxi*xj Zij
. (1 . p)ZXi:Xj(lfz[j)(l _ q)ZX#X].(lfz,-j) @)

We will use the notation G, to represent the set containing all graphs with n nodes.
By the normalization property, P;(Gn) = Ygeg, Pc(G) = 1.

In Definition 1, we have supposed that the node label X is fixed instead of a uniformly
distributed random variable. Since the maximum posterior estimator is equivalent to
the maximum likelihood when the prior is uniform, these two definitions are equivalent.
Although the random variable definition is more commonly used in previous literature [6],
fixing X makes our formal analysis more concise.

Given the SBM, the exact recovery problem can be formally defined as follows:
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Definition 2 (Exact recovery in SBM). Given X, the random graph G is drawn under
SSBM(n, k, p, q). We say that the exact recovery is solvable for SSBM(n, k, p, q) if there exists an
algorithm that takes G as input and outputs X such that:

Py(X) :=P(X € S¢(X)) = lasn — oo

In the above definition, the notation P,(X) is called the probability of accuracy for
estimator X. Let P,(X) = 1 — P,(X) represent the probability of error. Definition 2 can
also be formulated as P,(X) — 0 as n — oo. The notation X € S;(X) means that we
can only expect a recovery up to a global permutation of the ground truth label vector X.
This is common in unsupervised learning as no anchor exists to assign labels to different
communities. Additionally, given a graph G, the algorithm can be either deterministic
or stochastic. Generally speaking, the probability of X € Si(X) should be understood as
Y6eg, Po(G) Py (X € Sk(X)), which reduced to Pg(X € S(X)) for the deterministic al-
gorithm.

For constants p,q, which are irrelevant with the graph size n, we can always find
algorithms to recover X such that the detection error decreases exponentially fast as n
increases; that is to say, the task with a dense graph is relatively easy to handle. Within this

. _ alogn _ blogn .
paper, we consider a sparse case when p = —=2~,q = —5~. This case corresponds to
the sparsest graph when exact recovery of the SBM is possible. And under this condition,

a well known result [9] states that exact recovery is possible if and only if:

Va—vb>Vk )

Before diving into the exact recovery problem, we first consider the inference problem
for SBM. Suppose k is known, and we want to estimate a, b from the graph G. We offer a
simple method by counting the number of edges T; and the number of triangles T, of G,
and the estimators 4, b are obtained by solving the following equation systems:

x+ (k—1)y T

2k - nlogn @
1 /2% k-1 , v\ D

The theoretical guarantee for the solution is given by the following theorem:

Theorem 1. When n is large enough, the equation system of Equations (4) and (5) has the unique
solution (@,b), which are unbiased consistent estimators of (a,b). That is, E[d] = a,E[b] = b, and
a4 and b converge to a, b in probability, respectively.

Given a graph generated by the SBM, we can use Theorem 1 to obtain the estimated a, b
and determine whether exact recovery of label X is possible by Equation (3). Additionally,
Theorem 1 provides good estimation of 4, b to initialize their parameters of some recovery
algorithm like maximum likelihood or our proposed Metropolis sampling in Section 6.

4. Ising Model for Community Detection

In the previous section, we have defined SBM and its exact recovery problem. While
SBM is regarded as obtaining the graph observation G from node label X, the Ising model
provides a way to generate estimators of X from G by a stochastic procedure. The definition
of such an Ising model is given as follows:
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Definition 3 (Ising model with k states). Given a graph G sampled from
SSBM(n, k, uk;g", bk;g"), the Ising model with parameters vy, 3 > 0 is a probability distribu-
tion of the state vector o € W™ whose probability mass function is

exp(—pH(7))

PU‘G(U:(_T) = ZG(IX,,B) (6)
where i
H(o) = 7% Y. oo — ), (i,0) 7)
{ij}¢E(G) {ij}€E(G)

The subscript in Py indicates that the distribution depends on G, and Zg(w, B) is the
normalizing constant for this distribution.

In physics, B refers to the inverse temperature and Z; (7, B) is called the partition
function. The Hamiltonian energy H(7) consists of two terms: the repelling interaction
between nodes without edge connection and the attracting interaction between nodes
with edge connection. The parameter < indicates the ratio of the strength of these two
logn

n
only O( 10%") connecting edges for each node. The probability of each state is proportional
to exp(—pBH(7)), and the state with the largest probability corresponds to that with the
lowest energy.

The classical definition of the Ising model is specified by H(c") = — ¥ ; j)er(c) 0i - 0j
for 0; = £1. There are two main differences between Definition 3 and the classical one.
Firstly, we add a repelling term between nodes without an edge connection. This makes
these nodes have a larger probability to take different labels. Secondly, we allow the state
at each node to take k values from W instead of the two values +1. When v =0 and k = 2,
Definition 3 is reduced to the classical definition of the Ising model up to a scaling factor.

Definition 3 gives a stochastic estimator X* for X: X* is one sample generated from the
Ising model, which is denoted as X* ~ Ising(, B). The exact recovery error probability for
X* can be written as P.(X*) 1= Y5cg, PG (G)Py(c(S;(X)). From this expression we can see
that the error probability is determined by two parameters (-, f). When these parameters
take proper values, P,(X*) — 0, and the exact recovery of the SBM is achievable. On the
contrary, P,(X*) — 1if (7, B) takes other values. These two cases are summarized in the
following theorem:

interactions. The term is added to balance the two interactions because there are

Theorem 2. Define the function g(B), §(B) as follows:

_ beﬁ—i-ae*ﬁ_a—l-b

) - — +1 8)
and: )
ooy J8(B) p<p=zlog;
= {gu%) S RO Y
where p = argming. g(B). Let B* be defined as:
ﬁ*_log<a+b—k—\/(az;—b—k)z—4ab)> 10)

which is the solution to the equation g(B) = 0 and B* < B. Then depending on how (v, B) take
values, for any given € > 0 and X* ~ Ising(y, B), when n is sufficiently large, we have:

1. Ify>band B> B*, P.(X*) < n8(B)/2Fe;

2. Ify>band B < B*, Po(X*) < (14 0(1)) max{n8B), n—8(B)+ey,

3. Ify <b, Po(X*) < exp(—Cn) for any C > 0.
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By simple calculus, §(B) < 0 for § > p* and g(B) > 0 for B < B*. g(B) < O
follows from Equation (3). The illustration of (), §(B) is shown in Figure 1a. Therefore,
for sufficiently small € and as n — oo, the upper bounds in Theorem 2 all converge to 0
at least in polynomial speed. Therefore, Theorem 2 establishes the sharp phase transition
property of the Ising model, which is illustrated in Figure 1b.

YA

I recoverable

: IT - IV irrecoverable
II1 1V

e

0.0

T
0.2

T
0.4

T
0.6

v v T v i S
0.8 1.0 12 1.4 [%

(b) Phase transition region in (,y) plane. The exact recovery of

() g(B),8(B) whena =16,b =4,k = 2. the SSBM is solvable only in Region L

Figure 1. Illustration of Theorem 2.

Theorem 2 can also be understood from the marginal distribution for
0 : Pr(c = 0) = Lgeg, Po(G)Pyg(c = 7). Let D(0,0”) be the event when ¢ is clos-
est to o’ among all its permutations. That is,

D(c,0’) := {o = argmindist(f(c),¢’)} (11)

fEeSk

Then Theorem 2 can be stated with respect to the marginal distribution P,

Corollary 1. Suppose v > b, depending on how B takes values:
1. When B > B*, Py(0c = X|D(0,X)) =1—0(1);
2. When g < p*, Py(c = X|D(c, X)) = o(1).

Below we outline the proof ideas of Theorem 2. The insight is obtained from the
analysis of the one-flip energy difference. This useful result is summarized in the follow-
ing lemma:

Lemma 1. Suppose & differs from & only at position r by 0, = w® - &,. Then the change of
energy is:

H@) - H©) = 0 +78") ¥ (@)
iEN,(G)
7B (o 37) — (@) +1) 12)

w(here m(é;?j) = |{i € n]|o; = W[}, Ni(G) := {jl(r,)) € E(G)} and J;(x,y) = é(x,y) —
6(ws - x,y).

Lemma 1 gives an explicit way to compare the probability of two neighboring states
by the following equality:

7 = exp(~BH(T) ~ H(?))) (13)
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Additionally, since the graph is sparse and every node has O(logn) neighbors, from
Equation (12) the computational cost (time complexity) for the energy difference is also
O(logn).

When H(¢") > H(&), we can expect Py (0 = &) is far less than P, (¢ = 7). Roughly
speaking, if Y gist(o" x)=1 exp(—B(H(¢") — H(X))) converges to zero, we can expect the
probability of all other states differing from S;(X) converges to zero. On the contrary,
if Ydist(o,x)=1exp(—B(H(?") — H(X))) tends to infinity, then Pr(Sx(X)) converges to zero.
This illustrates the idea behind the proof of Theorem 2. The rigorous proof can be found in
Section 8.

5. Community Detection via Energy Minimization

Since §* is irrelevant with 1, when v > b, we can choose a sufficiently large  such that
B > B, then by Theorem 2, o € S¢(X) almost surely, which implies that P (c = X) has
the largest probability for almost all graphs G sampled from the SBM. Therefore, instead of
sampling from the Ising model, we can directly maximize the conditional probability to
find the state with the largest probability. Equivalently, we can proceed by minimizing the
energy term in Equation (7):

of L . _
X' :=arg Jnin H(o) (14)

In (14), we allow 7 to take values from W". Since we know X has equal size
|{v € [n]: X, = u}| = % for each label u, another formulation is to restrict the search space
toW* :={oc e W'|[{v e [n]:0, =w’} =%5=0,...,k—1}. When ¢ € W*, minimizing
H(0) is equivalent to:

X":=argmin Y &(0;,09) (15)
{ij}¢E(G)
where the minimal value is the minimum cut between different detected communities.

When X” # X, we must have dist(X”, X) > 2 to satisfy the constraint X” € W*.
Additionally, the estimator of X is parameter-free whereas X’ depends on +. The extra
parameter 7 in the expression of X’ can be regarded as a kind of Lagrange multiplier for
this integer programming problem. Thus, the optimization problem for X is the relaxation
of that for X"’ by introducing a penalized term and enlarging the searched space from W*
to W™,

When B > B, §(B) becomes a constant value. Therefore, we can get n8(F)/2 as the
tightest error upper bound for the Ising estimator X* from Theorem 2. For the estimator X’
and X", we can obtain a sharper error upper bound, which is summarized in the following
theorem:

Theorem 3. When \/a — /b > Vk, for sufficiently large n,
1. Ify>b, Po(X ¢ Si(X)) < (k—140(1))nsP);
2 Pa(RX" ¢ Su(X) < ((k— 1) +o0(1))wsP).

As g(B) < 0,n%8B) < n8(P) < n8(P)/2, Theorem 3 implies that P,(X”') has the sharpest
upper bound among the three estimators. This can be intuitively understood as the result
of smaller search space. The proof technique of Theorem 3 is to consider the probability of
events H(X) > H(0) for dist(c, X) > 1. Then by union bound, these error probabilities
can be summed up. We note that a loose bound n¢ (B)/4 was obtained in [7] for the estimator

(\/ﬁ—k\/E)2

exact recovery is possible using X’ as long as v/a — Vb > V/k is satisfied.

Estimator X’ has one parameter, . When 7 takes different values, X’ is equivalent
with maximum likelihood or maximum modularity in the asymptotic case. The following
analysis shows their relationship intuitively.

X" when k = 2. For a general case, since §(8) = 1 — , Theorem 3 implies that
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The maximum likelihood estimator is obtained by maximizing the log-likelihood
function. From (2), this function can be written as:

log P(Z|X = o) = flog% ‘H(o)+C

. 1 1 bl
where the parameter v in H(0) satisfies 78" = m(log(l — 2B%) —log(1— ﬂ))
and C is a constant irrelevant with . When n is sufficiently large, we have v — - log Tog(a/b) /b) .
That is, the maximum likelihood estimator is equivalent to X’ when = 11 asymptoti-

cally.
The maximum modularity estimator is obtained by maximizing the modularity of a
graph [23], which is defined by:

dd

For the i-th node, d; is its degree and C; is its community belonging. A is the adjacency
matrix. Up to a scaling factor, the modularity Q can be re-written using the label vector
o as:

Qo) =— 7/‘5(‘71‘/‘7])
i) 2lEl
L il 17
+ Y —m) (0, 0}) (17)
{ij}€E(G)

+b as n — oo. Indeed,

. That is, the

maximum modularity estimator is equivalent with X’ when Y = Ymg asymptotically.

Using a > b and the inequality x — 1 > logx > 277 ! for x > 1 we can verify that
TYMQ > YmL > b. Thatis, both the maximum likelihood and the maximum modularity
estimator satisfy the exact recovery conditions o > b in Theorem 3.

From (17), we can see that Q(¢) — —H (o) withy = ypg = *

we have d; ~ %/‘H

nd;. Therefore, we have Z‘g — ’YMQ 5

6. Community Detection Based on Metropolis Sampling

From Theorem 2, if we could sample from the Ising model, then with large proba-
bility, the sample is aligned with X. However, exact sampling is difficult when # is very
large since the cardinality of the state space increases in the rate of k”. Therefore, some
approximation is necessary, and the most common way to generate an Ising sample is
using Metropolis sampling [14]. Empirically speaking, starting from a random state, the
Metropolis algorithm updates the state by randomly selecting one position to flip its state
at each iteration step. Then after some initial burning time, the generated samples can be
regarded as sampling from the Ising model.

The theoretical guarantee of Metropolis sampling is based on the Markov chain.
Under some general conditions, Metropolis samples converge to the steady state of the
Markov chain, and the steady state follows the probability distribution to be approximated.
For the Ising model, there are many previous works which have shown the convergence of
Metropolis sampling [24].

For our specific Ising model and energy term in Equation (7), the pseudo code of our
algorithm is summarized in Algorithm 1. This algorithm requires that the number of the
communities k is known and the strength ratio parameter v is given. We should choose
« > bwhere b is estimated by b in Theorem 1. The iteration time N should also be specified
in advance.
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Algorithm 1 Metropolis sampling algorithm for SBM.

Inputs: the graph G, inverse temperature f, the strength ratio parameter y
Output: X =7
1: random initialize o € W"

2: fori=1,2,...,Ndo
3:  propose a new state ¢’ according to Lemma 1 where s, r are randomly chosen

compute AH(r,s) = H(¢") — H(?) using (12)

4
5. if AH(r,s) < 0 then
6: oy — W -0y

7. else
8: with probability exp(—BAH(r,s)) such that o, < w® - o}

9: endif

10: end for

The computation of AH(r,s) needs O(log n) time from Lemma 1. For some special
Ising model, it needs to take N = O(nlogn) to generate the sample for good approxima-
tion [25]. For our model, it is unknown whether O(nlog 1) is sufficient, and we empirically
chose N = O(n?) in numerical experiments. Then the time complexity of Algorithm 1 is
O(n?logn).

In the remaining part of this section, we present experiments conducted to verify
our theoretical results. Firstly, we considered several combinations of (a,b,k) and ob-
tained the estimator (4, b) by Theorem 1. Using the empirical mean squared error (MSE)
Ly (a—a)?+ (b— b)? as the criterion and choosing m = 1000, the result is shown in
Figure 2a. As we can see, as 1 increases, the MSE decreases polynomially fast. Therefore,
the convergence of @ — a and b — b was verified.

Secondly, using Metropolis sampling, we conducted a moderate simulation to verify
Theorem 2 for the case v > b. We chose n = 9000,k = 2, and the empirical accuracy
was computed by P, = m11m2 Y Z}":Zl 1[X* = £X]. In this formula, m; is the number
of times the random graph was generated by the SBM, whereas m, is the number of
times consecutive samples were generated by Algorithm 1 for a given graph. We chose
my = 2100, mp = 6000, which is fairly large and can achieve a good approximation of
P,(X*) by the law of large numbers. The result is shown in Figure 2b.

— a=16,b=4k=2 1.0 4
m— 3=16,b=4 k=4
— 3=20,b=4k=4
0.8 1
s 107!
g a 0.6
v o
5 3
©
O
g_ © 0.4
(%]
102 == 3 = 16, b=4, n=9000, k=2
0.2 1 —— accuracy upper bound
—— accuracy lower bound
— phase transition line
0.0 @ empirical transition point
102 103 10* 0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40
n B
(a) Estimation error of 4, b with respect to n. (b) The accuracy of exact recovery by X*.

Figure 2. Experimental results.
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The vertical red line (8 = p* = 0.198), computed from (10), represents the phase
transition threshold. The point (0.199, %) in the figure can be regarded as the empirical
phase transition threshold, whose first coordinate is close to 8*. The green line (B, n8(f)/2)
is the theoretical lower bound of accuracy for 8 > B*, and the purple line (8, n8(F)) is the
theoretical upper bound of accuracy for f < B*. It can be expected that as n becomes larger,
the empirical accuracy curve (blue line in the figure) will approach the step function, which
jumps from 0 to 1 at § = B*.

7. Conclusions

In this paper, we presented one convergent estimator (in Theorem 1) to infer the pa-
rameters of the SBM and analyzed three label estimators to detect communities of the SBM.
We gave the exact recovery error upper bound for all label estimators (in Theorems 2 and 3)
and studied their relationships. By introducing the Ising model, our work makes a new
path to study the exact recovery problem for the SBM. More theoretical and empirical work
will be done in the future, such as convergence analyses on modularity (in Equation (17)),
the necessary iteration time (in Algorithm 1) for Metropolis sampling, and so on.

8. Proof of Main Theorems
8.1. Proof of Theorem 1

Lemma 2. Consider an Erdds—Rényi random graph G with n nodes, in which edges are placed
alogn
n

independently with probability p [26]. Suppose p = , the number of edges is denoted by |E|
|E|

nlogn

while the number of triangles is T. Then — g and log% — % in probability.
Proof. Let X;; represent a Bernoulli random variable with parameter p. Then |E| = }; ; Xjj,

Xjjareiid. E[T(G)] = n(nz_l)p = (n_gbgna and Var[|E|] = @p(l —p) < a%.
Then by Chebyshev’s inequality,

|E] an—1 Var[|E|/(nlogn)]
- e) S
nlogn 2 n €?
aln—1)
2n%e?logn
For a given €, when n is sufficiently large,
E E -1
P(‘ [E] —E‘>e)<P(‘ Bl _an > 2€)
nlogn 2 nlogn 2 n
n—1
~ 8n2elogn
Therefore, by the definition of convergence in probability, we have nl'fg‘ . — 5 as

n — oo.
Let X;j represents a Bernoulli random variable with parameter p3. ThenT = Yoijk Xijk-
It is easy to compute that E[T] = (})p>. Since Xijx are not independent, the variance of T

needs careful calculation. From [27] we know that:

Var[T] = (;) P 412 <Z> P54+ 30 (g) p® +20 <Z> p°

- (g)zpé = O(log® n)



Entropy 2021, 23, 65

11 of 22

Therefore by Chebyshev’s inequality,

T B m-1)(n-2) - SVar[T/log3n]

p(l—_ _
( log’n 6 n? €) e?
1 1
e log® n

T @
Hence, oz - %. O
The convergence of |E| in the Erd6s-Rényi graph can be extended directly to the SBM
since the existence of each edge is independent. However, for T, it is a little tricky since the
existences of each triangle are mutually dependent. The following two lemmas give the
formula for the variance of inter-community triangles in the SBM.

Lemma 3. Consider a two-community SBM (2n, p, q) and count the number of triangles T, which
has a node in S1 and an edge in Sy. Then the variance of T is:

Var[T] = @qu +n(n—1)(n—2)p*¢°
20, 132 20, _
o (n2 1?4, 1;(3” %) g2 (18)

Lemma 4. Consider a three-community SBM(3n, p, q) and count the number of triangles T, which
has a node in Sy, one node in Sy, and one node in S3. Then the variance of T is:

Var([T] = n3¢® 4+ 3n3(n — 1)g* +3n®(n — 1)2¢° — n®(3n® — 3n +1)4°

The proof of the above two lemmas uses some counting techniques and is similar to
that in [27], and we omit it here.

Lemma 5. For a SBM(n,k, p,q) where p = alc;g",q = blo# The number of triangles is T.
Then (long)3 converges to kl—z(é + 5Lab? 4+ (k— 1) (k - 2)%”) in probability as n — oo.

Proof. We split T into three parts: the first is the number of triangles within community i,
T;. There are k terms of T;. The second is the number of triangles that have one node in
community i and one edge in community j, T;;. There are k(k — 1) terms of T;;. The third is
the number of triangles that have one node in community i, one node in community j and
one node in community k.

We only need to show that:

. 3
T; _, (@/k) (19)
log® n 6
Tjj 1 )
——— — 5 (a/k)(b/k) (20)
log’n 2
Tiji 3
—=— — (b/k) (21)
log”n
The convergence of longn comes from Lemma 2. For T;; we use the conclusion

logn
n

from Lemma 3. We replace n with n/k, p = a—=—, and g = blo% in Equation (18).
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Tijn is (n/k)("ék)pqz/(loge‘ n) = n;l%,

log3

Var|[T;;] ~ % log® n. Since the expectation of

by Chebyshev’s inequality we can show that:

Tij  n—1lab* S ) < Var[Tl-j/log3 1)
10g3 n 2n k3 - 62
1 1
=20 3
€ log’n

Therefore, ; T’g — converges to $a/k)(b/k)>

g
To prove IOZan — (b/k)?, from Lemma 4 we can get Var(T;] = O(log® n):
Tiix B3 Var[T;i./ log3 n] 1 1
TSR T R
og’n € € ogn
O
Proof of Th 1 Let ef = “HEDb g2pr — @ 4 K dgp2 o (k— 1)(k—2)2 and
roof o eorem 1. Let e] = s ke = &+ Fab® + (k—1)(k - 2)% an
e1 = —nlﬁgn,ez = 5 From Lemma 2,e1 — e]. From Lemma 5, e — e; as n — oo.

log3 n
Using x = 2ke; — (k — 1)y, we can get:
g(y) := (k—1)(y® — 6e1y> + 12e3y) + 6e; — 8ke§ = 0 (22)

This equation has a wunique real root since g(y) 1is increasing on
R: ¢'(y) = 3(k — 1) (y — 2e1)? > 0. Next we show that the root lies within (0, 2¢;).

lim g(0) = 6¢5 — 8k(e})® = —ki(k —1)(k—2)ab?

n—»o00 2

3(k—1 k—1

(kz ) 2 3 (k—2)— (k=1 <0
. N N k—1)(a—b)3
tim g(2e1) = 665 —8(¢)* = D=0

Therefore, we can get a unique solution y within (0, 2e;). Since (4, b) is a solution for
the equation array, the conclusion follows.

By taking expectation on both sizes of Equations (4) and (5) we can show E[4] =
a,E[b] = b. By the continuous property of ¢(y), b — band 4@ — a follows similarly. [J

8.2. Proof of Theorem 2

Proof of Lemma 1. First we rewrite the energy term in (7) as:

_ logn o logn _
H(o) = 7% 25(01‘/ (7]-) -1+ ’Y%) Z 5(a;, (7]')
i<j {ij}€E(G)
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Then calculating the energy difference term by:

H(') ~ H@) = (148"

Y, (8(oy,00) = 6(w® - 77, 07))

ieN;(G)
logn s - - _
+ 7B Y (8w 31, 07) — 0(31, )
i#r
= ( 10g71 Z ]s Urlal
nien(o)
1 n
BN (6w 8, 03) — 6(37,31) +1)
i=1
=(1+ logn )Y (@)
" ieny(o)
+ ’ylo%(m(ws -0y) —m(0y) + 1)

O

Before diving into the technical proof of Theorem 2, we need to introduce some extra
notations. When ¢ differs from X only at position r, taking & = X in Lemma 1, we have:

logn

H(o') — H(0) = (1+ 105

)(AY — A5) +y (23)

where Aj is defined as A7 = |[{j € [n|]\{r} : {j,r} € E(G),X; = «° - X,}|. Since the
existence of each edge in G is independent, A; ~ Bernoulli(f, bkzlg") for s # 0 and
A} ~ Bernoulli(} —1, al(;lgn).

For the general case, we can write:

log n 1og n

H(o) - H(X) = (1+7—=)[As — Bs] + v——N& (24)

in which we use A or Bs to represent the binomial random variable with parameter

alogn oy blOgn , respectively, and N is a deterministic positive number depending on & but

irrelevant w1th the graph structure. The following lemma gives the expression of Az, By
and Nj:

Lemma 6. For SSBM(n, k, p,q), we assume & differs from the ground truth label vector X in the
|Z| := dist(7, X) coordinate. Let I;; = |{r € [n]|X, = w',0, = w/} fori # jand I;; = 0. We
further denote the row sum as I; = Z;:S L;j and the column sum as I; = ! Zk L L. Then:

j=0 *ji*
1 k—1 o
No= 1Yo 1) @5
i=0
n 1 k—1 k—1
By ~ Bernoulli(%|I| +5 Yo (=2 + 1= 1]'21')/4) (26)
i=0 j=0
n 1 k—1 k—1
A ~ Bernoulli(%|I| ~5 2(112 + Z Iizj),P) (27)
i=0 j=0

The proof of Lemma 6 is mainly composed of careful counting techniques, and we
omit it here. When |Z| is small compared to 1, we have the following Lemma, which is an
extension of Proposition 6 in [12].
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Lemma 7. Fort € [%( a),0]and |Z| < n/+/logn

Pg(By — Ay > t|Z|logn)
(28)
(|I|1o ( 5t—1+0(\/1(1)ﬂ))) 28

where f5(t) = mins=(g(s) — st) + Bt < §(B).

Corresponding to the three cases of Theorem 2, we use three non-trivial lemmas to
establish the properties of the Ising model.

Lemma 8. Let v > b.  When dist(7,X) > \/ﬁ and D(0,X), the event
Pyg(c = 7) > exp(—Cn)Py (0 = X) happens with a probability (with respect to SSBM)
less than exp(—1(a, B)n+/logn), where C is an arbitrary constant and t(a, B) is a positive
number.

Proof. We denote the event Py (0 = 7) > exp(—Cn)P,g(c = X) as D(7,C). By
Equation (24), f)((f, C) is equivalent to:

logn logn C
1+ %)[36 —As] > T ng No = (29)
We claim that 0 must satisfy at least one of the following two conditions:
1. Ji#jst _n < 1 n

)q/logn ==k k(k—1) \/logn
2. di#jst Il]>k

1 n
(k 1) ,/1 ogn andl < k(k=1) \/logn

If neither of the above two cond1t10n holds, then from condition 1 we have

y 1 n y n_ _1 _ :

L < K1) logn or I > ¢ =) \/@ for any 0 < i,j < k—1. Since
N P > 1 ists i i y n_ 1 _n

Y Lij |Z| > Jiogn’ there exists 7,j such that I;; > % K1) iogn Under such

conditions, we also assume [;; > ¢ — k(kl 1 \/17 Let X’ be the vector that exchanges the

value of w' with w/ in X. We consider:

dist(7, X') — dist(7, X) = |{r € [n]|X, = w', 5, # w}|
+ {r € [n)|X, = wl,5, # w'}|
—|{r € n]|X, = w', 5, # w'}|
— {r e n]|X; =w, 0, # W}
n n

:%_Iij_FE_Iji_Ii_Ij (30)

2 n
< S —
k(k— 1) A /]ogn

which contracts with the fact that ¢ is nearest to X. Therefore, we should have [;; <

—Ii—I]‘<0

=) k 0 \/7? Now the (i, j) pair satisfies condition 2, which contracts with the fact that &

satisfies neither of the two conditions.
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Under condition 1, we can get a lower bound on | Az | from Equation (27). Let I {j = I
fori # jand I}; = } — I;. Then we can simplify |Az| as:

1k

140 = F171 - 5 K 12+Z

2 1 k—1k-1

_n — 2
T P
i=0 j=0
We further have Z Z;C & 11/72 < (k- 1)%2 +(F - Iij)z T Iizj where [;; satisfies con-
. ;
dition 1. Therefore, 17y U I < (k=D + (it )’ + (F — w0 o) =
n o
k kZ(k_1)\/@(1 +0(1)). As aresult,
2
Ay > n (1+0(1)) (1)

k2(k—1),/logn

Under condition 2, we can get a lower bound on Nj. Since dist(7, X’) — dist(7, X) > 0,
2 . 1
from (30) we have [;; + Ij; + I; + [; < . Since [; > I;; > ¢ — K= logn’ we have

. 2 n : I 7. no_ .
= m= 0 Jiogn” Now consider I} —I; > % — g g From (25):
3

k
Ny > ’(% T k(k—1) \/{éﬂ)z 2k2 (1 +0(1)>

Now we use the Chernoff inequality to bound Equation (29); we can omit IOg % on the

left-hand side since it is far smaller than 1. Let Z ~ Bernoulli( M) 7 ~ Bernoulh( b IOg D,
then:

P5(D(0,C)) < (Elexp(s2)))" (E[exp(—sZ))) !

vlogn C
exp(—s(T BNy — )

blogn alogn , _
< exp (|Bo| =25 (e = 1) + [Ag| =B (e 1)
~ (logn . C
s( . Nz '871))

Using |By| = Nz + |As| we can further simplify the exponential term as:

1 C

S 4al(be = 1) +ale™* = 1) + No(b(e' =1) =99)] +5 5
Now we investigate the function gi(s) = b(e® — 1) +a(e™® — 1) and
g(s) = b(e —1) —vs. Both functions take zero values at s = 0 and

g1(s) = (be* —ae~%),85(s) = be® — . Therefore, g/(0) =b—a < 0,8,(0) =b—7 <0
and we can choose s* > 0 such that g1 (s*) < 0,g2(s*) < 0. To compensate the influence
of the term sCn/B we only need to make sure that the order of lo%n min{|Az|, Nz} is

n2

2 1) Jiogn 1)\/@(1—%0(1)) or

larger than n. This requirement is satisfied since either |A;| >

No > 25 (1+0(1). O

Lemma9. Ify > b, 8> " Forl <r < and Ve > 0, there is a set G) such that:

Po(Gy)) = 1 - wEB)/2+) (32)



Entropy 2021, 23, 65 16 of 22
and for every G € g,S’)
Py (dist(c, X) = r|D(c, X)) E(B)2 33)
Fyg(o = X|D(e, X))
n r) .
NETh such that:
P(GeGV)y>1—¢ (34)
and for every G € G, ",
P~ (dist(c, X) =r|D(0, X
icldist(e, X) = 1D, X)) _ _, o)
Fyig(0 = X|D(e, X))
Proof. We distinguish the discussion between two cases: r < \/@ and r > \/@
When r < —Z—, we can show that dist(c, X) = r implies D(c, X) by using the

logn
triangle inequality of dist. For f € S\ {id}, where id is the identity mapping, we have:

2?” < dist(£(X), X) < dist(c, £(X)) + dist(c, X)

Therefore, dist(c, f(X)) > 27” - logn > dist(o, X) and Equation (33) is equivalent

T

with:
Py (dist(c, X) =)

PU\G(U- =X)

The left-hand side can be written as:

<n'8F)/2 (36)

Pyc(dist(o, X) =7)

Y. exp(—p(H(@) - H(X)))

PV|G(U - X) N dist(7,X)=r
by (24) < ). exp(Bu(Bs — As))
dist(7,X)=r

where 8, = B(1+ 'yIOgn).
Define B, (1) := List(s,x)—r €XP(Bn(Bz — Az)) and we only need to show that:

Pe(Eu(r) > n8B)/2) < 7(3(B)/2+e) (37)

Define the event A, (G,r) := {Bs — As < 0,7 s.t.dist(7, X) = r}, and we proceed
as follows:

PG (En(r) > n'8P)/2) < Po(Au(G,1)°)
+ PG (En(r) > n8PB)/2| AL (G, 7))

For the first term, since [{7|dist(7,X) = r}| = (k—1)'n’, by Lemma 7,
Po(An(G,7)°) < (k— 1)’71’2(/5) < n"(&(B)/2+€/2)  For the second term, we use Markov in-
equality:

P6(En(r) > n8 B2 Ay (G, 1)) < E[En(r)|An(G,r)]n"8F)/2
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The conditional expectation can be estimated as follows:

—1

E[&,(r)|An(G,1)] = Z Z

dist(7,X)=r trlog n=—co
P;(By — Ay = trlogn) exp(Bntrlogn)

1
< (k - 1)rnr+rﬁn(h7a)/k + 2 Z

dist(0,X)=r tr log n=r"7 logn
P;(Bs — Ay = trlogn) exp(Butrlogn)

rrBu(b —a)/k = f5, (%) < §(Bu), therefore, (k — 1)rnrtrPu(ba)/kyri(B)/2 <
n'(§(B)/2+e/2) Using Lemma 7, we have:

U (0-140( 4))

P (Bs — Ay = trlogn) exp(Burtlogn) <
Since B, — B, Ve, when n is sufficiently large we have $(B,) < §(B) + €/2. Therefore,

—1

Y. Pg(By — Ay = tlogn)exp(Burtlogn)
dist(7,X)=r trlogn=
r(b—a)/klogn

< G B -5()/2)
< n"@B)/24e/2) 0 (log n) (k —1)"

Combining the above equations, we have:

Po(E,(r) > n8B)/2) < 7 @(B)/2+e/2)0(log n) (k — 1)
< n'&(B)/2+e)
When r > —L—, using Lemma 8, we can choose a sufficiently large constant C > 1

n
\/logn

such that k" exp(—Cn) < e "™

Py (dist(c, X) = r|D(c, X)) _ Pyglc=0)
PU\G(U: X|D(‘7/X)) D(c,X) PU\X(U: X)
dist(o,X)=r
> exp(—n)

happens with probability less than e~”. Therefore, Equation (35) holds. O

If vy > band B < B*, we have the following lemma:

Lemma 10. Ify > band B < B*, there is a set g,S” such that PG(Q,SU) > 1 — n8P) and:

B[ exp(Ba(AS — A)[G € 6] = (1+ o(1))s(P) @)
r=1

Var[Xn: exp(Bn(AS — AN)|G € GV] < (1 + 0(1))ns@Bn) (39)
r=1

Lemma 10 is an extension of Proposition 10 in [12] and can be proved using almost
the same analysis. Thus we omit the proof of Lemma 10 here.
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Lemma 11. Ify > band B < B*, there is a set G, such that:
Po(G)) > 1— (1+0(1)) max{n8P), n8(2pn)=23(Pu)+ey (40)
and for every G € G/,
Py c(dist(c, X) = 1|D(c, X))
> (14 0(1))n8P) (41)
Prolo=XiD(o,x)) = HoW)
Proof. The left-hand side of Equation (41) can be rewritten as:
Py (dist(o, X) = 1) -1 s 0
Bl =X) (140(1 ; ; exp(Bn(A; — A7) (42)
Let g,ﬁ” be defined in Lemma 10 and g,Sz) = {|_ exp(Bn(AS — A?)) —

(14 0(1))n8Bn)| < n8(Pn)—€/2},
Using Chebyshev’s inequality, we have:

Po(G ¢ G (1)) < p&(2Bu)=28(Bn)+e

Letg) = 6V ng:

Pe(G € G)) = Po(GV)Pe(G € 621G € giV)
> (1 — n8@n)-23(Bu)tey (1 _ 3Py
=1— (1+0(1)) max{n8P), n8(2Pn)~28(Bu) ey

and for every G € G,

i exp(Bu(AS — A%)) = (14 0(1))n8(Fn)
r=1

Therefore, from Equation (42) we have:

Py (dist(o, X) = 1)

Pyic(o = X) > (1+0(1))nsFn)

O

Let A := {w7 +1,|j =0,...,k — 1} where 1, is the all-ones vector with dimension 7,
and we have the following lemma:

e n _
Lemma 12. Suppose v < b and ¢ satisfies dist(7,1,) > NET and D(G,1,). Then the event

Py (o = &) > exp(—Cn)P, (0 = 1,) happens with a probability (with respect to SSBM) less
than exp(—1(a, B)n+/log n) where C is an arbitrary constant, T(«, B) is a positive number.

Proof. Let n, = [{0; = w'|i € [n]}|. Then ny > n, forr = 1,...,k — 1 since
arg ming ¢ 5 dist(7,0’) = 1,. Without loss of generality, we suppose ng > ny - -+ > ng_1.
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Define N; = J(n(n —1) — Zr —one(ny — 1)) L(n? Zk 1#2). Denote the event

= z(n
Pyig(c =) > exp(—Cn)Py (0 = 1,) as D'(7, C), which can be transformed as:
logn
(1+ 187, Y Zi+ ), Z
n 50, X=X G0, XX
logn C
< N+ (43)

Firstly we estimate the order of Nz, and obviously Nz < %n2. Using the conclusion in
Appendix A of [18], we have:

ny <

{ (44)
n? —2ny(n —ng) ng >

Zn

NS NS

By assumption of dist(7,1,) >

n n n
—2— wehaveny <n-— and ng > % follow
\/logn’ ¢ €ho = \/logn 0 = f fotlows

2
from ng > n,. When ny > %, we have Ny > ng(n —ng) > \/ﬁ)ﬂ(l +0(1)). The second
. - . . 2_ 2
inequality is achieved if ng = n — \/1’;? When ny < %, Ny > n ””0 > - and the second
inequality is achieved when 1y = %. Thus generally we have \/17 (1+0(1)) <Nz < ”72
Since %n =o( loﬁn Nz) we can rewrite Equation (43) as:
log nNj
Y Zj+ ¥ ~Zi| 2 -l (1+0(1) (45)
0;#0; 0i#0;
Xi=X; Xi#X;

Let Nl = Z‘_Ti?éﬁj/xi:xj 1 and N2 = Zﬁi#ﬁjrxi#xj 1= N(f — N1.
Using the Chernoff inequality we have:

Po(D'(2,C)) < (Elexp(—s2)))™ (Efexp(~s2)]) ™
BN 4 o))

= oxp (FB" (1 4 0(1)) (™ — 1)(aN; + Do)

Since s > 0 and a > b, we further have:

Nz logn

P6(D'(7,C)) < exp( (b(e™ =1) + s +0(1)))

Let hy(x) = x — b — xlog 3, which satisfies /1 (x) < 0 for 0 < x < b, and take

2
s = —log ¥ > 0, using Ny > —— we have:
— y/logn

Po(D'(7,C)) < exp(Ne 2By (1) 1+ 0(1))

< exp(hy(7)n/logn(1+0(1)))
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Proof of Theorem 2. (1) Since Pr(c ¢ Si(X)) = Yyes, Pr(c # f(X)|D(0, f(X)))
Py(D(c, f(X))), we only need to establish P, (o ;é X|D(c, X)) < n8()/2+€_ From Lemma 9,

we can find g,ﬁ” forr=1,...,n. LetG, = ne_ 1g,1 ) and choose & 5, from Equations (32) and
(34), we have:

PG(Gi) = Pa(Ul—1(G)%)

n/+/logn
Z nr(g(ﬁ)/2+e/2) + ne_n
r=1

< %ng‘(mme

IN

where the last equality follows from the estimation of sum of geometric series. On the other
hand, for every G € G,, from Equations (33) and (35), we have:

Pyi(e # X|D(0, X)) Pyig(0 # X|D(0, X))

1= Py(c # X|D(0,X)) ~ Py(o = X|D(0, X))

n/+/logn
< Y wEB2ypen
r=1

from which we can get the estimation P, (0 # X|D(c, X)) < ing 8(P)/2+¢ Finally,

Pe(c # X|D(0, X)) = ), Pc(G)Pyig(c # X|D(c, X))
Geg),

+P5(G) < n8B)/2+e,
(2) When B < B*, using Lemma 11, for every G € G;, we can obtain:

1- PU\G(U = X|D(0‘, X))
Pyic(o = X|D(0, X))

> (14 0(1))ns(Pr)

We then have:
Pyc(0 = X|D(0, X)) < (1+0(1))n 8"

Then:

Py (0 = XID(U X)) < P(Gy)
+ )., Ps(G)Py (e = X|D(0, X))
Gegy,
< (1+0(1)n 8B + (14 0(1)) max{nsPB), n8(2bn)~28(Bn) e}

< (14 0(1)) max{n8B), n=8B)+e}

"> 1 Therefore,
v/ logn

using Lemma 12, we can find a graph G), such that Pc(G),) < p(fnC) and for any
G ¢ Gy, Pyig(0 = f(X)) < exp(—Cn). Therefore,

(3) When y < b, for any f € Sy, we have dist(f(X),A) =

P(X*) < Pg(Gl) +Kklexp(—Cn) = (1+k!) exp(—Cn)

The conclusion of P,(X*) < exp(—Cn) follows since C can take any positive value. [J
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8.3. Proof of Theorem 3

Lemma 13 (Lemma 8 of [7]). Let m be a positive number larger than n. When 24, ..., Zy, are
iid. Bernoulli(hb%) and Wy, ..., Wy, arei.id Bernoulli(”lo#), independent of Z1, . .., Zyy, then:

P(Y-(Zi— W) > 0) < exp(~"1%8" (a — Vb)) ey

i=1

Proof of Theorem 3. Let Pg) denote the probability when there is ¢ satisfying
dist(c, X) = rand H(c) < H(X).
From Equation (23), when ¢ differs from X only by one coordinate, from Lemma 13
i VD)2
the probability for H(c) < H(X) is bounded by Pg(A$ — A? > 0) < n~ W . Therefore,
Pél) < (k—1)n8P). Using Lemma 7, we can get Pg) < (k—1)n8P) forr < 1

= flogn®

Pg) < ¢ ", That

For r > ——, choosing C = 0 in Lemma 8 we can get }_,-

\/logn

is, the dominant term is }, <

Pér) since the other part decreases exponentially fast.
logn

Therefore, the upper bound for error rate of X’ is:

s
I
_
—
—_
+
(@}
—~
—
N—
N—
12
Py
»
|
—_
N—
=
=3
‘\m/l

When ¢ € W*, since |{r € [n]lo; = w'}| = I! + # — I, we have I = I;. From
Lemma 6, we can see |Bs| = |Az| and Ny = 0. Then from Equation (24), H(¢') < H(X) is
equivalent with By > Ap.

Therefore, when dist(7, X) > L_ and D(c, X), from Equation (31), we have

\/logn
(140(1)). We use Lemma 13 by letting m = |As| when m >

n2

_ > .
Ao 2 k2(k—1)4/logn \/logn'

( (va—V/b)>?
the error term 1sb0undedbyzr2\/lz? < Zr>ﬁ(k 1)" exp(—,%(ﬁn\/logn)) <

exp(—n), which decreases exponentially fast. For m < —2—, we can use Lemma 7 directly

\/logn

by considering }_ Y. log ! (r) . The summation starts from r = 2 since ¢ € W*. Therefore,
n [ee]
r=2 r=2
<((k—=1)* +0(1))n*P).
O
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