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In the main text, we report the result of optimizing bounds on the “squared-IB Lagrangian” [1],

as defined both in nonlinear IB,

EQθ(Y,M)

[
logPφ(Y |M)

]
− β

[
Îθ(X;M)

]2
, (1)

and by extending the variational IB (VIB) [2] objective,

EQθ(Y,M)

[
logPφ(Y |M)

]
− β

[
DKL(Pθ(M |X)‖R(M))

]2
. (2)

We consider three different datasets (MNIST classification task, FashionMNIST classification task,

and the California housing prices regression task). In this SupplementaryMaterial, we show results

for the same three datasets, but now while optimizing bounds on the regular IB Lagrangian, as

defined both by nonlinear IB,

EQθ(Y,M)

[
logPφ(Y |M)

]
− β

[
Îθ(X;M)

]
, (3)

and VIB,

EQθ(Y,M)

[
logPφ(Y |M)

]
− β

[
DKL(Pθ(M |X)‖R(M))

]
. (4)

Except for the change in objective, all parameters are the same as those reported in the main text.

See the caption of Figure 1 in the main text for details on how to interpret the following info-plane

diagrams.
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Figure S1: Performance of nonlinear IB and VIB when optimizing bounds on regular IB objective
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