

  Identifying Chaotic FitzHugh–Nagumo Neurons Using Compressive Sensing




Identifying Chaotic FitzHugh–Nagumo Neurons Using Compressive Sensing







Entropy 2014, 16(7), 3889-3902; doi:10.3390/e16073889




Article



Identifying Chaotic FitzHugh–Nagumo Neurons Using Compressive Sensing



Ri-Qi Su 1, Ying-Cheng Lai 1,2,* and Xiao Wang 3





1



School of Electrical, Computer, and Energy Engineering, Arizona State University, Tempe, AZ 85287, USA






2



Department of Physics, Arizona State University, Tempe, AZ 85287, USA






3



School of Biological and Health Systems Engineering, Arizona State University, Tempe, AZ 85287, USA









*



Author to whom correspondence should be addressed; Tel.: +1-480-965-6668







Received: 4 March 2014; in revised form: 23 June 2014 / Accepted: 7 July 2014 / Published: 15 July 2014



Abstract:

 We develop a completely data-driven approach to reconstructing coupled neuronal networks that contain a small subset of chaotic neurons. Such chaotic elements can be the result of parameter shift in their individual dynamical systems and may lead to abnormal functions of the network. To accurately identify the chaotic neurons may thus be necessary and important, for example, applying appropriate controls to bring the network to a normal state. However, due to couplings among the nodes, the measured time series, even from non-chaotic neurons, would appear random, rendering inapplicable traditional nonlinear time-series analysis, such as the delay-coordinate embedding method, which yields information about the global dynamics of the entire network. Our method is based on compressive sensing. In particular, we demonstrate that identifying chaotic elements can be formulated as a general problem of reconstructing the nodal dynamical systems, network connections and all coupling functions, as well as their weights. The working and efficiency of the method are illustrated by using networks of non-identical FitzHugh–Nagumo neurons with randomly-distributed coupling weights.
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1. Introduction

In this paper, we address the problem of the data-based identification of a subset of chaotic elements embedded in a network of nonlinear oscillators. In particular, given such a network, we assume that time series can be measured from each oscillator. The oscillators, when isolated, are not identical in that their parameters are different, so dynamically, they can be in distinct regimes. For example, all oscillators can be described by differential equations of the same mathematical form, but with different parameters. Consider the situation where only a small subset of the oscillators are chaotic and the remaining oscillators are in dynamical regimes of regular oscillations. Due to mutual couplings among the oscillators, the measured time series from most oscillators would appear random. The challenge is to identify the small subset of originally (“truly”) chaotic oscillators.

The problem of identifying chaotic elements from a network of coupled oscillators arises in biological systems and biomedical applications. For example, consider a network of coupled neurons that exhibit regular oscillations in a normal state. In such a state, the parameters of each isolated neuron are in the regular regime. Under external perturbations or slow environmental influences, the parameters of some neurons can drift into the chaotic regime. When this occurs, the whole network would appear to behave chaotically, which may correspond to a certain disease. The virtue of nonlinearity stipulates that the irregular oscillations at the network level can emerge even if only a few oscillators have gone “bad”. It is thus desirable to be able to pin down the origin of the ill-behaved oscillators—the few chaotic neurons among a large number of healthy ones.

One might attempt to use the traditional approach of time-delayed coordinate embedding to reconstruct the phase space of the underlying dynamical system [1–3] and then to compute the Lyapunov exponents [4,5]. However, since we are dealing with a network of nonlinear oscillators, the phase-space dimension is high and an estimate of the largest Lyapunov exponent would only indicate if the whole coupled system is chaotic or nonchaotic, depending on the sign of the estimated exponent. In principle, using time series from any specific oscillator(s) would give qualitatively the same result. Thus, the traditional approach cannot give an answer as to which oscillators are chaotic when isolated.

There were previous efforts in nonlinear systems identification and parameter estimation for coupled oscillators and spatiotemporal systems, such as the auto-synchronization method [6]. There were also works on revealing the connection patterns of networks. For example, a methodology was proposed to estimate the network topology controlled by feedback or delayed feedback [7–9]. Network connectivity can be reconstructed from the collective dynamical trajectories using response dynamics, as well [10,11]. In addition, the approach of random phase resetting was introduced to reconstruct the details of the network structure [12]. For neuronal systems, there was a statistical method to track the structural changes [13,14]. While many of these previous methods require complete or partial information about the dynamical equations of the isolated nodes and their coupling functions, completely data-driven and model-free methods exist. For example, the network structure can be obtained by calculating the causal influences among the time series based on, for example, the Granger causality method [15,16], the transfer-entropy method [17] or the method of inner composition alignment [18]. However, such causality-based methods are unable to reveal information about the dynamical equations of the isolated nodes. There were regression-based methods [19] for systems identification based on, for example, the least-squares approximation through the Kronecker-product representation [20], which would require large amounts of data. (Due to the L1 nature of compressive sensing [21–25], the data requirement in our method can be significantly relaxed.) The unique features of our method are: (1) it is completely data driven; (2) it can give an accurate estimate of all system parameters; (3) it can lead to faithful reconstruction of the full network structure, even for large networks; and (4) it requires a minimal data amount. While some of these features are shared by previous methods, no single previous method possesses all of these features.

Here, we develop a method to address the problem of identifying a subset of ill-behaved chaotic elements from a network of nonlinear oscillators, the majority of them being regular. The basic mathematical framework underlying our method is compressive sensing (CS), a paradigm for high-fidelity signal reconstruction using only sparse data [21–25]. The CS paradigm was originally developed to solve the problem of transmitting extremely large data sets, such as those collected from large-scale sensor arrays. Because of the extremely high dimensionality, direct transmission of such data sets would require a very broad bandwidth. However, there are many applications in which the data sets are sparse. To be concrete, say a data set of N points is represented by an N × 1 vector, X, where N is a very large integer. Then, X being sparse means that most of its entries are zero and only a small number of k entries are non-zero, where k ≪ N. One can use a random matrix Ψ of dimension M × N to obtain an M × 1 vector Y: Y = Ψ · X, where M ∼ k. Because the dimension of Y is much lower than that of the original vector X, transmitting Y would require a much smaller bandwidth, provided that X can be reconstructed at the other end of the communication channel. Under the constraint that the vector to be reconstructed is sparse, the feasibility of faithful reconstruction is guaranteed mathematically by the CS paradigm [21–25]. In the past decade, CS has been exploited in a large variety of applications, ranging from optical image processing [26] and reconstruction of nonlinear dynamical and complex systems [27,28] to quantum measurements [29].

It has been shown in a series of recent papers [27,28,30–33] that the detailed equations and parameters of nonlinear dynamical systems and complex networks can be accurately reconstructed from short time series using the CS paradigm. Here, we extend this approach to a network of coupled, mixed nonchaotic and chaotic neurons. We demonstrate that, by formulating the reconstruction task as a CS problem, the system equations and coupling functions, as well as all of the parameters can be obtained accurately from sparse time series. Using the reconstructed system equations and parameters for each and every neuron in the network and setting all of the coupling parameters to zero, a routine calculation of the largest Lyapunov exponent can unequivocally distinguish the chaotic neurons from the nonchaotic ones.

We remark on the generality of our compressive sensing-based method. Insofar as time series from all dynamical variables of the system are available and a suitable mathematical base can be found in which the nodal and coupling functions can be expanded in terms of a sparse number of terms, the whole system, including all individual nodal dynamics, can be accurately reconstructed. With the reconstructed individual nodal equations, chaotic neurons can be identified through routine calculation of the largest Lyapunov exponent.



2. Methods

Figure 1a shows schematically a representative coupled neuronal network. Consider a pair of neurons, one chaotic and another nonchaotic when isolated (say 1 and 10, respectively). When they are placed in a network, due to coupling, the time series collected from both will appear random and qualitatively similar, as shown in Figure 1b,c. It is visually quite difficult to distinguish the time series and to ascertain which node is originally chaotic and which is regular. The difficulty is compounded by the fact that the detailed coupling scheme is not known a priori. Say that the chaotic behavior leads to the undesirable function of the network and is to be suppressed. A viable and efficient method is to apply small pinning controls [34–37] to the relatively few chaotic neurons to drive them into some regular regime. (Here, we assume the network is such that, when all neurons are regular, the collective dynamics is regular. That is, we exclude the uncommon, but not unlikely, situation that a network system of coupled regular oscillators would exhibit chaotic behaviors.) Accurate identification of the chaotic neurons is thus key to implementing the pinning control strategy.

Figure 1. (a) Schematic illustration of a small neuronal network, where the dynamics of each neuron is mathematically described by the FitzHugh–Nagumo (FHN) equations. (b,c) Dynamical trajectories of two neurons from the coupled system, one being chaotic when isolated and another regular, respectively. The trajectories give little hint as to which one is originally chaotic and which one is regular, due to the coupling. Specifically, Neuron 1 is originally chaotic (by setting parameter a = 0.42 in the FHN equation), while all other neurons are regular (their values of the corresponding parameter in the FHN equation are chosen uniformly from the interval [0.43, 0.45]).
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Given a neuronal network, our aim is thus to locate all neurons that are originally chaotic and neurons that are potentially likely to enter into a chaotic regime when they are isolated from the other neurons or when the couplings among the neurons are weakened. Our approach consists of two steps. Firstly, we employ the CS framework to estimate, from measured time series only, the parameters in the FHN equation for each neuron, as well as the network topology and various coupling functions and weights. As will be shown below, this can be done by expanding the nodal dynamical equations and the coupling functions into some suitable mathematical base, as determined by the specific knowledge of the actual neuronal dynamical system, and then casting the problem into that of determining the sparse coefficients associated with various terms in the expansion. The nonlinear system identification problem can then be solved using some standard CS algorithm. Secondly, we set all coupling parameters to zero and analyze the dynamical behaviors of each and every individual neuron by calculating the Lyapunov exponents. Those with positive largest exponent are identified as chaotic.

A typical time series from a neuronal network consists of a sequence of spikes in the time evolution of the cell membrane potential. We demonstrate that our CS-based reconstruction method works well even for such spiky time series. We also analyze the dependence of the reconstruction accuracy on the data amount and show that only limited data are required to achieve high accuracy in reconstruction.


2.1. The FitzHugh–Nagumo (FHN) Model of Neuronal Dynamics

The FHN model, a simplified version of the biophysically detailed Hodgkin–Huxley model [38], is a mathematical paradigm for gaining significant insights into a variety of dynamical behaviors in real neuronal systems [39,40]. For a single, isolated neuron, the corresponding dynamical system is described by the following two-dimensional, nonlinear ordinary differential equations:
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(1)




where V is the membrane potential, W is the recover variable, S(t) is the driving signal (e.g., periodic signal) and a, b and δ are parameters. The parameter δ is chosen to be infinitesimal, so that V (t) and W (t) are “fast” and “slow” variables, respectively. Because of the explicitly time-dependent driving signal S(t), Equation (1) is effectively a three-dimensional dynamical system, in which chaos can arise [41]. For a network of FHN neurons, the equations are:
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(2)




where cij is the coupling strength (weight) between the i-th and the j-th neurons (nodes). For cij = cji, the interactions between any pair of neurons are symmetric, leading to a symmetric adjacency matrix for the network. For cij ≠ cji, the network is asymmetrically weighted.


2.2. Formulation of Reconstruction Problem in the CS Framework

The problem of CS can be stated as follows. Given a low-dimensional measurement vector Y ∈ RM, one seeks to reconstruct the much higher-dimensional vector X ∈ RN according to:
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(3)




where N ≫ M and Ψ is an M × N projection matrix. A sufficiently sparse vector X can be reconstructed by solving the following convex optimization problem [21–25]:
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(4)




where the [image: there is no content] is the l1 norm of vector X.
Equation (2) is a non-autonomous coupling network of N oscillators, driven by external signal S(t). In general, for an isolated oscillator, the dynamics can be written as:
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(5)




where xi ∈ Rm is an m-dimensional dynamical variable and Si(t) denotes the external driving. The network equations can then be written as:
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(6)




where Wij ∈ Rm×m is the weighted coupling matrix between node i and node j and H is the coupling function. Our goal is to reconstruct the nodal velocity field Fi and all of the coupling matrices W using time series x(t) and the given driving signal S(t). First, we group all terms directly associated with node i into F′i(xi), by defining:
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We have:
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(7)




Then, we choose a suitable base and expand F′(xi) into the following form:
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(8)




where [image: there is no content] are a set of orthogonal and complete base functions, which are chosen such that the coefficients [image: there is no content] are sparse. While the coupling function H(xi), if it is nonlinear, can be expanded in a similar manner, for notational convenience, we assume that they are linear: H(xi)= xi. We then have:
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(9)




where all of the coefficients [image: there is no content] and Wij are to be determined from time series xi via CS. Specifically, the coefficient vector [image: there is no content] determines the nodal dynamics, and the weighted matrices Wij give the full topology and coupling strengths of the entire network.
Suppose we have measurements of all state variables xi(t) at M different values of t and assume further that for each t value, the values of the state variables at a slightly later time, t + δt, are also available, where δt ≪ Δt, so that the derivative vector ẋi can be estimated at each time instant. Equation (9) for all M time instants can then be written in the following matrix form:
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(10)




where the index k in xk(t) runs from one to N, k ≠ i, and each row of the matrix is determined by the available time series at one instant of time. The derivatives at different times can be written in a vector form as: Xi =[ẋi(t1), ··· , ẋi(tM)]T. The coefficients from the functional expansion and the weights associated with all links in the network, which are to be determined, can be combined concisely into a vector ai, as follows:
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(11)




where [·]T denotes the transpose. For a properly chosen expansion base and a general complex network whose connections are typically sparse, the vector ai to be determined is sparse, as well. Finally, Equation (9) can be written in the standard CS form as:
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(12)




a linear equation in which the dimension of the unknown coefficient vector ai can be much larger than that of Xi, and the measurement matrix Gi will have many more columns than rows. In a conventional sense, this equation is ill defined, but since ai is sparse, insofar as its number of non-zero coefficients is smaller than the dimension of Xi, the vector ai can be uniquely and efficiently determined by CS [21–25].



3. Results

We consider the FHN model with sinusoidal driving: S(t)= r sin ω0t. The model parameters are r = 0.32, ω0 = 15.0, δ = 0.005 and b = 0.15. For a = 0.42, an individual neuron exhibits chaos. The time series are generated by the fourth-order Runge–Kutta method with step size h = 10−4. We sample three consecutive measurements at time interval τ = 0.05 apart and then use a standard two-point formula to calculate the derivative. Representative chaotic time series and the corresponding dynamical trajectory are shown in Figure 2.

Figure 2. (a) Chaotic time series of the membrane potential V and recovery variable W from a single neuron for a = 0.42; and (b) the corresponding dynamical trajectory.
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We first present the reconstruction result for an isolated neuron, by setting to zero all coupling terms in Equation (10). The vector ai to be determined then contains the unknown parameters associated with a single neuron only. We choose power series of order four as the expansion base, so that there are 17 unknown coefficients to be determined. We use 12 data points generated from a random starting point. The results of the reconstruction are shown in Figure 3a,b for variables V and W, respectively. The last two coefficients associated with each variable represent the strength of the driving signal. Since only the variable W receives sinusoidal input, the last coefficient in W is nonzero. By comparing the positions of nonzero terms and our previously assumed vector form, gi(t), we can fully reconstruct the dynamical equations of any isolated neuron. In particular, we see from Figure 3a,b that all estimated coefficients agree with their respective true values. Figure 3c shows how the estimated coefficients converge to the true values as the number of data points is increased. We see that, for over 10 data points, we can already reconstruct faithfully all of the parameters.

Figure 3. (a,b) Predicted coefficients from compressive sensing (CS) and a comparison with the actual parameter values in the dynamical equations of variables V and W. The number of data points used is 12. (c) Predicted parameters for a single neuron as the number of data points is increased. The sampling interval is Δt = 0.05. All results are averaged over 10 independent time series.
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Next, we consider the network of coupled FHN neurons as schematically shown in Figure 1a, where the coupling weights among various pairs of nodes are uniformly distributed in the interval [0.3, 0.4]. The network is random with connection probability p = 0.04. From time series, we construct the CS matrix for each variable of all nodes. Since the couplings occur among the variables V of different neurons, the strengths of all incoming links can be found in the unknown coefficients associated with different V variables. Extracting all coupling terms from the estimated coefficients, we obtain all off-diagonal terms in the weighted adjacency matrix.

To assess the reconstruction accuracy, we define Enz as the average normalized difference between the non-zero terms in the estimated coefficients and the real values:
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where Mnz is the number of non-zero terms in the actual coefficients, [image: there is no content] and ck are the k-th nonzero terms in the estimated coefficients and the true one, respectively. For convenience, we define Rm as the relative number of data points normalized by the number of total unknown coefficients. Figure 4 shows the reconstructed adjacency matrix as compared with the real one for Rm = 0.7. We see that our method can predict all links correctly, in spite of the small errors in the predicted weight values. The errors are mainly due to the fact that there are large coefficients in the system equations, but the coupling weights are small.
Using the weighted adjacency matrix, we can identify the coupling terms in the vector function F′i(xi), so as to extract the terms associated with isolated nodal velocity field Fi. We can then determine the value of parameter a and calculate the largest Lyapunov exponent for each individual neuron. The results are shown in Figure 5a,b. We see that, for this example, Neuron 1 has a positive largest exponent, while the largest exponents for all others are negative, so 1 is identified as the only chaotic neuron among all neurons in the network.

Figure 5. (a) Estimated values of parameter a for different neurons (red circles), as compared with the actual values (black crosses). The random network size is N = 20 with connection probability p = 0.04. The normalized data amount used in reconstruction is Rm = 0.7. (b) The largest Lyapunov exponents calculated from the reconstructed system equations. The reference line denotes a null value.
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Next, we discuss the relationship between reconstruction error and data requirement. As shown in Figure 6, for different network sizes N, the reconstruction error decreases with Rm. For Rm larger than a threshold, the normalized error Enz is small. For N = 40, the threshold is about 0.6, and it is 0.5 for N = 60. That is because, for fixed connection probability, a larger network will have more sparse connections, requiring a smaller value of Rm for accurate reconstruction.

Figure 6. For neural networks of size N = 40 and N = 60, the normalized error associated with non-zero terms, Enz, as a function of normalized data amount Rm. The results are averaged over 10 independent measurement realizations.
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Finally, we study the performance of our method with respect to systematically varying of network size and edge density. As with any method, larger networks require more computation. We study networks of a size up to N = 100 nodes. Figure 7a shows the normalized error associated with the nonzero terms, Enz, for different network sizes N and normalized data amount Rm. For a given network size, similar to Figure 6, Enz gradually decreases to a certain low level as the relative data amount Rm is increased. We further observe that smaller values of Rm are required to reconstruct larger networks of the same connecting probability P. Note that Rm is the relative data amount defined with respect to the number of unknown coefficients, so for larger networks, the absolute data amount required actually increases. In Figure 7b, we show the contour plot of values of Enz in the parameter plane (Rm, P) for a fixed network size (N = 60). We see that, for a fixed value of Rm, as P is increased, the error Enz also increases, which is anticipated, as denser networks lead to a denser projection matrix in compressive sensing.

Figure 7. (a) For a random network of fixed connecting probability p = 0.04, a contour plot of the normalized error associated with nonzero terms, Enz, in the parameter plane (Rm, N). (b) For a random network of fixed size N = 60, a contour plot of Enz in the parameter plane (Rm, P). All results are obtained from 10 independent network realizations. See the text for explanations.
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Figure 4. For the network in Figure 1a, (a) the actual and (b) estimated weighted adjacency matrix. The normalized data amount used in the reconstruction is Rm = 0.7.
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4. Conclusions

We develop a completely data-driven method to detect chaotic elements embedded in a network of nonlinear oscillators, where such elements are assumed to be relatively few. From a biomedical perspective, the chaotic elements can be the source of certain diseases, and their accurate identification is desirable. In spite of being only a few, the chaotic oscillators can cause the time series from other, originally regular oscillators to appear random, due to the network interactions among the oscillators. The standard method in nonlinear time series, the method of delay-coordinate embedding, cannot be used to identify the local chaotic elements, because the method can give information only about the global dynamics. For example, one can attempt to estimate the largest Lyapunov exponent by using time series, either from a chaotic oscillator or from an originally regular oscillator, and the embedding method would yield qualitatively or even quantitatively similar results. Our compressive sensing-based method, however, overcomes such difficulties by generating an accurate estimate of all system equations, which include the local dynamical equations of each individual node and all coupling functions. Isolating the coupling functions from the local velocity fields, we can obtain the original dynamical equations for each individual oscillator, enabling efficient calculation of the Lyapunov exponents for all oscillators and, consequently, accurate identification of the chaotic oscillators. We illustrate this methodology by using model networks of FHN neurons. One key virtue of compressive sensing, namely the low data requirement, enables us to accomplish the task of identifying chaos with short time series. Our method is generally applicable to any nonlinear dynamical networks, insofar as time series from the oscillators are available.

Comparing with our previous works on compressive sensing-based nonlinear system identification and reverse engineering of complex networks [27,28,30–33], the new technical features of the present work are the following. Firstly, we demonstrate that the compressive sensing-based system identification is effective for spiky time series that are typical of neuronal networks. Secondly, local velocity fields and non-uniform weights of node-to-node interactions can be reconstructed accurately for neuronal networks with both fast and slow variables in the presence of external driving. Thirdly, the method works regardless of the ratio between the number of originally chaotic and nonchaotic oscillators. The great flexibility, the extreme low data requirement and high accuracy make our method appealing for various problems arising from nonlinear system identification, especially in biology and biomedicine.

There are a number of limitations to our method. For example, for any accessible node in the network, time series of all dynamical variables are required. If information from one node or some of the nodes in the network is inaccessible, or “hidden” from the outside world, it is not feasible to recover the nodal dynamical system of such nodes and their neighbors [31,33]. The “hidden dimensions” problem, in which some dynamical variables are not given, is another obstacle to realistic applications. Our compressive sensing-based method also requires reasonable knowledge about the underlying complex system, so that a suitable mathematical base can be identified for expansions of the various nodal and coupling functions. Further efforts are certainly needed.
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