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Abstract:

 As shown by Jarzynski, free energy differences between equilibrium states can be expressed in terms of the statistics of work carried out on a system during non-equilibrium transformations. This exact result, as well as the related Crooks fluctuation theorem, provide the basis for the computation of free energy differences from fast switching molecular dynamics simulations, in which an external parameter is changed at a finite rate, driving the system away from equilibrium. In this article, we first briefly review the Jarzynski identity and the Crooks fluctuation theorem and then survey various algorithms building on these relations. We pay particular attention to the statistical efficiency of these methods and discuss practical issues arising in their implementation and the analysis of the results.
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1. Introduction

The calculation of free energies from atomistic simulations is of great importance in many applications, ranging from the prediction of the phase behavior of a certain substance to the calculation of ligand affinities in drug design. Since the computation of free energies (or, more precisely, of free energy differences) involves the determination of entropic contributions and, hence, the estimation of phase space volumes [1], free energy calculations are computationally very demanding in most cases. Therefore, a significant effort has been devoted to the development of more efficient free energy calculation algorithms. This endeavor has received new momentum with Jarzynski’s discovery of a very general relation between equilibrium free energies and non-equilibrium work [2,3], which has inspired several molecular dynamics-based algorithms for free energy computations. In this article, we will give an overview of these methods.

According to the maximum work theorem, a consequence of the second law of thermodynamics, the amount of work W performed on a system during a non-equilibrium transformation is larger than the free energy difference ΔF between the equilibrium states corresponding to the transition end points:
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(1)




Equivalently, the amount of work that can be extracted from a system is bounded from above by the free energy difference. In the above equation, the equal sign holds only if the transformation is carried out reversibly, maintaining equilibrium at all times. The angular brackets on the left-hand side of the maximum work theorem indicate an average over many realizations of the non-equilibrium process. If one considers a macroscopic system, for instance, a piston compressing a gas enclosed in a cylinder, the average is not necessary, because every realization of the process yields, for all practical purposes, the same amount of work W, if the transformation is carried out following the same protocol. This is essentially a consequence of the central limit theorem for thermal fluctuations. In the case of a microscopic system, however, fluctuations become important, and different realizations of the transformation typically produce different work values, leading to a statistical distribution of W. For instance, stretching a biomolecule with atomic force microscopes or optical tweezers will cost a different amount work for each repetition of the experiment. In some cases, the work expended on the system might even be smaller than the free energy difference, seemingly violating the maximum work theorem and, hence, the second law of thermodynamics.

As shown by Jarzynski in 1997 [2,3], the work fluctuations resulting for microscopic systems can be accounted for in an exact way, transforming the maximum work theorem into an equality:
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Here, β = 1/kBT is the reciprocal temperature of the equilibrium state from which the transformation is started, and kB is the Boltzmann constant. Remarkably, this result, now commonly referred to as Jarzynski equation or Jarzynski non-equilibrium work theorem, relates the statistics of irreversible work carried out on the system, while it is driven away from equilibrium, to an equilibrium free energy difference. A closely connected result is the Crooks fluctuation theorem [4–6], which relates the equilibrium free energy difference to the work distributions of the forward and reversed process.
In general, processes during which work is performed on or by the system drive the system away from equilibrium, such that the phase space distribution obtained at the end of the process may differ strongly from the equilibrium distribution to which the system relaxes after the external perturbation has been stopped. For instance, a piston pushed quickly into a gas-filled cylinder generates non-equilibrium states with strong flows markedly different from the static equilibrium state to which the gas eventually relaxes after the piston has reached its final state. At first sight, it is therefore surprising that equilibrium properties, such as free energy differences, can be extracted from non-equilibrium trajectories. As discussed in the following sections of this paper, a closer analysis reveals that averaging over the work exponential is equivalent to removing the bias introduced during the driving process. It is this unbiasing that ultimately permits the extraction of equilibrium properties (as we will discuss in Section 5, in principle, one can determine the entire equilibrium distribution and not only the free energy) from non-equilibrium trajectories. Thus, the non-equilibrium work theorem can be viewed as a prescription of how to compensate for the effects of manipulations that drive the system into non-equilibrium rather than a tool that illuminates the nature of non-equilibrium processes. Nevertheless, it is remarkable that the bias has a very simple exponential form and can be expressed in terms of the work only.

The Jarzynski non-equilibrium work theorem, as well as the Crooks fluctuation theorem provide the framework for the interpretation of single-molecule pulling experiments [7–9], in which non-equilibrium effects can never be fully avoided. These exact results can also be exploited to devise computer simulation algorithms for the calculation of free energies. In this article, we review several computational approaches based on the collection of work statistics in a fast-switching non-equilibrium setting, paying particular attention to the accuracy and efficient implementation of these methods compared to conventional free energy computation methods (see [10–12]). In the remainder of this article, we will first state the Jarzynski and Crooks theorems more explicitly and discuss the conditions under which they apply. After that, we will survey several fast switching algorithms in which free energies are determined from sets of molecular dynamics trajectories obtained while changing a control parameter, thereby exerting work on the system. We conclude with a brief summary and outlook to future possibilities and applications.



2. Jarzynski Identity and Crooks Fluctuation Theorem

To set the notation, consider a classical system with energy H(x, λ) depending on the microscopic state x of the system, as well as on a parameter λ. The microscopic state x is specified by the positions of all particles in the system and, if necessary, also by all momenta. The parameter λ is a control parameter that can be changed externally, for instance, the volume of the cylinder containing the particles or an external field. According to the basic laws of statistical mechanics, the free energy difference between the two equilibrium states A and B corresponding to the values λA and λB, respectively, of the order parameter is given by:
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where ZA = ∫ dx exp{−βH(x, λA)} and ZB = ∫ dx exp{−βH(x, λB)} are the canonical partition functions of the two equilibrium states (up to a combinatorial prefactor irrelevant for our considerations). The free energy difference ΔF is the work required to change the external parameter from λA to λB in a reversible process. Such a reversible transformation could be realized, for instance, by changing the parameter λ infinitely slowly, while keeping the system in contact with a heat bath. In this case, the free energy difference is equal to the work of the system.
Instead of changing the control parameter λ very slowly, one could change it at a finite rate over a time interval τ, following a certain protocol λ(t), where λ(0) = λA and λ(τ) = λB. In general, such a fast switching of the control parameter drives the system away from equilibrium in an irreversible way, such that the work required to do the change exceeds the free energy difference, as posited by the maximum work theorem of Equation (1). To be more specific, the work performed on the system along a particular trajectory x(t) is the energy change caused by changes of the control parameter accumulated along the trajectory:
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where λ̇(t) is the time derivative of λ(t). Note that this work depends both on the protocol λ(t) as well as on the particular trajectory x(t) followed by the system. The average appearing on the left-hand side of Equation (1) is over many repetitions of the switching process starting from initial conditions distributed according to the equilibrium distribution ρ(x) ∝ exp(−βH(x, λA)) for control parameter λA. In a computer simulation, one could realize such a process by sampling initial conditions from a canonical distribution and then integrating the underlying equations of motion, while at the same time changing the control parameter λ according to the protocol λ(t).
Jarzynski has shown [2,3] that averaging over the exponential of the work exp(−βW (τ)) rather than the work, turns the maximum work theorem into an equality, ⟨exp{−βW[x(t), λ(t)]}⟩ = exp{− βΔF}. It is important to realize that the average over the work exponential involves two averages, one over the distribution of initial conditions and another one over the set of trajectories that originate from a particle initial condition. For deterministic dynamics, the initial condition determines the entire trajectory, x(t), but for stochastic dynamics, the system evolves in different ways, even if one repeatedly starts from the same initial condition. Hence, for stochastic dynamics, the average appearing in the Jarzynski equation also requires an average over noise histories.

The Jarzynski equation is an exact result that holds under very general conditions. The requirements are that initially, the system must be in equilibrium and that for a fixed control parameter, the dynamics conserves the equilibrium distribution corresponding to that value of the control parameter. The latter condition is satisfied by most types of dynamics usually used in computer simulations, including Newtonian, thermostated, Langevin and Monte Carlo dynamics. It is worth pointing out that it is not necessary that the system be in an equilibrium state at the end of the transformation process or relax towards equilibrium after the control parameter switching is completed. Furthermore, it is interesting that the Jarzynski equation holds, even if the switching is carried out according to different (though prescribed) protocols provided that λ(0) = λA and λ(τ) = λB, i.e., all protocols start at λA at time 0 and finish at λB at time τ. After Jarzynski’s seminal work [2], in which the Jarzynski equality was derived for systems evolving deterministically with and without coupling to a heat bath, several other proofs were provided, for instance, based on a master equation [3], for Markovian dynamics satisfying detailed balance [5,13], for dynamical systems conserving the canonical distribution [14] or from the Feynman–Kac theorem [7].

In the limiting cases of infinitely fast switching and infinitely slow switching, the Jarzynski equality reduced to two well-known results. For instantaneous switching, τ → 0, the initial and final point of a trajectory are identical, as the system has no time to evolve. In this case, the work carried out on the system at a particular microscopic state x equals the difference in energy evaluated for the two values of the control parameter:
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The Jarzynski equation then becomes:
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where the subscript next to the angular bracket indicates that the average has to be carried out with respect to the equilibrium distribution at λA. The above equation is the central result of free energy perturbation theory [15] and is often used to compute free energy differences. In the opposite limit of infinitely slow switching, τ → ∞, the system has time to equilibrate for every intermediate value of the control parameter, such that the Jarzynski equation together with Equation (4) implies:
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This expression provides the basis for the thermodynamic integration method [16], in which equilibrium simulations are carried out for different, but fixed values of the control parameter λ to compute the average energy derivatives ⟨∂H/∂λ⟩λ. The free energy difference is then obtained by numerical integration, for instance, by using the Simpson rule or more sophisticated integration schemes. The maximum work theorem of Equation (1) also immediately follows from the Jarzynski equation by virtue of Jensen’s inequality, ⟨exp(−x) ⟩ ≥ exp(−⟨x⟩).
As mentioned in the introduction, the Jarzynski equation can be viewed as a way to remove the bias introduced by the switching process into the phase space distribution obtained at the end of the process. Following similar considerations as those used to derive the Jarzynski equality, one can prove that for any phase space function A(x) the following equation holds [4,7,17]:
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(8)




Here, the angular brackets on the left-hand side indicate an equilibrium average for the control parameter fixed at λB, and the average on the right-hand side is an average over non-equilibrium pathways generated with protocol λ(t) just as in the Jarzynski equations. To make this difference even more explicit, we have added the subscripts eq and non-eq to the equilibrium and non-equilibrium average, respectively. In the above equation, x(τ) refers to the endpoints of the non-equilibrium trajectories. The Jarzynski equation is simply obtained by setting A(x) = 1. Equation (8) implies that equilibrium averages can be computed by reweighting the non-equilibrium distribution obtained as a result of the switching procedure by exp(−βW + βΔF). In particular, the equilibrium distribution for λB is obtained by setting A(x) = δ(x − x(τ)), where δ(x) is the Dirac delta function:
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(9)




Hence, in principle, all equilibrium properties for λB (and with appropriate modifications, also for all intermediate values λ(t) of the control parameter) can be extracted from a set of non-equilibrium trajectories obtained from simulation or experiment.
If the dynamics of the system not only conserves the equilibrium distribution for a fixed control parameter, but is also microscopically reversible, i.e., if it satisfies detailed balance, the work distribution for the forward process is simply related to that of the process carried out with the time reversed protocol. More specifically, the distribution P(W) of work W observed in repeated realizations of the switching process is given by:
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where the average is over initial conditions of the equilibrium ensemble A and over pathways starting from these initial conditions under the action of the protocol λ(t). Now, consider the time inverted protocol λR(t) = λ(τ − t). The distribution PR (W), observed for the reverse process, in which the control parameter is changed from λB back to λA, can be written as:
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where, now, the average is over initial conditions from the equilibrium ensemble B with trajectories evolving, while the control parameter follows the inverted protocol λR(t). Crooks has shown that for dynamics that is microscopically reversible, the work distributions P(W) and PR(W) for the forward and reverse process, respectively, are related by [5,6]:
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This exact result, known as the Crooks fluctuation theorem, also serves as a basis for various free energy calculation methods, as explained in detail in subsequent sections.


3. Implementing Fast Switching Simulations

Jarzynski’s non-equilibrium work theorem and the Crooks fluctuation theorem suggest interesting algorithms for the calculation of free energy differences. The power of these algorithms derives from the fact that all quantities appearing in these relations can be easily determined. The simplest of these algorithms consists in the following steps. First, one needs to prepare initial conditions distributed according to the Boltzmann–Gibbs distribution. This can be achieved using a variety of methods, for instance, canonical Monte Carlo simulation, possibly combined with enhanced sampling methods, such as parallel replica sampling, or with thermostated molecular dynamics. To improve the efficiency of the free energy calculation, it is important to make sure that these initial conditions are sufficiently decorrelated.

From these initial conditions, one then starts trajectories of the desired length that are integrated, while, at the same time, changing the control parameter according to the protocol λ(t). Both the choice of the parameter λ used to drive the transformation, as well as the shape of the protocol influence the efficiency of the calculation, as described in detail below. One can compute the dynamics of the system based on stochastic equations of motion, such as the Langevin equation, or deterministic equations of motion, such as Newton’s equations with or without thermostat. Along the computed trajectories, one then has to compute the work W carried out on the system by changing the control parameter. This is most easily done by dividing the basic molecular dynamics steps into two sub-steps. In the first sub-step, the state x(t + Δt) of the system at time t + Δt is computed by carrying out an integration step with the control parameter fixed at value λ(t). In the second sub-step, one then changes the control parameter from λ(t) to λ(t + Δt), while keeping the state x(t + Δt) of the system unchanged. Only in this second sup-step is work carried out on the system. In this two-step procedure, the work carried out on the system along a particular trajectory up to time t + Δt is given by:
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where xt ≡ x(t) and λt ≡ λ(t) are the state of the system and the value of the control parameter at time t, respectively. From the work values collected in this way for the forward process, and possibly also for the backward process, one can then determine the free energy difference by applying the types of analyses discussed in the next section.
An important choice one has to make in the context of fast switching free energy computations is how to allocate computing time. In particular, one has to decide whether to generate many short trajectories with a large switching rate or fewer and longer trajectories along which the system is driven more gently. Without enhanced sampling schemes, as those discussed in subsequent sections, one generally expects the slow switching regime to give more accurate free energy estimates for a given amount of computing time [18]. As a rule of thumb, one should carry out the switching slowly enough, such that the standard deviation of the work values does not exceed kBT. In this slow switching regime, the statistical error obtained with a given amount of computing time grows slowly with the switching rate. It is nevertheless more advantageous to compute several trajectories at a moderate switching rate than one single long trajectory, because then, an error estimate for the free energy can be obtained in a straightforward manner. Furthermore, multiple trajectories can be run in parallel to exploit the capabilities of parallel processing machines. Another important choice to make in fast switching simulations concerns the direction in which the transformation is carried out. Interestingly, it can be shown that the direction in which more work is dissipated is computationally beneficial [19]. This formal result is consistent with experience in free energy calculations using perturbation theory. In the calculation of chemical potentials, for instance, test particle insertion typically produces a larger variation in the energy change compared to particle removal and leads to more accurate estimates of the chemical potential [1].

As discussed above, the statistical error of a free energy computed via fast switching strongly depends on the rate at which the system is driven out of equilibrium. However, while the switching rate is certainly the most important parameter, also the particular shape of the protocol λ(t) for a given total switching time τ plays an important role in determining the accuracy of the free energy estimate. Since the Jarzynski equality and the Crooks fluctuation theorem hold for arbitrary protocols, one can exploit this freedom to design protocols that optimize the free energy computation. Recently, Schmiedl and Seifert have addressed a related question, asking how the protocol should be designed to minimize the average work expended during the non-equilibrium transformation for a given total of τ [20]. Their analysis, carried out for a particle dragged through a fluid and for a particle in a harmonic trap with changing strength, indicates that, surprisingly, the optimum protocol has discontinuous jumps, both at the beginning and at the end of the process. This result is in contrast to an earlier linear-response analysis [21], which implied that the optimum protocol is smooth and free of jumps. In the cases studied by Schmiedl and Seifert, the optimum protocol with jumps led to a reduction of the dissipated work by up to 12% compared to the case with a continuous protocol changing linearly in time. A subsequent numerical study of a non-linear system carried out by Then and Engel [22] showed that the optimum protocol can have one, two or even more jumps. Steps occur also in the optimum protocol for underdamped Langevin dynamics, for which also delta-like singularities appear at the start and the end of the switching process, effectively kicking the system discontinuously [23].

While, in general, protocols in which the dissipated work is small are expected to yield a more accurate free energy estimate, there is no simple relation between the average work and the statistical error in the free energy. Hence, a protocol optimized with respect to the work does not necessarily minimize the statistical error. However, numerical protocol optimizations conducted for various models indicate that control parameter steps at the start and the end of the protocol (but never in between) are beneficial also for free energy computations [24]. These steps are most pronounced in the fast switching regime and disappear for slow switching. For small switching rates, the minimum work protocol and the minimum error protocol are identical, but for large switching rates, that may differ. In some cases the minimum error protocol even yields an average work that is larger than that of a linear protocol without steps. While appropriate steps in the protocol can lead to a considerable reduction of the computational cost of fast switching free energy calculations, such large savings typically occur only in switching regimes where the straightforward application of the Jarzynski equality is impractical. Whether work biased sampling schemes (discussed in Section 6) may serve to leverage the potential power of discontinuous protocols is currently an open question.



4. Analysis of Non-Equilibrium Free Energy Calculations

The simplest, but also most error-prone, method to obtain free energies from one-sided non-equilibrium simulations is a direct evaluation of the exponential estimator:
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(14)




where Wi are the work values obtained in n independent non-equilibrium runs. If the work distribution is broad, with a variance var(W) ≫ (kBT)2, then the estimate will tend to be dominated by only a few trajectories [19]. All others have negligible weight, resulting not only in sampling inefficiency, but also a systematic bias of the free energy estimate (i.e., the average of ΔF, obtained in repeated sampling with a fixed number n of trajectories, deviates from the exact value [25]). The resulting systematic errors can be estimated and at least partly corrected [17,26–28]. Alternatively, the width of the work distribution can be reduced by breaking the transformation up into segments [18,29,30]. However, the computational cost of re-equilibration at intermediate stages can be significant. The bias can also be eliminated by using cumulant estimators [2,18], in particular, the second-order approximation:
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(15)




However, while eliminating the bias of the exponential estimator, the cumulant approximation is only approximate and, thus, has a systematic error if the work distribution deviates from a Gaussian. Other approaches using the tail statistics of work values have also been proposed [31,32]. In closing the discussion of the direct estimator, we note that the width of the work distribution is closely related to the amount of energy dissipated in the non-equilibrium transformation:
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(16)




Large variance, and, thus, large dissipation, arises from hysteresis effects and can be minimized by optimising the transformation protocol with respect to its time dependence [20] and the choice of control parameter.
More accurate and asymptotically unbiased free energy estimates can be obtained from two-sided simulations by using the Crooks relation. By exploiting the analogy between equilibrium perturbation theory and non-equilibrium simulations, one can adapt Bennett’s acceptance ratio as the estimator [33,34]. It requires solving an implicit relation:
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(17)




where Wi and W̲i are the work values obtained on the nf and nb forward and reverse transformations, respectively. This equation can be solved numerically, e.g., by using the Newton–Raphson method. Note that the work values, W̲i, on the reversed path have the opposite sign.
The analogy to the equilibrium method also allows us to adapt two-sided cumulant estimators [35] to non-equilibrium work distributions [18] or to use Bennett’s overlapping histogram method [33]. While less efficient as a free energy estimator than the acceptance ratio method, the histogram method provides us with a test of consistency between forward and reverse transformations. According to Equation (12), a plot of the logarithm of P(W)/PR(−W) should be a straight line as a function of W with slope β. Deviations point to sampling issues or other problems. Another approach [36] for the calculation of free energies from non-equilibrium switching simulations relies on the ideas of waste-recycling Monte Carlo [37].



5. Calculating Potentials of Mean Force

Potentials of mean force (PMF) G(q) along a chosen coordinate q = q(x) are defined as:
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up to an arbitrary constant. The coordinate q depends on the phase space coordinate x and, thus, fluctuates along a trajectory. To apply the Jarzynski equality, one would need to make q a control parameter equivalent to λ. However, in molecular simulations, one may not be able to (or want to) control q explicitly, e.g., by applying a holonomic constraint. Instead, it may be easier to restrain q, for instance, by imposing harmonic biasing potentials, as in umbrella sampling. Even if such bias potentials are explicit functions of time, e.g., by moving the center of the harmonic bias, one can obtain equilibrium PMFs from an extension of the Jarzynski equality [7]. The central relation is Equation (9), which allows us to obtain an estimate of the equilibrium phase space density by reweighting trajectory data. If the time-dependent biasing potential is of the form V = V [q(x), t], then the equilibrium PMF in the absence of the bias V, up to a time-dependent constant, can be recovered by weighting trajectory points q[x(t)] with the Boltzmann factor of the work minus the energy stored in the pulling spring:
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In principle, this relation applies at every time, t. In practice, q values at time t will be concentrated in a narrow region, whose location depends on the bias, V, and its history. Therefore, to obtain a complete PMF over a range of q values, one should combine results at different times t. In the original derivation, the histogram-reweighting procedure of Ferrenberg and Swendsen [38] was adapted for non-equilibrium PMF calculations [7,17]:
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(20)




where the sums extend over different time points t. This is not the only possible way to combine histograms obtained at different times, and other procedures have been suggested [39–41].
In many practical applications, the biasing potentials V are harmonic. In such “steered molecular dynamics” simulations and similar approaches [42–45], one can obtain estimates of the PMF using approximate formalisms that involve the system’s free energy difference ΔF(t) and its time dependence. In the limit of very stiff pulling springs V (q, t) = k[q − z(t)]2/2, constraining q to a prescribed path z(t) with large k, one can use the “stiff-spring approximation” of Park et al. [46]. In this limit, q is almost a control parameter, which results in an approximate relation between the system free energy difference ΔF (t) and the PMF G(q):
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(21)




where we assumed, for simplicity, that the spring moves at a constant velocity v, i.e., z(t) = vt, and ΔḞ = dF(t)/dt. More accurate approaches using the same information, ΔF(t) and its first two time derivatives, have been derived on the basis of the Weierstrass transform [17,47]:
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(22)




Note that the PMF is calculated at a shifted position and that the argument of the logarithm is positive by definition, being proportional to a variance [47]. In practical applications of Equation (21) or (22), ΔF(t) can be obtained from either unidirectional simulations using the Jarzynski equality or from bidirectional sampling using, e.g., the method of Minh and Adib [48], building on the Crooks fluctuation theorem. Minh and Adib [48] have also developed histogram-based PMF reconstructions that combine information from simulations starting at different transition endpoints, i.e., with initial biases V (q, 0) and V (q, τ) and evolving as V (q, t) and V (q, τ − t).


6. Importance Sampling of Fast-Switching Trajectories

Fast switching simulations carried out at large switching rates typically generate work distributions that lead to large statistical uncertainties in the free energy estimate. As discussed earlier, the reason is that trajectories with typical work values contribute little to the exponential average of the Jarzynski equation, while trajectories with work values dominating the average are very rare. As a consequence, the convergence of the computed free energy is impractically slow for overly fast switching. A solution to this problem consists in favoring the generation of trajectories with important work values. In this section, we discuss how path sampling techniques can be used for this purpose.

To introduce computational methods for realizing this idea, we rewrite the exponential work average as an explicit sum over pathways:
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where the notation ∫[image: there is no content]x(t) implies an integral over all pathways x(t) and P[x(t), λ(t) ] is the probability to observe the trajectory x(t) for given protocol λ(t). Note that the path probability P[x(t), λ(t) ] also includes the probability of the initial condition x0. As suggested by Ytreberg and Zuckerman [49] and by Athènes [50], one way to enhance the sampling of important trajectories consists in introducing an explicit bias function π[x(t) ] (assumed to be integrable and positive everywhere) in the average:


e−βΔF=∫[image: there is no content]x(t)P[x(t)]π[x(t)]e−βW[x(t)]/π[x(t)]∫[image: there is no content]x(t)P[x(t)]π[x(t)]/π[x(t)]



(24)




where we have dropped the explicit dependence on the protocol λ(t) in the arguments of P [x(t) ] and W [x(t) ] to simplify the notation. The right-hand side of this equation, obtained by simply dividing and multiplying by the (so far unspecified) bias function π[x(t) ] can be viewed as the ratio of two averages taken in a biased ensemble, leading to:
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(25)




Here, the angular brackets ⟨…⟩π denote an average over pathways distributed according to the biased ensemble Pπ[x(t)] ∝ P [x(t)]π[x(t) ]. Since, in general, the bias function π[x(t) ] depends on the entire pathway x(t), the biased ensemble cannot be sampled by preparing initial conditions according to a certain distribution and running fast switching trajectories from them. Instead, one can use trajectory sampling algorithms (such as the shooting algorithm) adapted from transition path sampling, a methodology originally developed for the simulation of rare events occurring in complex systems [51–53]. In this approach, the bias function appears in the acceptance probability of the path sampling scheme, steering the simulation towards the desired regions of trajectory space.
Since the bias function should enhance the sampling of important, but rare, work values, a bias function depending on the path x(t) only through the work W [x(t) ] suffices, π[x(t) ] = π[W[x(t) ]]. The accuracy of a free energy calculation carried out with biased path sampling now crucially depends on the particular choice of this bias function. It is evident that to obtain an accurate estimate of ΔF, the bias function should be selected, such that the statistical error is small both in the numerator and in the denominator of the fraction on the right-hand side of Equation (25). This implies that the work distribution in the biased ensemble should have a large overlap with the work distribution P(W) in the unbiased ensemble, as well as with the integrand P(W) exp(−βW) appearing in the Jarzynski equality. It has been shown [49,50] that large efficiency increases can be obtained using the bias function π(W) = exp(−βW/2), which produces a work distribution in between the two distributions P(W) and P(W) exp(−βW) [54]. A more systematic investigation [55] of the statistical error in the free energy estimate obtained by biased path sampling yields the optimum bias π(W) = | exp(−β(W − ΔF)) − 1|. This result implies that the expected statistical error in the free energy is smallest if typical and dominant work values are sampled with high frequency. Interestingly, sampling work values W ≈ ΔF near the free energy difference is not important. Unfortunately, the practical usefulness of this optimum bias function is limited, because its application requires prior knowledge of the free energy difference, i.e., the very quantity one wants to compute. However, iterative schemes, in which the bias function is adapted as the simulation goes on, might make productive use of the functional form of the optimum bias. A recently suggested approach [36] based on the waste-recycling estimator [37] effectively introduces a bias that covers both peaks of the optimum bias, π(W).

Another way of realizing work biased path sampling of fast-switching trajectories for the computation of free energies was suggested by Sun [56,57]. In this approach, which can be viewed as a thermodynamic integration procedure in path space, a parameter α is introduced into the exponential average:



e−βΔF˜(α)=∫[image: there is no content]x(t)P[x(t)]e−βαW[x(τ)]



(26)




The right-hand side defines, in effect, the generating function of the work distribution at the end of the transformation. The free energy difference ΔF̃(α) defined by the above equation depends on this parameter α. While for α = 0 one obtains ΔF̃ (0) = 0 due to the normalization of the path distribution, for α = 1 one recovers the original free energy difference ΔF̃ (α) = ΔF. One can thus compute ΔF by taking the derivative of ΔF̃ (α) with respect to α and then integrate over α from zero to one [18,56,57]:
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The advantage of writing the free energy difference in this way is that the derivative of ΔF̃(α) with respect to α yields a simple average over the work:
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(28)




where the notation ⟨…⟩α indicates a path average over the work weighted path ensemble:
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The work average ⟨W ⟩ α is not affected by the type of statistical errors that make the computation of the exponential work average difficult, and it can be evaluated efficiently in a path sampling simulation. By repeating such a calculation for different values of α and integrating the work average numerically, one finally obtains the desired free energy difference. Furthermore, in this method, the statistical errors are kept low by making sure that pathways with both dominant and typical work values are sampled with sufficient frequency. This can be seen explicitly by noting that in the work biased ensemble corresponding to a particular value of the bias parameter, α, the work, W, is distributed according to Pα(W) ∝ P (W) exp(−βαW). Thus, by gradually changing α from zero to one, one switches the work distribution from P(W) to P(W) exp(−βW), sweeping over all important work values in the course of the thermodynamic integration procedure.
One can show that in the limit of infinitely short trajectories, Sun’s method reduces to conventional thermodynamic integration. This result raises the question of which trajectory length leads to the most efficient free energy calculations and, in particular, if work biased path sampling algorithms perform better then conventional methods, such as thermodynamic integration or umbrella sampling. Extensive calculations carried out for various models indicate [58,59] that work biased fast switching path algorithms are generally less efficient than standard methods, such as thermodynamic integration, thermodynamic perturbation or umbrella sampling. There are however cases, such as an ideal gas compressed by a piston moving in a cylinder, where fast switching is advantageous [59]. In this particular case, the work distribution does not converge to a limiting form for increasing switching speed, and the typical work values keep growing. As a consequence, the optimum switching rate is finite in this case, even if an optimum work bias is applied [59].



7. Fast Switching with Large Time Steps

Molecular dynamics simulations are usually carried out with time steps that are a compromise between accuracy (often assessed in terms of energy conservation) and computing speed. Small time steps yield accurate trajectories with good energy conservation, but require a larger computational effort, because the cost of a trajectory of a given length is proportional to the number of steps and, hence, inversely proportional to the size of the time step. Larger time steps reduce the computing time, but corrupt the accuracy, resulting in poor energy conservation. In general, using such low-accuracy trajectories for free energy computations introduces a systematic error into the free energy estimate. It is, however, possible to devise exact expressions akin to the Jarzynski equation to compute free energy differences from crude trajectories calculated with large time steps [13,60]. Using this approach, which is based on a generalization of the Jarzynski equation for phase space mappings [61], can help to considerably increase the efficiency of fast switching simulations, due to the reduced computational cost of the large time step trajectories.

As mentioned earlier, in the limit of instantaneous switching, the Jarzynski equation reduces to the perturbation identity of Equation (6). Free energy computation methods relying on this equation perform well if there is a large overlap between the ensembles A and B, corresponding to the control parameters λA and λB, respectively. If, however, these ensembles strongly differ, the free energy calculation converges poorly, because important contributions to the average are rarely sampled. To remedy this situation, Jarzynski has devised the targeted free energy perturbation method [61] based on a generalization of the Jarzynski equality. The basic ideas underlying this approach is to improve the efficiency of the perturbative calculation by applying a mapping that transforms the equilibrium ensemble A into an ensemble A′ that overlaps more strongly with ensemble B. The mapping ϕ(x) considered in this approach is required to be invertible and differentiable, but is arbitrary otherwise. By starting from the definition of the free energy difference (Equation (3)) and carrying out a variable transformation from x to x′ = ϕ(x), one can then show that:



[image: there is no content]



(30)




where the “work” function is defined as:


[image: there is no content]



(31)




The last term in the work function results from the Jacobian of the transformation and vanishes for phase space volume preserving maps. If the mapping is chosen to be the propagator of Newtonian dynamics, Equation (30) reduces to the Jarzynski equation for isolated systems evolving at constant energy. By using the inverse map, ϕ−1, with the corresponding work definition, one can also use this mapping approach together with the Crooks fluctuation theorem.
Equation (30) suggests the following algorithm for free energy computation. One first samples phase space points x from the equilibrium ensemble A. Then, to each of these points, one applies the mapping and computes Wϕ. Finally, the average of exp(−βWϕ(x)) carried out over all points x yields the free energy difference. Now, the efficiency of this method crucially depends on the ability to devise appropriate mapping ϕ(x). The closer the ensemble resulting from the transformation resembles B, the higher is the efficiency. No general methods exists to derive ϕ (x), but a well-chosen mapping can substantially reduce the cost of a free energy computation.

One possible strategy to exploit Equation (30) consists in choosing a sequence of molecular dynamics steps as phase space mapping. Each of these steps, designed to approximate the time evolution of the system over a small interval Δt maps a phase point xi into the next phase point xi+1 along the molecular dynamics trajectory. Hence, a sequence of n molecular dynamics steps may also be considered as a phase space mapping that takes the initial point x0 into the final point xn. The expression for the work Wϕ is particularly simple for integrators, such as the Verlet algorithm, that conserve phase space volume. Then, the Jacobian of the mapping is unity, and Equation (30) turns into:
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Interestingly, this relation holds exactly independently of the size of the time step Δt used in the integration algorithm. Hence, fast switching simulations can be carried out with large time steps, producing only approximate trajectories. Nevertheless, the free energies obtained in this way are in principle exact. Since trajectories computed with a large time step require a smaller number of integration steps, such fast switching simulation holds the promise to improve the efficiency of the free energy calculation. Whether this is indeed the case, depends on how the work distribution changes due to the large time step. Calculations carried out for several model systems indicate that while the molecular dynamics trajectories generated with large time steps are approximate, they still reproduce the essential physics of the process, such that the work distributions are not affected adversely. As a consequence, for optimum efficiency, time steps of fast switching free energy computations can be increased up to the stability limit of the simulation. Note that this large time step approach can be used also using integrators that do not conserve phase space volume [60], but this unnecessarily complicate the simulations, because one has to keep track of the Jacobian while computing the molecular dynamics trajectories.
The large time step formalism can also be used for the calculation of potentials of mean force [62]. In such a simulation, the work based reweighing of Equation (30) is applied at each stage of the time evolution with a work function that accumulates along the trajectory. Fast switching simulations were carried out for the force induced unfolding of a decalanine molecule [62]. The free energy profile obtained for a time step of 3.2 fs, i.e., close to the stability limit, agrees well with that calculated using a conservative time step of 0.5 fs. An efficiency analysis reveals that the optimum time step for the unfolding simulations lies in the range 1–3 fs. It is interesting to note that the fast-switching trajectories may show unphysical features, such as a redistribution from potential to kinetic energy, due to the conserved shadow Hamiltonian belonging to the integrator used in the simulation [62]. Nevertheless, the obtained free energy profile is exact up to statistical errors.



8. Applications

Arguably the most important practical application of non-equilibrium work theorems has been to experiments. Almost immediately after the connection between non-equilibrium single-molecule pulling experiments and Jarzynski’s identity was rigorously established [7], experimental studies of the folding and unfolding of nucleic acids using optical tweezers followed [8,63]. It is often difficult, if not impossible, to conduct pulling experiments sufficiently slowly to maintain near-equilibrium conditions. Nonetheless, the use of non-equilibrium free energy reconstruction has made it possible to extract thermodynamic information.

Applications to pulling have been mirrored on the simulation side. Simulated pulling methods mimicking experiments have been developed, initially to probe mechanical perturbations on biomolecules [42–44]. Non-equilibrium pulling methods have been applied not only to protein unfolding, but also to many other complex molecular processes, including ligand dissociation [64–66] and channel translocation [67,68]. To analyze such “steered molecular dynamics” simulations and extract PMFs, the stiff-spring approximation is widely used [46], though Equation (22) offers a more accurate method using the same information [47] that produce results comparable to full histogram reweighting. In molecular simulations, non-equilibrium methods tend to be less efficient than optimized equilibrium methods as a tool to calculate free energies [18,58]. However, as discussed above, the optimization of non-equilibrium sampling methods is an area of active research, in particular, using importance sampling methods involving path reweighting [49,50,55–59] and nonlinear maps [69,70]. Moreover, non-equilibrium methods can provide valuable insight into the mechanism underlying a process. By forcing the system through a transition and monitoring the resulting bottlenecks [71], one may be able to devise improved control variables that result in a smoother transition and improved sampling efficiency, both in non-equilibrium and equilibrium simulations.



9. Conclusions and Outlook

The Jarzynski non-equilibrium work theorem and the Crooks fluctuation theorem are fundamental exact relations that link the irreversible work carried out on a system during a non-equilibrium transformation to the system’s equilibrium statistics. To date, the most significant application of these relations lies in the interpretation of single-molecule pulling experiments, in which forces exerted by atomic force microscopes or optical tweezers are used to probe the properties of individual molecules. Due to technological limitations, such experiments are necessarily carried out at a finite pulling rate, leading to non-equilibrium effects that cannot be neglected. The theorems of Jarzynski and Crooks provide a practical tool for the interpretation of such single-molecule pulling experiments and permit one to extract equilibrium information, such as potentials of mean force, from data obtained under inherently non-equilibrium conditions [7–9,72].

From a computational point of view, the Jarzynski and Crooks theorems have provided a new and powerful framework for the calculation of free energies using computer simulations. Apart from putting earlier slow-growth free energy simulations on a firm theoretical footing, these results have spawned the development of several new free energy algorithms based on non-equilibrium, fast-switching trajectories.

Depending on the rate at which the system is driven away from equilibrium, fast switching free energy computations can be plagued by large statistical errors. For strong driving, i.e., for large switching rates, work distributions are broad, with typical work values by far exceeding the free energy difference. As a consequence, the exponential work average of the Jarzynski equation is dominated by a few rare contributions, leading to large statistical uncertainties and a bias in the free energy estimate. Such errors can outweigh the computational advantage of running inexpensive short trajectories rather than one single long trajectory [18,29,58]. In fact, it has been shown that in the slow switching regime, one obtains more accurate results from few slow simulations than from many faster ones [18]. Numerical simulations carried out for various model systems [58,59] indicate that conventional free energy computation methods, such as thermodynamic integration or free energy perturbation theory, are more efficient than fast switching simulations, even if work biasing techniques are employed. Fast switching methods may, however, be advantageous for systems in which the states of interest are connected by several distinct pathways. In such a case, conventional methods may fail to sample all important transition routes while multiple fast switching trajectories have the chance to probe all important pathways. Such a situation was indeed observed for transitions between low-energy configurations of Lennard-Jones clusters [41], which could be sampled successfully only with non-equilibrium path sampling, but not with other approaches. Compared to standard methods, fast switching algorithms appeared on the scene only recently, such that substantial improvements and new developments are to be expected [13,21,57,73–78]. It is worth noting that fast switching ideas have not only been applied to the calculation of free energies, but have also been combined with existing sampling methods to enhance the efficiency of the simulation. For instance, non-equilibrium switches have been used to improve the acceptance probability of replica exchange simulations [79,80] and to generate trial configurations for Monte Carlo simulations [81,82]. Conversely, waste-recycling Monte Carlo [37] can be adapted for the calculation of free energies from non-equilibrium switching simulations [36].

One aspect of fast switching simulations that has not been fully exploited is the freedom in choosing the transformation protocol. While the optimization of the time dependence of the driving parameter has been the subject of previous numerical and analytical studies [23,24], the extension of such optimizations to multiple control parameters is unexplored to date. The control parameter at the start and the end of the transformation are given, but in between, additional parameters can be subjected to a change as well, without affecting the validity of the relations that provide the basis for fast switching simulation. As an early example, an external pressure has been heuristically adjusted to maintain reasonable box sizes and prevent phase separation in a transformation between liquid and ideal gas states [54]. Defining parameter spaces of higher dimension and determining optimum parameter pathways in these spaces may offer efficient ways to control the work distribution and, hence, reduce the computational cost of fast switching simulations.
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