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Abstract: In today’s world, crowdsourcing is regarded as an effective strategy to deal with a high
volume of small issues whose solutions can have their own complexities in systems. Moreover,
requesters are currently providing hundreds of thousands of tasks in online job markets and workers
need to perform these tasks to earn money. Thus far, various aspects of crowdsourcing including
budget management, mechanism design for price management, forcing workers to behave truthfully
in bidding prices, or maximized gains of crowdsourcing have been considered in different studies.
One of the main existing challenges in crowdsourcing is how to ensure truthful reporting is provided
by contributing workers. Since the amount of pay to workers is directly correlated with the number
of tasks performed by them over a period of time, it can be predicted that strong incentives encourage
them to carry out more tasks by giving untruthful answers (providing the first possible answer
without examining it) in order to increase the amount of pay. However, crowdsourcing requesters
need to obtain truthful reporting as an output of tasks assigned to workers. In this study, a mechanism
was developed whose implementation in crowdsourcing could ensure truthful reporting by workers.
The mechanism provided in this study was evaluated as more budget feasible and it was also fairer
for requesters and workers due to its well-defined procedure.

Keywords: truthful reporting; crowdsourcing; mechanism design

1. Introduction

The flexible and miscellaneous nature of cyberspace has led to the formation of new
branches of electronic commerce (businesses) based on the participation of individuals in
a series of activities that do not require a lot of resources and expertise [1–3]. Moreover,
considering the use of the Internet and its capabilities as well as the power of synergy in
people to solve problems collectively, there is the prospect of dealing with very complicated
problems which have not so far had easier, simpler, and faster solutions, particularly those
wherein human understanding has been of utmost importance. One of these problems is
human sentiment analysis [4–6] in texts or images. In spite of the countless efforts made in
recent years to identify sentiments in texts or images using computational methods, only
the use of data-based procedures from previous experiences has been relatively fruitful in
this regard. However, providing such data can involve spending a fortune that cannot be
simply done.

Solving various problems through crowdsourcing is among the common businesses
that have become increasingly expanded and developed within cyberspace and via the
Internet. By definition, crowdsourcing refers to a sourcing and distribution model to solve
a problem in which a group of individuals whose number is not known in advance is
invited and encouraged through a public announcement to contribute to dealing with
a problem [7,8]. In this respect, people who have a problem and want to solve it using
collective participation of individuals are called requesters. In general, in the process of
crowdsourcing, a requester submits a problem along with a bidding price they are willing
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to pay to a crowdsourcing system. Then, the crowdsourcing system exposes the problem
to workers (ones contributing to solving the problem). On the basis of their skills and the
bid price, the workers take part in solving the problem.

Generally, crowdsourcing is of various types. In one type of crowdsourcing, a problem
(or, in general, a task) is given to a set of devices (such as computers or cell phones) as
crowdsourcing workers [9], Sensorly website (Site 10) in Appendix A, [10,11]; tasks such
as monitoring road traffic [12,13]; reporting environmental effects [14], and urban noise
mapping [15] are among problems solved in the form of crowdsourcing, in which the task
of solving a problem is delegated to devices. Because of its inherent complexities and the
need to use the power of understanding and creativity, most of the workers in crowd-
sourcing systems are humans. For example, Google LLC is benefiting from the collective
power of human workers to label images in order to improve its search engine performance
on the Google image labeler website (Site 7) in Appendix A. Almost certainly, the most
common and the most popular example of crowdsourcing can be the electronic service mar-
ket established by Amazon.com, Inc. The company has a million sub-tasks (micro-tasks)
assigned to online workers in the form of a system called Amazon Mechanical Turk (Site 1)
in Appendix A. In the domain of specialized activities, crowdsourcing can also be effective;
for example, the system of the Zooniverse website (Site 12) in Appendix A. The focus of
the activities of the given system is mainly on managing scientific problems in diverse
fields such as biology, linguistics, aerospace, and the like, all through crowdsourcing. Even
though different crowdsourcing systems, in some cases, make use of non-financial incen-
tives such as entertainment [6,16] educational opportunities such as the Duolingo website
(Site 4) in Appendix A, information sharing [17], and altruism [18] to encourage people
to contribute; currently, almost all of the activities that are carried out via crowdsourcing
can aid requesters and workers in having an income as a financial business, for example,
the Amazon Mechanical Turk website (Site 1) in Appendix A, Upwork website (Site 11)
in Appendix A, Figure Eight website (Site 5) in Appendix A, MicroTask website (Site 9)
in Appendix A, Cloudcrowd website (Site 3) in Appendix A, LeadGenius website (Site 8)
in Appendix A and reference [19]. Accordingly, the most effective mechanisms for urging
workers to engage in crowdsourcing activities are also financial [20]. However; issues
such as requester budget, time constraints, and amount of money charged by workers to
perform tasks are among the important challenges that must be managed in the domain of
crowdsourcing. According to what was mentioned above and taking the money-related
relationship between requesters and workers into account, simultaneous attempts made by
requesters and workers in order to maximize their earnings from crowdsourcing activities
can be understandable. Moreover, since the main parameters for pays to each worker are
the number of completed sub-tasks (micro-tasks) by them, a worker is likely to seek for
fulfilling a large number of sub-tasks (micro-tasks) during a fixed or lower time. In this
regard, the speed of a task is considered by a worker and the accuracy of the quality of
the answers given to various problems can be reduced [21]. This situation is certainly
not ideal for requesters and will cause concerns. On the other hand, it is possible that
requesters will also lessen pays to workers and some of them may not give a positive
response to correct answers delivered [22]. Therefore, such probable reactions will be
a worry for workers. In this respect, features and capabilities created in crowdsourcing
service provider systems can play an important role in managing the given challenges
and concerns. Despite the increasing number of tasks performed in crowdsourcing due to
augmented financial incentives, the quality of performing these tasks will not increase [23].
Therefore, it is necessary to employ inhibiting and corrective mechanisms to influence the
incentives of workers during tasks and lead these individuals to perform high-quality ones.
Along with the cited mechanisms, there is a need to have a system for validating answers
provided by workers. Some research has been conducted to resolve these challenges with a
focus on issues such as mechanism design to encourage workers to demonstrate truthful
behaviors [21], introduction of a process of task allocation [24], as well as presentation of
pricing models [19,25].
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In the present study, a mechanism was addressed whose implementation in the process
of crowdsourcing could maximize workers’ earnings provided that truthful answers were
given to requests and tasks were fulfilled with high quality. The proposed mechanism
would be in line with the requester budget and it could be also fair for workers. As well,
providing a transparent validation system for answers given by workers to tasks as well as
the possibility of improper rejection of answers by requesters would be reduced and; at
the same time, there could be enough flexibility to adapt to the limitations of requesters
and workers. This study was organized into four main sections; following the introduction
section, similar and related previous works were reviewed; then, the history of challenges
in providing wrong answers by workers to further tasks as one of the major unsolved
problems in the procedures and mechanisms of crowdsourcing was provided. In the
following section, the proposed mechanism and its confirmation in an analytic manner was
presented and its effect on the prevention of providing wrong answers to tasks in order
to increase the number of tasks to gain more profits was reviewed and evaluated. Other
aspects of the proposed mechanism, such as the budget and pricing estimation process
were discussed. In the final section, a conclusion was provided.

2. Related Works

Although crowdsourcing is considered a newly-fledged approach to problem-solving,
numerous studies have been conducted so far on its various aspects. In this section, there
were attempts to review the most important investigations closely associated with the
subject of the study. The 10 articles reviewed in this section are chosen with the purpose
of providing a broad view of all theoretical and practical works carried out in the area
of incentivization of honesty and integrity in crowdsourcing. Therefore, this section
includes articles on a wide variety of subjects from pricing mechanisms to reputation-based
motivational protocols.

The major approach in the majority of the related investigations was providing a
mechanism for crowdsourcing [10,11,19,24,26–28]. In addition, in a few cases, approaches
such as prediction [21], algorithm design [29], and model contest as auction [30] had been
used as the basis for the research. It is important to note that all of the approaches presented
in these works had been focused on pricing and payment strategies. Another point about
these research studies was recognizing humans as workers in crowdsourcing in a way
that most of these investigations had assumed that the tasks were being done by humans,
though in some problems such as crowd mobile sensing, the main tools to collect data in
crowdsourcing were smart phones [10,11]; but the owner of the tools, that is, a human
being was the decision-maker and the main contributor to crowdsourcing.

Research studies conducted in the field of crowdsourcing could be reviewed in terms
of the type of answers given by workers to tasks defined by requesters. Typically, there
were two types of answers for tasks assigned to workers; the first type was a single
correct answer to a requested task. This type of answer was provided in crowdsourcing
wherein each task had only one correct answer. An example would be the issue of face
categorization. In this case, workers were asked to choose only images smiling in a set of
facial images with different modes. The second type of answer referred to a series of correct
answers to a requested task. This type of answer was related to a type of crowdsourcing
in which each of the tasks defined could have more than one correct answer; for example,
crowdsourcing translation of a poem from English into other languages. It is obvious that
a poem can have more than one correct translation. Accordingly, research in the field of
crowdsourcing could be divided into two groups in terms of answers provided.

The features of an approach encouraging workers and requesters to use it could be
another aspect examined in research studies in this domain. From the point of view of
workers, one of the important characteristics of a collective crowdsourcing approach was
fairness assurance which meant giving equal chance to each worker to maximize gains
by contributing to crowdsourcing. An example of the lack of fairness could be a case in
which a requester would claim that answers provided by some of the workers were not of
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good quality after the end of crowdsourcing and workers were not paid. As mentioned
earlier, the proposed approach needs to prevent this kind of exploitation of labor (worker
abuse). Another important feature of a crowdsourcing approach from the perspective
of workers was the attention given by an approach to their limitations and capabilities.
Assuming that the ability of workers to solve various problems and to perform assigned
tasks is not equal, their limitations and capabilities needed to be considered in the proposed
approach. From the perspective of requesters, several issues were of utmost importance
in crowdsourcing. One of the most important features of each approach in the view of
requesters was taking financial limitations into account. To be more exact, there was the
possibility of controlling the routine of crowdsourcing budget allocation and matching the
rules of payment to workers with the requester budget. Another significant characteristic
for requesters was to maximize the number of tasks assigned and performed by workers
based on a specific budget. However, the main concern in requesters was the quality of
performing tasks by workers. Considering the willingness of workers to do more tasks
and to increase the speed of performing tasks in order for maximizing earnings, workers
were likely to give not much importance to performing the tasks truthfully. In [21], the
researchers showed that, in some cases, and not all, the mechanism provided by them had
boosted the incentives for workers to have truthful reporting. In these studies, the term
“truthful reporting assurance” had been used for cases wherein workers had their own bid
price for a task. In these investigations, after bidding prices by workers and selecting the
winning one, there was no assurance to deliver a good-quality answer for the assigned
tasks and also to provide truthful reporting.

In Table 1, 10 main articles proposing an approach to truthful crowdsourcing were
reviewed. As shown in the Table, half of these studies simulated their proposed approach,
and the other half implemented it in the real world. As can be seen, none of the research
studies focused on truthful reporting and they merely shed light on other aspects of
crowdsourcing. In the next section, a mechanism was provided that not only maintained
the advantages of the approaches presented in previous research works but also assured
truthful reporting by workers.
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Table 1. Previous research and literature.

Ref. # Main Approach Worker Type Answer Type Incentives for
Requesters

Incentives for
Workers

Worker Best Answer
(Truthful Reporting) Case Study

[21] Consensus Prediction Payment
Rules Human single/Set of

answer(s) N/A Fairness
No

(Promote truthful
reporting In Some Case)

Simulation

[19] Design Mechanism for regret
minimization Human single/Set of

answer(s)
Budget Feasible

Near Optimal Util Profitable No
Simulation/Real
Word (Amazon

Mturk)

[24] Design Incentive-Compatible
Mechanism (TM-Uniform) Human Single Answer Budget feasible

Near optimal Util
Profitable

Mach Constraint No

Simulation/Real
Word (Wikipedia

translation on
Amazon Mturk)

[10]

Designing platform/user centric
incentive mechanisms

(Mechanisms using Stakelberg
game for Platform Centric
Model and auction-based
incentive mechanism for

user-centric Model)

Human (Mobile
Phones Sensing) Single Answer Budget Balance

Utility Profitable No Simulation

[11]
Design Incentive Online

Mechanisms (Very similar to
(Site 10) in Appendix A and [13])

Human (Mobile
Phones Sensing) Single Answer Budget Balance Profitable No Simulation

[29] An algorithm motivated by PAC
Learning Human Single Answer Maximize Revenue - No -

[28] Design Multiple Mechanisms Human single/Set of
answer(s)

maximizing the
number of tasks

performed under
budget. minimizing

payments for a given
number of tasks

Profitable No
Implement of

Mechanical Perk
Framework
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Table 1. Cont.

Ref. # Main Approach Worker Type Answer Type Incentives for
Requesters

Incentives for
Workers

Worker Best Answer
(Truthful Reporting) Case Study

[27]

Design Mechanism (Incentive
protocols/interaction between

worker and requester with
repeated game)

Human single/Set of
answer(s)

No Free-riding
Maximize revenue No False-Reporting No Simulation

[30] Model Contest As All-Pay
Auction Human single/Set of

answer(s) - - No Simulation/Test in
Taskcn.com

[26] Design Mechanism for optimal
price for task Human single/Set of

answer(s)

budget feasibility
competitive ration

performance
Profitable No Test in Mechanical

Turk
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3. Methodology

This study presents a mechanism based on monetary incentivization for motivating
honest participation of workers in crowdsourcing. This mechanism controls the work
quality by determining how well the crowdworkers should be paid. The profit of a
crowdworker is maximized when he or she honestly contributes to the crowdsourcing
effort. Here, the measure of honesty is a comparison between the output (report) of each
crowdworker and those of other participating crowdworkers, who of course must not
know each other. After presenting the mechanism and demonstrating that it guarantees the
honesty of crowdworkers, the result of the implementation of this mechanism in a website
will be presented. The following sections first describe the proposed mechanism, then
discuss its reliability and validity, and finally present the details and results of experimental
testing.

3.1. Mechanism Description

Within the mechanism proposed in this study, workers could select an answer to
a task in the form of a value in a range to solve the problem of truthful reporting in
crowdsourcing. Although this is the most common method of crowdsourcing, explaining
the proposed mechanisms revealed that it was also applicable to other methods. The main
logic behind the proposed mechanism was a judgment about a reported answer to a task
by workers through the average of the reports provided by other workers participating in
crowdsourcing for that task.

The assumptions needed to explain the proposed mechanism were discussed below.

• The answer by workers to crowdsourcing is in the form of providing a number in a
range. The following statement can be the answer given by worker i to task k:

Reportk
i

• The answer that worker i considers true for task k and believes in it; more accurately,
the right answer from the view of worker i to task k can be illustrated in the following
statement:

Ansk
i

• The goal is to provide an answer by a worker to a task they believe in:

Ansk
i = Reportk

i

• For each task, a set of workers report their answers. The average of workers’ reports
is then computed. The average of answers provided by workers participating in
crowdsourcing to task k will be shown in the following statement:

Avgk =
∑n

i=1 Reportk
i

n

• Utility of worker i when they answer to task k can be also displayed with the following
statement:

Utilk
i

• For each task, a worker can receive utility with these rules:

◦ If the total distance of answers provided by contributing workers to a task from the
average of the answers given to that task is less than a certain amount, it indicates
collusion or excessive simplicity of a question; so, a worker is randomly selected
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and they will receive a fraction of utility related to that question and others will
not receive anything:

i f

(
n

∑
i=1

∣∣∣Reportk
i − Avgk

∣∣∣ ≤ ξ

)
Then Utilk

Randomi
=

1
L

Utilk
Other Except i = 0

◦ otherwise, their utility will be calculated via the following relation:

i f

(
n

∑
i=1

∣∣∣Reportk
i − Avgk

∣∣∣ > ξ

)
Then Utilk

i = 1−

∣∣∣Reportk
i − Avgk

∣∣∣
Avgk

• Upon the completion of crowdsourcing, the earnings of worker i will be computed as
follows:

Payo f fi =
K

∑
j=1

Util j
i

The most frequently used notations were listed in Table 2.

Table 2. Frequently used notations.

Symbol Meaning

Reportk
i Answer of worker i reports to question k

Ansk
i Answer which believes worker i for question k

Avgk
∑n

i=1 Ansk
i

n , Average of answers to question k by n worker

Utilk
i Utility of worker i from question k

L Factor of Utility in case of collusion or easy question.

Payoffi ∑K
j=1 Util j

i , the payoff of worker i after performing a task in the crowdsourcing process

Budget Budget of the requester for crowdsourcing which will pay to workers.

Price Price of each Task performed by a worker during the crowdsourcing process.

3.2. Proposed Mechanism Equilibrium

To account for equilibrium in the proposed mechanism, Table 3 was considered. In
this utility table, it was required to know that ξ was a threshold indicating how much an
answer provided to task k by worker i could be close to the average of answers given to
the same task by other workers.

Table 3. Utility Table.

n
∑
i=1

∣∣∣Reportk
i−Avgk

∣∣∣ > ξ
n
∑
i=1

∣∣∣Reportk
i−Avgk

∣∣∣ ≤ ξ

Reportk
i = Ansk

i Utilk
i 11 Utilk

i 12

Reportk
i 6= Ansk

i Utilk
i 21 Utilk

i 22

Consider the following rules:

1. Each worker can be selfish and willing to maximize their earnings from participating
in crowdsourcing. So, they will seek for maximizing their utility on each task.

2. Each worker knows a correct answer or at least an answer believed to be correct or
even close to a correct answer.

3. Each answer provided by each worker to each task is sealed and workers are not
aware of each other’s answers to a task; so, they will not be informed of answers
given to a task.
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4. Each worker understands that other workers know these rules.

• In Case of ∑n
i=1

∣∣∣Reportk
i − Avgk

∣∣∣ > ξ:

Utility of worker i from answer to task k is equal to Utilk
i = 1− |Reportk

i−Avgk|
Avgk

. Ac-
cording to Rule 1, every worker is willing to maximize one’s utility; therefore, the
goal of each worker is to provide the closest report to the average one:

Reportk
i → Avgk

Considering this goal and according to Rule 3, a worker can have two strategies to
report on a task assigned. Reportk

i = Ansk
i or Reportk

i 6= Ansk
i ; taking Rule 2 and

Rule 4 into account, the strategy of Reportk
i = Ansk

i will fulfill the goal of a worker
and as a result Utilk

i 11 > Utilk
i 21.

• In Case of ∑n
i=1

∣∣∣Reportk
i − Avgk

∣∣∣ ≤ ξ:

In this case, the utility of worker i in an answer to task k is not out of two modes,
either 0 or with a probability of 1

Number of workers , the amount will be 1
L and choose one

of the two strategies Reportk
i = Ansk

i or Reportk
i 6= Ansk

i will not influence the Utilki .

Finally, it was concluded that truthful reporting by each worker can benefit other
workers and this strategy will weakly dominate the strategy of untruthful reporting. It is
obvious that the Nash equilibrium in this model can be realized through truthful reporting
by workers. What follows outlines the use of different rules to calculate the utility of
workers whose answers are closer to the average from one threshold. When an answer to a
task given by a worker is very close to the average answer given by other workers to the
same task, there is the probability of the occurrence of two scenarios. The first scenario
is related to the issue that a question is very simple; in this case, part of the utility of a
task is randomly paid to a worker, and other workers contributing to this task will not
have a utility; thereby, fair payment policy can be justified. The second scenario is the
occurrence of collusion in workers. Although there is no possibility of collusion due to
the fact that workers contributing to a task are not aware of the identity of other workers
in their answers to the same task; this rule of utility calculation is considered to prevent
various forms of collusion and also to eliminate incentives for workers to collide. Given
this rule, if a worker provides an answer through colliding with others, their utility will be

1
Number of workers , with the probability of 1

L . This amount of utility is equal to the extent to
which an answer is given without collusion and also an answer is close to the average; in
other words, the task requested is very simple. If a requested task is not simple and it is
calculated with the first rule of utility, given the fact that the report is presented truthfully;
the utility can be maximized. If a truthful answer is provided, more utility than collusion
will be obtained.

3.3. Proposed Mechanism for Budget and Pricing Estimation

In crowdsourcing, requester budget management is of great importance. There are
two general methods to managing budgets in crowdsourcing. The first method as the
most common mode of crowdsourcing is considering a fixed budget by requesters. In this
case, a requestor bids the price of a task, and workers accept or reject the task according
to their ability and the price declared by the requester. Mainly, in this mode, no dialogue
and bargaining will occur between requesters and workers. The second method is that a
requester first introduces the requested task and then asks workers to bid prices for the
task. In this respect, some mechanisms have been designed for workers’ truthful bidding
as cited in the related works section.

3.3.1. Fixed Budget Methods

In the fixed budget method, a requester introduces a task and bids a price for it.
Workers can either accept or reject their request according to the bid price. In the mechanism
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provided to estimate the bidding price, the upper and lower bounds of the total earnings
of all workers need to be initially calculated:

n

∑
i=1

Payo f fi

The minimum of total earnings for all workers is when the utility of all workers are
computed for doing all tasks with the rule of simple question or avoiding collusion, which
will be equal to the following value:

k
L

The maximum of total earnings for workers will occur when a worker receives utility
1 for each task n − 1 and another worker receives at a rate of 1− |1+ ξ|

Avg . This value is close
to 1, so the maximum amount of payment will be lower than the following value for task k:

nk

Therefore, the upper and lower bounds of the total earnings of workers will be as
follows:

k
L
≤

n

∑
i=1

Payo f fi < nk

It is clear that the bid prices for each task will be as follows:

Price =
Budget

∑n
i=1 Payo f fi

So, there will be:
Budget

nk
< Price ≤ L ∗ Budget

k
Therefore, it was concluded that the bid price by the requester should be within the

above range and it is obvious that it is not possible for the requester to bid a price higher
than L∗ Budget

k .

3.3.2. Bidding Price Method

In a method in which workers bid their prices to perform a task, a requestor must be
able to estimate the total amount of budget required for crowdsourcing. As cited in the
previous section:

Budget = Price ∗
n

∑
i=1

Payo f fi

Therefore;

Price ∗ k
L
≤ Budget < Price ∗ nk

Accordingly, in order to assure the risk-free financing of crowdsourcing, the requester
budget must be at a rate of Price ∗ nk.

3.4. Reliability and Validity

In crowdsourcing, the quality of the output provided by crowdworkers has a direct
relationship with the output demanded by the employer. Thus, for any given crowdsourced
task, the closer is the crowdworker’s viewpoint to the employer’s, the higher is the output
quality. Therefore, it is customary for crowdsourcing employers to provide a sample of
desired outputs for a number of tasks to show crowdworkers what outputs to produce.
After this training, the employer gives the main crowdsourcing tasks to crowdworkers,
who then generate outputs as requested.
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Using the same rationale, we have developed a measure for evaluating the quality
of outputs produced by crowdworkers, which can also be used to assess the mechanism
presented in this study.

It should be noted that in the proposed mechanism, the output of a crowdworker such
as i for a task like k is a number in a certain range:

0 ≤ Reportk
i ≤ Upper Band o f Range

Also, the proposed mechanism assumes that the final output for a crowdsourced task
like k is the average of all outputs obtained from all crowdworkers participating in that
task, which is in the same range as the outputs produced by crowdworkers:

0 ≤ Avgk ≤ Upper Band o f Range

The error of the mechanism for each crowdsourced task is defined as follows:

Error k = | Avgk − Expected Answer f rom Requester to The Task k |

Therefore, the score of the mechanism for each crowdsourced task like k is defined as
follows:

Score k = Upper Band o f Range− Error

And the efficiency of the mechanism is defined as follows:

E f f iciency =
∑

number o f Tasks
k=1 Score k

Upper Band o f Range ∗ number o f Tasks

It is obvious that:
0 ≤ E f f iciency ≤ 1

An efficiency value that is closer to 1 indicates that the mechanism has been more
successful in convincing crowdworkers to provide honest outputs as requested by the
employer.

3.5. Adopting the Proposed Mechanism to Another Form of Crowdsourcing

In this section, the flexibility of the mechanism proposed for employing other forms
of crowdsourcing was addressed. Considering the main logic behind the proposed mech-
anism wherein a report and an answer provided by each worker to a requested task is
evaluated and judged via the average of the answers of other workers to the same request,
applying this mechanism to other forms of crowdsourcing can be simple.

In crowdsourcing wherein there is only one correct answer for a task like optical
character recognition (OCR) evaluation (selection of images with specific content and so
on), the utility is maximized when a worker chooses an option that other workers have
already selected. If the options chosen by workers are numerous, a utility split policy can
be used to implement the utility in a mechanically weighted manner between workers. In
crowdsourcing wherein workers are required to perform specific operations; for example,
translate a text, two types of workers can be used. Workers in the first group perform
the task, translate the text in this example, and the second group scores the assigned task.
The utility of the workers in the first group is the average answer given by the workers
in the second group and the utility of the workers in the second group will be calculated
according to the proposed mechanism taking distance from the average into account.

It can be observed that the overall application of the proposed mechanism in various
forms of crowdsourcing will be very simple and using little creativity.
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3.6. Experimental Results

To evaluate the efficiency of the proposed mechanism, we used an online platform to
crowdsource a set of tasks once with this mechanism in place and another time without
this mechanism and then compared the results.

Before starting the evaluation, first, we had to find or design a problem consisting
of multiple tasks for crowdsourcing. These tasks had to be chosen so that crowdworkers
would have a common understanding of what is demanded by the employer. Ultimately,
the problem of text sentiment analysis was chosen for this purpose, as humans tend to have
a similar understanding of sentiments implicit in a text. We classified the text sentiments
into five categories:

{Very Negative, Negative, Nature, Positive, Very Positive}

Since the proposed mechanism assumes that the output of crowdworkers is a number
in a certain interval, this interval was chosen to be (1, 100). Accordingly, it was decided
that the outputs of crowdworkers have the following interpretations:

• 1–20: Very Negative
• 21–40: Negative
• 41–60: Nature
• 61–80: Positve
• 81–100: Very Positive

The texts needed for crowdsourced tasks were obtained from the Enron Email Dataset,
which is publicly available on the website of Carnegie Mellon University (Site 2) in
Appendix A. For each sentiment category, 28 short emails with less than 10 sentences
were extracted from this dataset (a total of 140 emails were extracted). The 28 emails (per
category) were used as described below:

• Five emails were attached to the output needed by the requesters (the authors of
this paper) and were used to train crowdworkers. Hence, before crowdsourcing,
each crowdworker received 25 emails (5 for each sentiment category) along with the
employer’s opinion on the sentiment category to which they must be allocated.

• Three emails were used in an entrance test for the crowdsourcing process. In this test,
which was performed after the training, each crowdworker was asked to read 15 emails
(3 per category) and rate the sentiment implicit in each email with a score from 1 to 100.
The obtained outputs were then compared with the outputs produced by the employer.
Only the persons who had at least 12 correct outputs and at most 1 incorrect output
per category were allowed to participate in the main crowdsourcing process. Note
that prospective crowdworkers participated in this test only to prove their eligibility
for the main task and were not financially compensated for this participation.

• Twenty emails were used as the main crowdsourced tasks. Each participant had to
rate 100 emails in total (20 per category). This stage was similar to the previous one
except that crowdworkers were paid to participate. The outputs obtained from this
stage were used to evaluate the efficiency of the proposed mechanism.

It should be noted that since Enron Email Dataset is in the form of MySQL scripts,
retrieving 140 emails that would be evenly distributed over five sentiment categories
required coding and data mining and also manually reviewing and categorizing a large
number of emails.

All of the above procedures were implemented on a website, where prospective
crowdworkers were asked to register and participate in the training phase and the entrance
exam, and those who were found to be eligible were allowed to participate in the main
crowdsourcing process.

To test the efficiency of the proposed mechanism, in the first phase, the tasks were
given to 10 eligible crowdworkers, who were paid for each output provided. The result of
this crowdsourcing method is provided in Table 4.
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Table 4. Test Result—Labeling emails without proposed mechanism.

Number of Emails in Each Category Labeled by Requesters

Very Negative Negative Nature Positive Very Positive

Number of emails in
each category labeled

by Participants

Very Negative 20 18 19 17 18

Negative 0 1 0 0 0

Nature 0 1 1 2

Positive 0 0 0 1 1

Very Positive 0 0 0 0 1

The efficiency of this crowdsourcing method was found to be about 50%. As can be
seen, the majority of outputs fall into the “Very Negative” category. This could be because
crowdworkers had to enter their response in a text box embedded in the website and to
quickly finish the tasks, most of them entered a random one-digit number in this text box,
which put the outputs in this category. Also, the average time spent by each participant on
each task is less than 5 s, which indicates that crowdworkers have not honestly participated
in the crowdsourcing effort and have ignored the employer’s request.

In the next phase, crowdsourcing was repeated with the proposed motivation mecha-
nism with 10 other crowdworkers. In this phase, the description of the mechanism was
posted on the front page of the website, and crowdworkers were allowed to register only
after reading and accepting its terms. The result of crowdsourcing with the proposed
mechanism is presented in Table 5.

Table 5. Test Result—Labeling emails under proposed mechanism.

Number of Emails in Each Category Labeled by Expert

Very Negative Negative Nature Positive Very Positive

Number of emails in
each category labeled

by Participants

Very Negative 19 1 0 0 0

Negative 1 18 1 0 0

Nature 0 1 19 2 0

Positive 0 0 0 18 1

Very Positive 0 0 0 0 19

The efficiency of crowdsourcing with the proposed mechanism was 98%. In this phase,
the average time spent on each task was 53 s, which means participants have acted honestly
and in accordance with the employer’s wishes.

4. Discussion

The main purpose of this study was to provide a mechanism for crowdsourcing on
online platforms that would guarantee the honest participation of crowdworkers. As
discussed in the second section, previous works on this subject have not provided a way
to ensure that crowdworkers are honest in their contribution to a crowdsourcing effort.
Although some of the previous works have made great breakthroughs in this area by
using reputation-based protocols, regret minimization mechanisms, and other solutions
to increase the incentive for honest participation, none of them induce a self-controlling
behavior among crowdworkers to ensure their honest contribution. The main difference
between the proposed mechanism and previous works in this area is that crowdworkers
earn more when they act honestly and miss the profit when they do not. Since the purpose
of participating in crowdsourcing is to earn income, the proposed mechanism guarantees
honest participation in crowdsourcing through monetary incentivization.
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Another issue discussed in previous related works, which is also addressed in this
study, is the question of fairness of payments to crowdworkers. Crowdworkers should
be paid according to their abilities and also a crowdworker who provides high-quality
outputs should be compensated more than those who do not. Note that the term “quality”
in crowdsourcing refers to how well the output produced by the crowdworker conforms
to the demand of the employer. Previous works have suggested multiple methods for
increasing fairness in crowdsourcing, but the mechanism proposed in this study is fair by
nature, as a crowdworker’s earning from an output produced for a task depends on the
distance of this output from the average of outputs provided by other crowdworkers for the
same task (the shorter the distance, the greater the earning). Because of the incentivization
of honest contribution to crowdsourcing in the proposed mechanism, the average of the
outputs is likely to be very close to what is requested by the employer. To summarize,
the more honest a crowdworker is in producing output, the higher is the quality of that
output and the greater is the payment made for that output. In this way, the mechanism
guarantees fairness in crowdsourcing.

Another regularly discussed topic about crowdsourcing is how to price the tasks given
to crowdworkers and how to manage crowdsourcing budgets. Previous studies in this
area have discussed task pricing and budget management from two perspectives. In the
first perspective, the budget is fixed, which means the employer has a certain amount of
financial resources to solve the problem through crowdsourcing, and these resources should
be allocated based on the number of tasks, the number, and ability of crowdworkers, etc.
Several studies in this area have provided budget allocation methods for crowdsourcing
projects and examined the problem of having an incentive mechanism in the presence of
budget constraints. In the second perspective, crowdworkers bid on a problem consisting
of multiple tasks or even bid on each task individually. In this case, the amount of budget
needed to solve the problem by crowdsourcing depends on the sum of bids made by
crowdworkers. A number of studies in this area have been focused on the process of
bidding, bidding price, and how winners are determined.

Another group of studies have examined the aforementioned issues from a more
general perspective. Since the nature of the problems being crowdsourced is such that
budget management should be possible with both fixed budget and bidding mechanisms,
methods that ignore either of these two approaches are not applicable for a wide range
of crowdsourcing problems. The mechanism presented in this study can guarantee the
integrity of crowdworkers whether crowdsourcing is done with a fixed budget or through
bidding. If the crowdsourcing has a fixed budget, then the price range of each task can be
estimated according to that budget, and if it is bid-based, then the budget needed for the
project can be estimated according to the bids.

The mechanism presented in this paper not only ensures the honest participation
of crowdworkers but also guarantees fairness in crowdsourcing and facilitates crowd-
sourcing budget management. The proposed mechanism operates based on simple and
self-explanatory rules focused on maximizing the earning of honest crowdworkers, and is
easy to implement in online crowdsourcing platforms.

5. Conclusions and Future Works

This study presented a crowdworker payment mechanism that maximizes the revenue
earned by crowdworkers for their honest contribution to the crowdsourcing effort. The core
idea of the proposed mechanism is to compare the outputs of each crowdworker for each
task with the average output of other crowdworkers for the same task, on the condition
that crowdworkers are not affiliated with each other. In this mechanism, an output given by
a crowdworker that is closer to the average of other outputs for the same task is assumed
to be of higher quality and will be awarded higher compensation. It was proved that
the honest conduct of crowdworkers weakly dominates their dishonest conduct. The
proposed mechanism consists of simple rules which can be easily implemented in online
crowdsourcing platforms. To test this mechanism, the authors designed a crowdsourcing
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website and used it to crowdsource a problem consisting of multiple tasks with and
without the proposed mechanism. This test showed that without the mechanism, many
crowdworkers engaged in dishonest behavior to exploit the earning opportunity, but the
presence of the mechanism led to honest participation of crowdworkers in crowdsourcing.

The main contribution of this paper to the literature is a solution to the problem of
dishonesty in the conduct of crowdworkers, as the proposed mechanism ensures that
honest conduct is awarded appropriately. At the same time, the mechanism also addresses
two other key issues in crowdsourcing, namely the fairness of compensations, which
is one of the major concerns of crowdworkers, and the issue of budget management in
crowdsourcing, which along with the quality of outputs produced for crowdsourced tasks,
is one of the major concerns of crowdsourcing employers.

The implication of this research is the introduction of an easily applicable solution
for online crowdsourcing platforms to ensure honest participation of crowdworkers in
crowdsourcing and guarantee the quality of their outputs for the assigned tasks, which
enhances the confidence of employers in the quality of outputs that can be obtained from
crowdsourcing.

The most fundamental limitation of the proposed mechanism is the extra charge
incurred by the employer. Since the proposed mechanism involves giving each task to
multiple crowdworkers and treating the average of the outputs they provide as the best
output, and then compensating them according to the proximity of their output to this
average, the employer has to pay multiple compensations for each task. Naturally, this
extra charge makes crowdsourcing less desirable, but it can also be interpreted as the cost
the employer pays to ensure that the crowdsourced tasks are accomplished at high quality.

The most important objective of future works should be to develop a mechanism for
ensuring the truthfulness of crowdworkers in crowdsourcing without needing additional
crowdworkers for each task so that the employer does not have to pay an extra cost to
ensure high quality. Another objective worth pursuing in future works is to develop a
method for dynamic estimation of optimal ξ value, which is the threshold determining
the rule based on which crowdworkers are compensated. This estimation is invaluable
because the proposed mechanism operates based on how crowdworkers are compensated
for their work, which itself strongly depends on the ξ value.

Author Contributions: A.M.: Conceptualization, methodology, software, formal analysis, data
curation, writing—original draft preparation, writing—review and editing. S.A.H.G.: validation,
writing—review and editing, supervision. All authors have read and agreed to the published version
of the manuscript.

Funding: This research received no external funding.

Data Availability Statement: To get access to the data used during the study, please contact the
corresponding author.

Conflicts of Interest: The authors declare no conflict of interest.

Appendix A

Site 1: Amazon Mechanical Turk
Available online: https://www.mturk.com (accessed on 22 July 2021)
Site 2: Carnegie Mellon University—Enron Email Dataset
Available online: https://www.cs.cmu.edu/~enron/ (accessed on 22 July 2021)
Site 3: Cloudcrowd
Available online: https://www.cloudcrowd.com (accessed on 22 July 2021)
Site 4: Doulingo
Available online: http://duolingo.com/ (accessed on 22 July 2021)
Site 5: Figure Eight, Machine Learning and Artificial Intelligence Platform for High Quality
Training Data
Available online: https://www.figure-eight.com (accessed on 22 July 2021)

https://www.mturk.com
https://www.cs.cmu.edu/~enron/
https://www.cloudcrowd.com
http://duolingo.com/
https://www.figure-eight.com
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Site 6: Crowd flower, The Essential High-Quality Data Annotation Platform
Available online: https://www.crowdflower.com (accessed on 22 July 2021)
Site 7: Google, Google Image Labeler
Available online: https://crowdsource.google.com/imagelabeler/ (accessed on 22 July
2021)
Site 8: LeadGenius, Home—Custom B2B Contact and Account Data
Available online: https://www.leadgenius.com/ (accessed on 22 July 2021)
Site 9: MicroTask
Available online: http://microtask.com (accessed on 22 July 2021)
Site 10: Sensorly, Unbiased, Real-World Mobile Coverage
Available online: http://www.sensorly.com (accessed on 22 July 2021)
Site 11: Upwork, Hire Freelancers & Get Freelance Jobs Online
Available online: https://www.upwork.com (accessed on 22 July 2021)
Site 12: Zooniverse
Available online: https://www.zooniverse.org (accessed on 22 July 2021)
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