Journal of
Theoretical and Applied
Electronic Commerce Research

Article

Role of Artificial Neural Networks Techniques in Development
of Market Intelligence: A Study of Sentiment Analysis of
eWOM of a Women’s Clothing Company

Zubair Nawaz 1*, Chenhui Zhao?**, Fouzia Nawaz 3, Asif Ali Safeer 14

check for

updates
Citation: Nawaz, Z.; Zhao C.;
Nawaz, F; Safeer, A.A.; Irshad, W.
Role of Artificial Neural Networks
Techniques in Development of
Market Intelligence: A Study of
Sentiment Analysis of eWOM of a
Women’s Clothing Company. J. Theor.
Appl. Electron. Commer. Res. 2021, 16,
1862-1876. https://doi.org/
10.3390/jtaer16050104

Academic Editor: Mirjana Peji¢ Bach

Received: 27 April 2021
Accepted: 5 June 2021
Published: 8 June 2021

Publisher’s Note: MDPI stays neutral
with regard to jurisdictional claims in
published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.
Licensee MDPI, Basel, Switzerland.
This article is an open access article
distributed under the terms and
conditions of the Creative Commons
Attribution (CC BY) license (https://
creativecommons.org/licenses /by /
4.0/).

and Waseem Irshad !

School of Management, Huazhong University of Science and Technology, Wuhan 430074, China;
aasafeer@hust.edu.cn (A.A.S.); waseemirshad@hust.edu.cn (W.1.)

2 Business School, Wuchang University of Technology, Wuhan 430223, China

Department of Computer Sciences and Information Technology, University of Sargodha,
Sargodha 40100, Pakistan; fouzia.nawazl@gmail.com

Business School, Huanggang Normal University, Huanggang 438000, China

*  Correspondence: zubairnawaz@hust.edu.cn (Z.N.); z0001292@zuel.edu.cn (C.Z.)

Abstract: Web 2.0 technology enables customers to share electronic word of mouth (eWOM) about
their experiences. eWOM offers great market insights to the organization, and important for organi-
zation’s success. eWOM monitoring and management is one of the major contemporary challenges
for the organization, because of high volume and frequency of the content. It is nearly impossible
for an organization to manually monitor content generated by each user. In this paper, we propose
sentiment analysis as an alternative method for analysis of emotions and behavioral intentions in
real-time data. Sentiment analysis is performed on women’s e-clothing reviews collected from the
Kaggle data repository. The dataset consists of 23,486 reviews, comprising ten feature variables.
This study applied artificial neural network techniques to determine polarity of the data in terms of
positive or negative. Sentiment analysis was performed by using two artificial neural networks, Con-
volutional Neural Network (CNN) and Long Short-Term Memory (LSTM), to classify the review as
recommended (positive) or not recommended (negative). The proposed models have been evaluated
on these performance measuring parameters: accuracy, recall, specificity, F1-score and roc-curve. The
LSTM method outperformed CNN and achieved classification accuracy of 91.69%, specificity 92.81%,
sensitivity 76.95%, and 56.67% F1-score. Based on results of this study, LSTM technique is highly
recommended for the sentiment analysis of unstructured text-based user-generated content.

Keywords: sentiment analysis; neural networks; market intelligence; LSTM; CNN

1. Introduction

Over the past decade, the significance of social media has enormously increased in
e-commerce. Web 2.0 enables customers to express their opinions, experiences, criticism,
and suggestions. Social media data offer great insights for organizations and potential
customers. Organizations utilize this data to analyze customer behavior, and to identify
emerging trends in the market; whereas, potential customers seek information about prod-
uct experiences. Customers value user-generated information more than the information
provided by the company [1]. Therefore, it is important for organizations to monitor how
their products are discussed “in the wild” [2]. Social media has become an integral part
of marketing strategies; organizations use social media for promotion and evaluation of
market offerings [3].

Online consumer reviews of products and services is an important source of electronic
words of mouth (eWOM), which refers to “any positive or negative verbal statement
by potential, actual, and former customers of a product or company” [4]. eWOM is
unstructured information, which offers great depth of consumers’ sentiments. eWOM
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has been regarded as the most credible source of product information, and potential
customers often pay attention to eWOM during purchase decisions [5]. Positive eWOM
significantly increase sales [6,7], brand equity [8], and company’s reputation [9]; whereas,
negative eWOM significantly lowers purchase intentions and brand trust [10]. eWOM
is more influential as compared to conventional interpersonal interactions because of
high virality, reliability, and anonymity [11]. Consequently, eWOM can make or break a
company’s reputation, and an organization must pay attention to the presence of eWOM
on internet platforms.

One of the major contemporary problems of e-commerce is the detection and timely
response to the critical comments. Daily, huge amounts of data are generated on social
media platforms, and manual analysis of data is time consuming and costly for organi-
zations. For large organizations, it is nearly impossible to monitor the data manually;,
because organizations may be discussed in user-generated content millions of times. An
organization’s timely reaction to the eWOM is important, especially for negative eWOM.
Studies show that negative eWOM has more impact on behavioral intentions as compared
to positive eWOM [5]. Hence, computer-based technologies need to be applied for refining,
monitoring, and managing the data.

Over the past few years, sentiment analysis received wide attention from researchers
and organizations. Sentiment analysis is defined as “the process of mining of data, view,
review or sentence to predict the emotion of the sentence through Natural Language
Processing (NLP)” [1]. Sentiment analysis develops marketing intelligence, which helps
in the decision-making process. Studies reported a definite relationship of sentiment
analysis of online reviews to the ratings and recommendations; consumers’ sentiments are
often reflected in the ratings, but sentiment analysis offers more depth of information [12].
Sentiment analysis helps in the classification of data on the basis of polarity, such as
“positive” and “negative”. Due to the fact that sentiment analysis helps in generating
the polarity of good and bad emotions, decision makers can utilize sentiment analysis
to identify the attractive features and improvements for products. Moreover, sentiment
analysis also helps to read between the lines, and decision makers can consider the intensity
of emotions beyond the customer’s opinion [13].

Research studies found that artificial neural network techniques are extremely accurate
in predictions as compared to traditional computer vision techniques [14]. Based on higher
accuracy and efficiency, artificial neural networks are widely used in various fields of
studies for prediction of a desired outcome variable [15]. Neural networks are robust in
nature and capable of handling large data without going through system failure. Moreover,
neural networks have self-learning abilities and do not need direct human supervision.
Consequently, neural networks are able to detect trends in the data that are difficult to
explore manually. Studies found that neural networks are highly effective for detection of
trends and classification of the data [16-18].

There are several neural network techniques, such as, Radial Basis Function Neural
Network, Modular Neural Network (MNN), Spiking Neural Network (SNN), Feedforward
Neural Network (FNN), Convolutional Neural Network (CNN), and Long Short-Term
Memory (LSTM). CNN is considered as one of the most efficient neural network techniques
for sentiment analysis; on sentence level as well as on a document level [19,20]. The
main advantage of CNN compared to its predecessors is that it automatically detects the
important features without any human supervision. Some studies also established the
superiority of LSTM in sentiment analysis [21]. Studies also suggest that LSTM and CNN,
with both neural network technique analyses combined, provide better understanding
about sentiments [22,23].

This study aims to perform a sentiment analysis on unstructured data of women’s
e-clothing reviews. The main objective of the study is to classify the data on the basis of
underlying emotions of the customers towards products and services of the organization.
This study applied CNN and LSTM techniques on real time data to perform sentiment
analysis. Furthermore, this study also aims to provide a comparison of CNN and LSTM
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with previous proposed models [24,25]. Traditionally, an organization gathers feedback
from consumers with the help of a survey; normally, a structured questionnaire is used
as a tool for data collection. Survey data have limitations (i.e., response biasness) and
cannot provide a true representation of the emotions. This paper proposes neural network
techniques (CNN and LSTM) as an alternative method for analysis of emotions and behav-
ioral intentions in real-time data. The proposed model is evaluated on the performance
parameters of accuracy, recall, specificity, F1-score, and roc-curve.

2. Background

Emotions have great impact on attitudes, and also help in understanding behavioral
intentions. Festinger [26] developed the cognitive consistency theory, which suggests
that people are motivated towards actions which are consistent with their beliefs and
perceptions. Furthermore, people also motivated to change their behavior if the experiences
are not consistent with their perceptions. Therefore, consumers express their opinions
about product experiences by rating, reviews, and recommendations. Social media has
become an important part of the lifestyle, and consumers’ share positive and negative
eWOM without any hesitation.

Early work on sentiment analysis can be traced from the late 1970s. Carbonell [27]
proposed a theory of “subjective understanding” and designed a process model named
POLITICS. Later, Wilks and Bien [28] introduced a model of “computational beliefs” and
provided a base for natural language processing. Hearst [29] introduced a direction-based
text interpretation model (DTI), which provided the domain-independent text interpre-
tation. Wiebe [30] designed an algorithm that helped in tracking certain viewpoints in
fictional narrative texts. Sack [31] proposed an impressive model that can retrieve concise
information from a longer text, which helped in retrieval and classification of texts.

Sentiment analysis gained burst popularity from the beginning of the Web 2.0 era;
social media sites introduced a new mode of communication, which grasped interest of
organizations and researchers. Kantrowitz [32] was among the pioneer scholars who
analyzed emotions and its effects in unstructured text. Hu and Liu [33] introduced text
mining techniques in customer reviews, which helped in attribute-based review summaries.

2.1. Sentiment Analysis of eWOM in Market Intelligence

Marketing intelligence refers to a continuous process of identifying, understanding,
and analyzing the firm’s internal and external environments associated with customers,
competitors, and markets [34]. Assessment of consumer preferences and identification of
current and future trends in the market is one of the major objectives of market intelligence.
Conventionally, to develop market intelligence, the organizations collect primary data from
actual and potential customers. Recent studies emphasize modern artificial neural network
techniques, which are more accurate, efficient, and economical [20,21].

Liang et al. [35] classified customer data on the basis of sentiment analysis, and found
that eWOM has strong association with sales of mobile phone applications. They also
suggest that eWOM related to both product quality and service quality has significant
impact on sales; however, in case of service attributes, the impact of eWOM is very
substantial on purchase intentions. Schweidel and Moe [36] analyzed 7565 social media
comments related to a company and highlighted the impact of venue on social media
monitoring. The study suggested that sentiments vary in strength and subject matter for
different platform venues of social media.

Market intelligence not only focuses on the identification and understanding of the
needs of potential customers, but also emphasizes post-purchase behavior of the current
customers. User’s sentiment plays an important role in company reputation. Studies
suggest that sentiment analysis of eWOM helps in measurement of corporate reputation.
Corporate reputation is measured in terms of volume and valence. Volume refers to
the frequency of “corporate brands” mentioned in consumers reviews; whereas, valence
refers to positive or negative sentiments of reviewers [37]. Colleoni et al. [38] argued that
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organizations are losing control in building corporate reputation by themselves; instead,
user-generated content on social media platforms build or damage the corporate reputation.
Aakash et al. [39] performed artificial neural network techniques on eWOM of customers
of the hospitality industry and measured users’ service satisfaction level.

eWOM helps in shaping potential customers’ behavior, especially if they are facing
uncertainties in the decision-making process [40]. Potential customers seek additional
information from the user’s comments and reviews in order to minimize the ambigu-
ity. eWOM provides product need-matching information to potential customers, which
ultimately reduces uncertainties in the decision making process [41]. Neural network
techniques are also currently used for the product-need matching process, which provide a
customized solution for the customers. For example, a study revealed that neural network
techniques can be applied to provide customized offers to peer-to-peer tourists on the basis
of sociodemographic characteristics [42].

2.2. Proposed Research Work

Due to the advent of social media, digital data are increasing daily and can be used to
perform data mining analysis to extract useful information. Natural Language Processing
(NLP) is the subdomain of Artificial Intelligence (AI) that processes natural languages
based on perceptive activities, and extracts meaningful information. Sentiment analysis is a
technique of NLP that depends on keywords, frequency of keywords, and co-occurrence of
words, according to their context. In this research paper, a semantic analyzer is developed
that determines the polarity of each review and assigns a value to the text: either positive
or negative. The flow of the proposed work is presented in Figure 1.

Data Pre-processing

Tokenization & Parts of
Speech (POS) Tagging

Vectorization & Word Positive Polarity of
Embedding Review

A

Deep Learning Models for
Sentiment Analysis

Negative Polarity
of Review

Figure 1. The flow diagram of the proposed architecture.

3. Material and Methods
3.1. Data Repository

Data from the Kaggle repository (https://www.kaggle.com/nicapotato/womens-
ecommerce-clothing-reviews, accessed on 15 March 2021) was used in this research [43],
which is an open-source platform of data science that helps to explore new dimensions
of artificial intelligence by providing benchmark datasets. Kaggle allows the researchers
to find and publish datasets, and explore and build new models in collaboration with
other data scientists to provide solutions to data-related problems. Data used were re-
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lated to women e-clothing reviews, and unstructured in nature. The dataset consisted of
23,486 reviews, along with ten feature variables: clothing ID, age, title, review text, rating,
recommendation, positive feedback count, division name, department name, and class
name. To maintain privacy, the company name in the text reviews was replaced by the
word “Organization”.

3.2. Text Cleaning

To obtain reliable results, text cleaning was performed. First, only valid entries are
maintained by deleting the rows that contain missing values. Some unnecessary columns
were also dropped. Contracting terms are replaced with proper words (i.e., I've — I have,
I'm— I am, and I'll = I'will). Second, stop words were also removed as they do not provide
any unique information that can be used in sentiment analysis. Finally, after performing
necessary pre-processing, the text was converted into lowercase letters.

3.3. Tokenization and POS (Parts of Speech) Tagging

Tokenization and POS are considered as one of the basic steps in natural language
processing (NLP); first, tokenization is performed by breaking the text into smaller units
based on delimiters. Each smaller unit of text is named as a token. In text-mining, the
only Bag of Words (BOW) analysis is insufficient as it fails to capture the syntactic relation
between the words. For example, “I like you” is a sentence where “like” is a verb and
depicts a positive sentiment; whereas, the phrase “I'm like you” depicts neutral sentiment,
and “like” is a preposition here. To improve the BOW technique, POS is performed to
obtain the most pertinent information. POS tagging is a technique where the words are
matched to the corresponding part of the speech tag based on the context of the text. After
POS, lemmatizing is performed to reduce the word into its root word.

3.4. Vectorization and Word Embedding

To build a deep learning model for text mining it is necessary to convert the words into
real numbers. Humans have a very good understanding of words and their relationships,
but it is not easy for machines to understand the meaning of words according to their
context. The process of converting text into a real number vector is called vectorization.
Word embedding is a technique that converts the word into representation; the form that
imparts the human understanding of language into the machines. Previously, Continuous
Bag of Words (CBOW) and TF-IFD techniques were utilized to find the co-occurrence of
words in the corpus. In this research, GloVe (Global Vectors for word representation) is
employed to obtain the co-occurrence relation between the words in the corpus.

3.5. Sentiment Analysis Based on Deep Learning Models

Neural networks are considered good at recognizing the patterns that are extracted
from a real-world dataset like images, text, and sound. In this research, after performing
lexical analysis of the text, state of the art deep neural networks are employed for the
sentiment analysis of women’s e-clothing reviews: Convolutional Neural Network (CNN)
and Long Short-Term Memory (LSTM). Each word of the corpus is translated into the
vector space; CNN and RNN are both deep learning models that learn the data through
various deep layers. CNN learns the data representation through the words of the corpus
and extracts the feature set that makes the semantic representation. The CNN sequential
model is defined with four layers: (i) an input layer that contains the size of the corpus
and a pre-trained embedding layer, (ii) the GlobalMaxPool1D layer is utilized to generate
a feature map for each category of classification and it does not require any optimizing
parameter that reduces the overfitting problem, (iii) the fully connected dense layer to
learn the connections among the text, and (iv) the output layer to predict the polarity of
the text. LSTM is a variant of RNN and is considered an expert in processing sequential
data. Due to its feedback connections, it can process the entire block of data. LSTM is
known as the best-suited algorithm for sequential text data as it has some memory that
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remembers the long-distance dependency between the tokens of the corpus. Due to the
internal memory of the RNN, they can remember the information about the input that
helps them to perform precise prediction about incoming data. RNNs are the preferred
algorithm for sentiment analysis; RNNs have a deeper understanding of the sequence and
its context as compared to other neural networks. In this research, our LSTM architecture
is assembled using five layers: (i) an input layer that is enriched with Glove pre-trained
word embedding, which uses 100 length vectors to characterize each word of the corpus;
(ii) the dropout layer; (iii) the next is the LSTM layer that uses 128 internal memory units;
and (iv) the output layer with sigmoid activation function and binary cross entropy, which
are used because it is a binary classification problem.

3.6. Experimental Setup

The semantic analyzer was developed using Python 3.7, Keras, and the natural lan-
guage processing library PyTorch version 1.3 in a Core i7 Windows environment. To
perform the text pre-processing, the NLTK, spacy, and en_core_web libraries were utilized.
Adam optimizer was used along with a 0.001 learning rate sigmoid activation and binary
cross-entropy loss function for both configurations. Adam optimizer was considered as the
default optimization method for deep learning problems, and optimal learning rate was
chosen to avoid divergent behavior. Binary cross-entropy function was employed for the
binary classification problem. For LSTM based implementation, 128 batch size was used.
The dataset was split into an 80:20 ratio of training and testing parts.

4. Results

To measure the average performance in this research, the performance of proposed
models was evaluated on statistic performance measures of accuracy, sensitivity, specificity,
and F1-score. The accuracy depicts the efficiency of the model in predicting the polarity of
the review. AUC (Area Under the Curve) and ROC (Receiver Operating Characteristics)
are considered as the most important performance measuring metrics. ROC is a probability
curve that describes the operation of the classification model at all threshold values; the
curve plots two parameters: the true positive rate is plotted on the y-axis and the false
positive rate is plotted on the x-axis. The AUC curve reveals the degree of separability (how
well a model distinguishes between the classes). It measures the entire flat area under the
ROC curve. The greater value of ROC means that the system is proficient at classifying the
polarity of the reviews. The ROC and AUC are collectively termed as AUROC. Precision
assesses the ratio of actual negatives that are corrected identified. The formulas used for
measuring the accuracy, specificity, and sensitivity follow:

Accuracy = (it (1)
Y= TN+ TP+EN+FP
- TP
Sensitivity / Recall = TP+ EN 2)
e TN
Specificity = TN+ FP (©)]
. TP
Precision = TP L EP (4)
Fl— 2 % Recall * Precision 5)

Recall + Precision

where TP, FN, TN, FP are the true positive, false negative, true negative, and false posi-
tive, respectively. We experimented with the CNN and LSTM on a real-time commercial
dataset of women’s e-clothing reviews; the training graphs of models are presented in
Figures 2 and 3. The model was trained for 25 epochs together with a batch size of 50.
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Figure 2. (a) CNN training accuracy graph and (b) CNN training loss graph.

The CNN model was trained for 25 epochs together with a batch size of 50. The batch
size and epoch are control hyperparameters, which are associated with the optimization.
The number of epochs defines the number of times the entire training dataset passed
through the learning algorithm, which means that each data sample obtains an opportunity
to update the internal model parameters. The dataset is grouped into the batches. Each
batch contains a batch size. The impact of batch size is typically computational as it usually
affects the training time and not so much the test performance. The smaller batch size is
used for both configurations as it results in quick convergence and more stability, which
can be observed in Figures 2 and 3. The graphs are plotted to visualize the model’s training
accuracy and loss trends, as can be seen in Figures 2 and 3. In Figure 2a, an interesting
trend is observed—the accuracy curve rises as the number of epochs increases. Initially
the validation accuracy value is less, but the validation accuracy curve is higher than the
training curve. In Figure 2b, the validation loss curve, which is generally downward,
shows that the validation loss or error decrease as the model improves in terms of learning.
Similarly, in Figure 3a, the rising trend of the accuracy curve is observed, and Figure 3b
shows degradation of model loss or error.
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Figure 3. (a) LSTM training accuracy graph and (b) LSTM model loss graph.

In Figures 4b and 5b, confusion matrix graphs are plotted for both configurations
to determine the overall performance. Each matrix row represents actual class instances,
and each column represents the predicted class instances. The confusion matrix is shaded
for quick understanding of the model’s performance. The first group is named as true
positive values, which means that the model predicts positive and the reviews are indeed
positive. The second group represents the false positive values, which depicts that the
model predicts positive, but the reviews are actually negative. The third group represents
the false negative values, the model predicted the positive, but the reviews are actually
not positive. The last group, shaded navy blue, represents the true negative values, which
means the model predicted the reviews as negative and are indeed negative. These values
are further employed for calculating the accuracy and other performance metrics. The
CNN model achieved 88.91% accuracy, 88.91% specificity, 17.85% F1-score, and 57.89%
sensitivity. LSTM achieved 91.69% accuracy, 92.81% specificity 56.67%, Fl-score, and
76.95% sensitivity.
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LSTM
10 1
081
']
3
% 06 1
>
-
&
s 041
-]
=
021
oo 1 —— ROC curve (area = 0.71)
0.0 02 04 06 08 10
False Positive Rate
(a)

True label o

[

Confusion Matrix

187

56

230

2 Predicted label 1

(b)

2500

2000

1500

1000

500

Figure 5. (a) AUROC curve of LSTM-based model and (b) the confusion matrix of the LSTM-based model.

To measure the performance of the proposed model, AUROC graphs are presented
in Figures 4 and 5, respectively. AUROC is measured to determine the distinguishable
property of the classes. The values of AUC vary from 0 to 1. When the model achieves
a value near 0, it indicates that the model has the worst ability to distinguish between
the classes. An excellent model has an AUC near 1, which shows that the model has
separability ability. In Figure 5a, LSTM obtained an AUC value of 0.71, which shows that
model has the ability to distinguish between the polarity of classes.

A comprehensive performance evaluation report of CNN and LSTM is presented
in Table 1. By comparing the performance of CNN with LSTM, it is clear that the LSTM
outperforms CNN. CNN is good at learning the local features of the words in the corpus;
whereas, LSTM learns the temporal dependencies of the text. Therefore, LSTM improved

the performance of the semantic analyzer and achieved 91.69% accuracy.

Table 1. Performance evaluation report.

Model Accuracy Specificity Recall F1-Score
LSTM 91.69% 92.81% 76.95% 56.67%
CNN 88.23% 88.91% 57.89% 17.85%
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Cross Comparisons

Organizations vigorously observe performance of “company’s offerings” in the market
to make efficient decisions. Cross comparisons enable organizations to compare data classes
relative to feature variables. In order to visualize the traits of the dataset, the relationship
between four feature class variables was determined. Figure 6 represents comparison
of product categories on the basis of average ratings received from online reviewers.
Three product categories—trend, chemises, and bottoms—received below average ratings.
Nine product categories—knits, formal dresses, swim suits, blouses, leg wear, sleep wear,
sweaters, and shorts—received moderate ratings ranging from 4.3 to 4.4. The remaining
products—fine gauges, skirts, jackets, pants, layering wears, lounge wears, intimates, and
jeans—are top performing categories of the organization. Similarly, Figure 7 represents
average age of the users related to each product category. As shown in Figure 7, it can be
concluded that mature users, with ages ranging from 35 to 45 years, are the target segment
of the organization. Causal bottoms is the only product category which targets young
consumers, i.e., those having an average age of 25 years.
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Figure 6. Product categories comparison based on ratings.
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Figure 7. Product categories comparison based on age.

5. Discussion

Sentiment analysis of eWOM offers valuable insights that help organizations to de-
velop market intelligence. eWOM not only helps in understanding market needs, but also
builds the organization’s reputation. Traditional methods, i.e., survey data analysis and
experimental research designs, are commonly used for sentiment analysis. These methods
are inefficient, costly, and have many inherited drawbacks (e.g., sample biasness). The
major problem in sentiment analysis is data handling because of the high speed, frequency,
and volume of eWOM. This study proposed using latest neural network techniques for
sentiment analysis, which are robust, efficient, accurate, and cost effective. CNN and
LSTM techniques were used to perform sentiment analysis on real-time data. Findings
suggest that LSTM is a better technique for sentiment analysis because of its high accu-
racy, specificity, recall, and F1-score. This study achieved 91.6 percent accuracy, which is
very impressive; studies shows that even 52 percent accuracy is considered acceptable in
behavioral sciences [43].

Machine learning techniques and deep learning techniques are rooted in the artificial
neural network domain. Deep learning techniques are considered more effective in Natural
Language Processing Techniques (NLP) as compared to machine learning techniques. Deep
learning techniques are effective and efficient in processing extensively large data. A deep
learning model contains many layers and each layer processes and transmits information
to successive layers; thus, deep learning models do not need direct human supervision.
Deep learning architectures are robust in nature and capable of handling data complexities.
Furthermore, these models automatically infer hierarchical structure, which is effective
in classification and prediction of tasks. Therefore, this study used CNN and LSTM deep
learning techniques.

Artificial neural network techniques have been used in text analysis [24,25,44,45],
and a few studies proposed the use of CNN and LSTM networks. Thus, it would be
mandatory to compare the results of the proposed model with previous models. In this
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regard, the proposed work is compared with three hybrid deep-learning models. The
VD-CNN is actually a CNN-LSTM hybrid model that uses a k-fold approach. Five folds
were selected during the training phase; the models started overfitting in the first fold
and substantially led toward degraded accuracy [46]. Another research study [25] used
a combination of CNN and LSTM on three different datasets. The accuracy of all three
models is noted in Table 2. By observing the values presented in Table 2, it is evident that
proposed model achieved better values not only in terms of accuracy but also in terms of
specificity and recall. The model shows some degraded values in the F1-score. F1-score
is also known as positive predictive value. F1-score mainly depends on the class ratio of
the dataset; therefore, the value achieved may vary in different class ratio as the trend
of varying values can be observed in Table 2. Overall, the LSTM model achieved better
performance measurement parameters compared to the other machine learning and deep
learning models. Thus, for the selected dataset, the proposed LSTM model performs better
than the other hybrid models.

Table 2. Comparison with previous artificial neural network models.

Model Year Accuracy Specificity  Recall F1-Score
Machine Learning Models
Proposed Model - 0.916 0.928 0.76 0.57
Naive Bayes [24] 2019 0.43 0.84 0.38 0.52
Decision Tree [24] 2019 0.80 0.88 0.88 0.88
Decision Tree Regression [24] 2019 0.79 0.89 0.86 0.87
Random Forest [24] 2019 0.86 0.87 0.97 0.92
Random Forest Regression [24] 2019 0.67 0.93 0.65 0.76
Ada Boost [24] 2019 0.86 091 0.92 0.91
Logistic Regression [24] 2019 0.88 0.90 0.95 0.93
KNN [24] 2019 0.83 0.83 0.99 0.91
Logistic Regression [25] 2020 0.63 0.58 0.63 0.58
Random Forest [25] 2020 0.58 0.51 0.59 0.48
Stochastic Gradient Descent [25] 2020 0.63 0.58 0.63 0.59
Support Vector [25] 2020 0.63 0.58 0.63 0.58
Voting Classifiers [25] 2020 0.63 0.58 0.63 0.58
Deep Learning Models
Proposed model - 0.916 0.928 0.76 0.57
VD-CNN [46] 2016 0.319 0.43 0.28 0.34
CNN-BiLSTM [44] 2017 0.614 0.32 0.22 0.25
CNN-LSTM [25] 2020 0.781 0.74 0.85 0.79

Cross comparisons provide depth of information regarding customers’ emotion, par-
ticularly related to desired features that help decision makers. In this dataset, we provide
cross comparison on the basis of product categories and gender. Findings suggest that
organizations need to develop strategies for under-performing categories of causal bot-
toms, trend, and chemises. Furthermore, we found that organizations should target the
customer group having ages ranging from 35 to 45 years. Similarly, organizations can
develop datasets on the basis of demographics and product categories, or can even classify
on the basis of brands.

6. Conclusions

Al neural network techniques provide efficient and insightful sentiment analysis
on real-time data. This study applied neural network techniques (CNN and LSTM) and
achieved good scores for performance measurement parameters of sentiment analysis;
therefore, artificial neural network techniques are highly recommended for sentiment
analysis of online reviews. The main objective of this study was to compare performance
of artificial neural network techniques in real-time data. Results clearly established the
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superiority of the LSTM technique over the CNN technique for sentiment analysis. LSTM
sentiment analysis achieved accuracy of 91.69%, which is considered impressive in behav-
ioral sciences.

Sentiment analysis of eWOM is challenging for organizations because of high volume
and complexity of the data. Although some previous studies utilized machine learning
techniques for sentiment analysis, there are some inherited drawbacks in machine learning
techniques. The deep learning techniques proves its superiority over machine learning
techniques by efficiently processing extensive data and automatic feature extraction from
the raw data. This study found that the LSTM model proposed is efficient, accurate, and
robust. Moreover, LSTM has a special ability to efficiently process the sequential text data
due to presence of internal memory that memorizes the long-distance dependency of the
text. It remembers and makes connections between the data that helps to make better and
more precise predictions about the unseen data. Thus, LSTM is considered as the best
suited algorithm for natural language processing application as it has better understanding
of sequence and context of the data. This study presented the architectural design and
complete procedural guidelines for the application. It is highly recommended to apply
LSTM technique for text-based user-generated content.

Despite theoretical and practical contributions of this study, there are a few limitations.
The study mainly focuses on detection and classification of comments on the basis of
underlying emotions, and does not consider textual analysis. Future studies may consider
textual analysis techniques (i.e., word frequencies analysis, thematic analysis, word correla-
tions, and networks) in order to develop in-depth understanding of emotions. Data were
gathered from a single platform and eWOM were related to post-purchase experiences.
Thus, future studies may integrate data from various platforms (i.e., Facebook, Twitter,
web portals, and blogs) for sentiment analysis. Future studies may also consider bi-LSTM
for sentiment analysis and compare the findings with this study.
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