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Abstract: This study proposes a control architecture based on iterative stochastic algorithms to
control the doubly-fed induction machine (DFIM), often used in wind systems. We briefly present the
modeling of this machine. We describe in more detail the control architecture based on indirect vector
control by flux orientation (IFOC). This control architecture is optimized with the application of
iterative stochastic algorithms applied to the speed controller. The optimization algorithms used were
Particle Swarm Optimization (PSO), Harris Hawk Optimization (HHO) and Salp Swarm Algorithm
(SSA). A comparative study under Matlab/Simulink between the different results obtained clearly
shows the effectiveness of our approach.
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1. Introduction

In the field of electrical energy, the world is trying to reduce its dependence on
fossil fuels, which are characterized by both high greenhouse gas emissions and volatile
prices. The electricity industry strives to diversify its energy mix, especially with clean and
renewable energy from geothermal, biomass, solar and wind [1]. One of the current research
priorities is the generation of electrical energy with the help of doubly-fed asynchronous
machines using wind energy as the driving force. Integrated into a wind power system, the
DFIM enables operation over a wide range of wind speeds and obtaining the maximum
possible power for each wind speed. Its stator circuit is directly connected to the power
grid. A second circuit on the rotor is also connected to the grid, but via power converters [2].
Because less rotor power is transferred, the cost of the converters is reduced compared to a
variable speed wind turbine powered by converters on the stator. This is the main reason
why this machine is used for high power generation. A second reason is the possibility of
adjusting the voltage at the connection point of this machine.

The aim of this work is to improve the rotor speed control of the DFIM machine by
using different meta-heuristic optimization algorithms. To achieve this goal, the work is
organized as follows: an introduction and then a mathematical model of the whole, then
the vector control, the optimization of the parameters of the machine’s speed controller
with the meta-heuristic algorithms (PSO, HHO, SSA) of the simulation results in the
Matlab /Simulink environment and finally a conclusion.

2. Modeling Machine and Control Design

The model of our system (DFIM) in the d-g reference [3] is as follows:
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We applied an IFOC control method [4] to the DFIM and the Figure 1 illustrates the
block diagram of control and in Figures 2 and 3, we illustrated the control diagram of

current I and speed () respectively.
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Figure 1. Block diagram of control.
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Figure 3. Control diagram of speed.

With Is is Iq or Isq and Vs is Vgq or Vgq.
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3. Proposed Optimization Algorithm

The optimization with iterative stochastic algorithms is an approach to finding the
best solution to complex problems by minimizing one or more fitness functions [5]. These
techniques are applied in various engineering fields. In the literature, we have different
methods of optimization such as combinatorial optimization, nonlinear programming and
linear programming. These methods are designed to solve a wide range of optimization
engineering problems [6]. The heuristics and meta-heuristics optimization techniques are
classified as exact methods and approximation or stochastic methods. Exact methods are
used for combinatorial optimization problems [7]. They are also classified according to
the formulation of the graphs, i.e., the arc-node formulation, the path formulation, the arc-
based formulation and the spanning tree formulation [8]. The other optimization methods
based on approximate methods can be divided into two types: heuristic algorithms and
meta-heuristic algorithms. Heuristic algorithms obtain their approximate solutions with a
certain acceptable temporal and spatial complexity. In the literature [9], there are different
heuristic strategies successfully applied to many problems, such as Genetic Algorithm (GA),
Ant Colony Optimization (ACO), Simulated Annealing (SA), Particle Swarm Optimization
(PSO), Gray Wolf Optimization (GWO), etc. [9].

3.1. Particle Swarm Optimization (PSO)

This optimization algorithm is based on a stochastic evolutionary calculation technique.
The basic version of this algorithm is inspired by phenomenal biology from research on
swarms such as schools of fish and flocks of birds [10-16]. Another modified version of
this algorithm was introduced in 1998 to improve the performance of the basic version.
In the principle of function of the PSO algorithm, the social behavior is modeled by a
mathematical equation making it possible to guide the particles during their process of
displacement [11-16]. The movement of a particle is influenced by three parameters: the
inertia component, the cognitive component and the social component. Each parameter
reflects a part of the equation, Figure 4 represents the flowchart of the algorithm.

3.2. Harris Hawks Optimization (HHO)

The principle of The Harris Hawk Optimization algorithm (HHO) is inspired by
cooperative hunting behavior. This principle, which is based on the population and which
is inspired by nature, has been modeled by a mathematical model [12-17]. Its principle goes
through three phases: the exploration phase, the phase of the transition from exploration
to exploitation and the last phase is the actual exploitation. A flowchart representing the
principle of this algorithm is illustrated in the following figure (Figure 5). The first phase
of the algorithm is the exploration phase. This phase of the algorithm mimics the search
behavior of hawks for prey. The mathematical model of this step is illustrated by the
following equations [13-19]:

B xr(T) — r1|x(T) — 2rx(7) | fork > 0.5
X(t+1) = {(xp(r) — xm(T)) —r3(Lp +r4(up — Lp)) fork < 0.5 (14)
where K, rq,75,73 and r4 are random parameters. x,(7) stands for the prey’s position
whereas the current and the next positions of the hawk are shown by x(7) and x(7 + 1),
respectively. The random parameters are updated in each iteration. Up and Lp are the
search space bounds. x,(7) refers to a randomly selected hawk and x,, refers to the average
position of the population of hawks.
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Figure 4. Flowchart of PSO.

3.3. Salp Swarm Algorithm (SSA)

The SSA algorithm simulates the swarming principle of salps when they are feeding
in the oceans [14]. Salps usually form a swarm called a salp chain, the leader of the group is
the salp at the top of the chain and any remaining salps are called followers. This algorithm
follows the same principle of the other algorithmes, i.e., the position of the salps is defined
in a search space of s dimensions, where s is the number of variables in a given problem.
Hence, the position of all salps is stored in a two-dimensional matrix called z. We also
assumed that there was a food source called P in the search space and that this was the
swarm’s target. The mathematical model that models the principle of this algorithm is
given as follows: The head salp can change position using the following equation [11-14]:

1 {Pn‘f—rl((un—ln)rz-Hn) r3 >0 (15)

"= Pn_rl((un_ln)T’Z‘Fln) r3 <0

where the meanings of all symbols are shown in Table 1.

"= 2e (_‘Z)Z (16)

The coefficient r| provides a balance between exploration and exploitation capabilities.
The variation of the positions of the followers is modeled by the following equation [18,19]:

1
= Ece2 + vge (17)
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Figure 5. Flowchart of HHO.
Table 1. The meanings of all symbols.
Symbols Meaning
z) leader position
Py food source position
Uy upper bound of

I

lower bound of

r1, 72, and r3

Random variables in [0, 1].
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Table 1. Cont.

Symbols Meaning

a current iteration

maximum number of iterations

z position of mith follower salp
e Time
() Initial speed

The flowchart of this algorithm is given as follows figure (Figure 6):

Initialize the population, g=1

<
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categorized
!
Using winter updating scheme position of
individuals is updated

v

No

Check whether the
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Figure 6. Flowchart of SSA algorithm.

4. Results and Discussions

The simulation was carried out under MATLAB/SIMULINK. We present the results
obtained with the control architecture chosen to control our system (DFIM). We used the dif-
ferent algorithms (PSO, SSA and HHO) to optimize the speed controller parameters [13-15]
of the machine shown in Figure 7. In order to obtain the optimal solution, there are several
formulas of the object function. Among the formulas (performance indices), we used the
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following four formulas: square integral error (ISE), absolute integral error (IAE), Absolute
Temporal Integral Error (ITAE) and Square Temporal Integral Error (ITSE). They have
defined themselves as follows:

IAE = /|e(t)|dt (18)
ITAE = / tle(t)|dt (19)
ISE = / e(t)dt (20)
ITSE = / tfe(t?]de 1)
v
’ ISE., ITSE, IAE, ITAE ‘
v
‘ PSO/HHO/SSA ‘
P N
I,
Ce
|
; Cr

Figure 7. The control block diagram of speed.

The different simulation results obtained with this algorithm are illustrated in the
following table (Table 2):

Table 2. The different results obtained by optimization.

Algorithms ISE ITSE IAE ITAE Error

PSO-Kp 100 0.0001 1.4932 23.2891

0.00004
PSO-Ki 100 100 81.8677 30.2755
HHO-Kp 100 100 100 100

—0.0002
HHO-Ki 98.1475 0.1499 36.6452 0.008
SSA-Kp 10 9.4731 9.8906 8.3202

—0.04091
SSA-Ki 0.4647 0.3370 0.3370 0.2921

The values colored in yellow in each function are the best for a minimum error.

The curves below represent the characteristics of the machine, such as torque, current
and speed, with the different algorithms applied.

The curves presented represent the results obtained by the various algorithms applied
with a resisting torque (Cr = 0 (Nm)). In Figure 8, we note that the torque is stabilized at
a value equal to 0.1 (s) and for the currents shown in Figures 9 and 10, we note that the
currents are stable from 0.08 s. According to the speed curve obtained by the different
algorithms applied (Figure 11), we can observe that the speed curve with the PSO algorithm
(Figure 12) is the most efficient for our system, with a minimum error between the machine
speed and the reference speed of 4 x 10~*. We can also note a very good rise time of
1.4358 s. for Figure 13. We plotted the speed curve with a resistance torque of 100 (Nm)
against 1000 (s) to see the impact of a disturbance on our regulation, noting that the speed



Eng. Proc. 2023,29,13 8 of 10

curve with the parameters optimized by the algorithm (PSO) quickly returned to its input
speed and was less disturbed than the output speed optimized with (HHO) and (SSA).

Torque of DFIM

0.1 0.15 0.2
Time (s)

Figure 8. The curve of electromagnetic.
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Figure 9. The rotor current on the q axis.
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Figure 10. The rotor current on the d axis.
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Figure 13. The mechanical speed with resistance torque.

5. Conclusions

In this study, we proposed a control architecture based on meta-heuristic algorithms
to control the speed of our system (DFIM), since it is an important parameter to maintain a
good energy rounding used in the renewable energies. To obtain optimal PID controller
parameters, the meta-heuristic algorithms known as Harris Hawks Optimization (HHO),
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Particle Swarm Optimization (PSO) and Slap Swarm (SSA) were used. The comparison
between the three algorithms used with the analysis of the fitness function was the speed
error in our study. The results show that the proposed PSO-based approach can improve
the stability performance and minimize the speed control error. In future work, we will
apply our control design for the entire wind turbine conversion.
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