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Abstract: The purpose of safety analysis is to ensure that hazards and risks that could be a possible
source of harm and damage are reduced well enough by dealing with all phases of the safety lifecycle
and design of suitable safety barriers. It is known that any error or failure to perform the function of
each proposed safety barrier can cause extreme damage to the environment, facilities and humans,
and even loss of life. Therefore, it is necessary to ensure the effectiveness of the study or analysis.
However, even with the major development in control system fields the problems of uncertainties,
classification and optimization are still considered unsolved issues. In recent years several tools are
developed based on artificial intelligence to deal with such difficulties. In this work, an approach
based on Artificial Neural Networks (ANN) is developed to schedule the SIL values of the safety
integrity functions (SIF) of an industrial-fired heater. The SIFs are first deduced from HAZOP
study for the fired heater. The SIL risk of the consequences related to personnel health and safety,
the economic SIL and environment SIL are considered as inputs of the multilayer network with a
predefined hard limit activation function.

Keywords: optimization; ANN; hard limit; Safety; SIL; HAZOP; fired heater

1. Introduction

Artificial Intelligence has a broad variety of application some of which we already
know and encounter in our everyday life: spam filters recognizing malicious emails,
search engine filters finding the “best results”, vacuum cleaner robots or even no playable
characters in video games [1,2].

The assumption that the human brain may be deemed quite comparable to computers
in some ways offers the spontaneous basis for artificial intelligence (AI) [3,4].

The concept of AI was introduced following the creation of the notion of the Infor-
mation Technology (IT) revolution, and is an attempt to replace human intelligence with
machine intelligence [5]. According the Oxford dictionary, the word intelligence is derived
from intellect, which is the faculty of knowing, reasoning and understanding. Intelligent
behavior is, therefore, the ability to reason, plan and learn, which in turn requires access to
knowledge.

AI requires a myriad of techniques, the most important of which is:

3 artificial neural networks that rely on recognition system based on machine learn-
ing/deep learning to perform learning from observational data and discover their
solutions [6].

2. Artificial Neural Networks

Artificial neural networks (ANNs) set out to emulate their biological equivalent. The
simple model of neuron was proposed by MCCULLOCH and PITTS (1943), and HEBB
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(1949) described a technique that became known as ‘HEBBIAN learning’. ROSNBLATT
(1961) developed a single layer of neurons called perceptron, which was used for optical
pattern recognition [7].

WIDROW and SMITH (1964) purposed the first applications of this technology for
control purposes. They developed an adaptive linear element (ADLINE) that was taught
to stabilize and control an inverted pendulum. The back propagation training algorithm
was investigated by WERBOS (1974) and further developed by RUMELHART (1986) and
others, leading to the concept of the multi-layer perceptron (MLP) [8].

Artificial neural networks have the following potential advantages for intelligence
control:

• They learn from experience rather than by programming;
• They have the ability to generalize from given training data to unseen data;
• They are fast and can be implemented in real-time;
• They fail gracefully rather than catastrophically [9,10].

2.1. The Formal Neuron

A formal neuron simply performs a weighted sum of those inputs, adds a threshold to
that sum, and passes the result through a transfer function (activation function) to obtain
its output like Figure 1 indicates [11].
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where:
Y = f (∑n

j=1 wj xj − b) (1)

2.2. Multi-Layer Networks

In this case, the networks generally have at least three layers, an input layer, one or
more hidden layers and an output layer. Information flows from input to output through
the hidden layer(s) as in Figure 2 [12].
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2.3. Activation Function

Weighted input w and the bias b are summed up to create the transfer function net
input, which is once more a scalar. This sum is the argument of the transfer function f.

f is a step function or a sigmoid function. Note that the neuron’s scalar parameters w
and b are both adjustable [1,12].

The fundamental concept behind neural networks is that these parameters can be
changed to prompt the network to behave in an interesting or desired way. By adjusting
the weight or bias parameters, we can instruct the network to perform a certain task.
Alternatively, the network itself will adjust these parameters to achieve some desired end.

The shapes most used are presented in Figure 3.
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2.4. Neural Networks Learning

The learning consists of calculating the parameters in such a way that the network
outputs are as close as possible to the “desired” outputs, which can be the code of the class
to which the form that we want to classify belongs, the function value that we want to
approximate or that of the process outputs that we want to model, or even the desired
output of the process to be controlled [5,13].

Formal neural network learning techniques are optimization algorithms; they seek to
minimize the gap between the network’s actual responses and the desired responses by
changing the parameters in successive steps (called “iterations”). The network output fits
the data better and better as the training proceeds. However, the error made by the neural
network at the end of learning is not zero [14,15].

Basically, there are two types of learning, unsupervised learning and supervised
learning:

• Unsupervised learning: the algorithm must operate from unannotated examples.
Indeed, in this case, machine learning is entirely independent. Data is then entered
into the machine without being provided with examples of results. This mode of
learning is also called competitive learning—letting the network self-organize by the
local laws that govern the evolution of synaptic weights [16,17].

• Supervised learning: this is the most popular learning paradigm in machine learning
and deep learning. As the name suggests, this consists of supervising the learning of
the machine by showing it examples (data) of the task it must perform. The applica-
tions are numerous: Speech recognition, computer vision, regressions, classifications,
etc. The vast majority of machine learning and deep learning problems use supervised
learning [16,18].

3. Safety Integrity Level (SIL)

Safety instrumented systems (SIS) are technical systems that are widely used in the
process industry. The mission of SIS is to detect the onset of hazardous events and to
protect humans, material assets and the environment from their consequences. An SIS can
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perform several safety instrumented functions (SIF) and it is considered as an independent
protection layer (IEC 61508 2010) [19].

A safety function is, thus, expressed in terms of the action to be taken and the required
probability to satisfactorily perform this action [20].

As a quantitative target, this probability establishes the safety integrity [21]. The
IEC 61508 defines four distinct safety integrity levels, SIL1, SIL2, SIL3 and SIL4, and the
quantitative targets to which they are associated depend on whether the safety-related
system is operating continuously or in low demand mode, for example, a shutdown system.
The PFD or its inverse, the risk reduction factor, is the proper indicator of the first situation’s
safety function performance (RRF). Concerning the probability of a hazardous failure every
hour is a function that runs constantly [22–24].

The four SIL definitions for low demand mode are shown in Table 1. As demonstrated,
the more accessible the safety-related system is the higher SIL, and the more stringent
becomes the implementation of safety function.

Table 1. Definitions of SILs for low demand mode.

SIL Rang of Average PFD Range of RRF

1 [10−2, 10−1] [10, 100]

2 [10−3, 10−2] [100, 1000]

3 [10−4, 10−3] [1000, 10,000]

4 [10−5, 10−4] [10,000, 100,000]

For determining the SIL, IEC standards have provided various methods that have
been applied with differing degrees of success. These methods range from using pure
quantitative risk assessments (QRAs) to more qualitative methods, as follows:

• Quantitative methods, such as fault tree analysis (FTA) and Markov graphs;
• Semi-qualitative methods, such as safety layer matrix, calibrated risk graph, and layers

of protection analysis (LOPA);
• Qualitative methods, such as risk graph and hazardous event severity matrix.

The issue under this study is to classify the overall SIL for the deduced SIFs in HAZOP
study (Table A1) [25].

The risk matrix used to identify SIL of different deduced SIFs takes into account the
following: consequences related to environmental impact; consequences connected to
production and equipment loss; consequences related to personnel’s health and safety, is
presented in Table 2 [20,26].

Table 2. Risk matrix.

Consequence Category Demand Rate Category

Health and Safety (S) Environmental (E) Economic (L) D0 D1 D2 D3 D4

S0 E0 L0 - - - - -

S1 E1 L1 - - A1 A2 A2

S2 E2 L2 - A1 A2 1 2

S3 E3 L3 - A2 1 2 3

S4 E4 L4 - 1 2 3 4(x)

S5 E5 L5 - 2 3 4(x) x
where: S0, . . . , S5 are categories of consequences on the health and safety of personnel (Table A2); E0, . . . , E5 are
environmental consequences categories (Table A3); L0, . . . , L5 are economic consequence categories (Table A4).
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4. Application

In this paper, methodology based on artificial neural networks is presented for the
fired heater F201-101 of the crude distillation unit of ADRAR refinery Algeria represented
in Figure 4. The unit is a part of ADRAR refinery, located in the south of Algeria.
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Any fired heater should, in general, be controlled for the following parameters, as in
Figure 5:

• The product flow on each heater pass (in our case the heater has two passes). Some
heaters employ a combination of the flow in each pass and the skin temperature of the
corresponding tubes to regulate the flow in the tube.

• The internal temperature of the tubes and the product. By using a cascade type
controller, which regulates output temperature by pressure of fuel gas in the burners,
it is possible to control the temperature of the product so that the set point is 365 c.

• The pressure: the pressure of the fuel gas in the burner’s and the pilot’s gas lines, as
well as the pressure inside.
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The taken SIFs from [25], which were deduced based on the HAZOP study from [25]
with their SILs, are included in the Table 3 (the possible scenarios in case SIF fails are
summarized in Table A1.)

Table 3. SIL matrix values for each SIF.

SIF 1/PS11203

Economic Risk SIL Environment Risk SIL Personnel health SIL

2 (-) no safety requirement (-) no safety requirement

SIF 2/TAHH1

Economic Risk SIL Environment Risk SIL Personnel health SIL

3 (-) no safety requirement 2

SIF 3/FS11204, FS11205

Economic Risk SIL Environment Risk SIL Personnel health SIL

3 (-) no safety requirement 2

SIF 4/PAHH2

Economic Risk SIL Environment Risk SIL Personnel health SIL

2 (-) no safety requirement (-) no safety requirement

SIF 5/TS11207

Economic Risk SIL Environment Risk SIL Personnel health SIL

2 (-) no safety requirement 1

SIF 6/PAHH3

Economic Risk SIL Environment Risk SIL Personnel health SIL

3 (-) no safety requirement 2

The main objective for this study is to schedule the SILs values to the required SIL for
the SIFs presented in Table 4, for this reason we have applied an optimization algorithm
using a multi-layer artificial network (Figure 6).
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Inputs x1 and x2 to the neuron are multiplied by weights w1 and w2 and summed up
together. The resulting n is the input to the activation function f. The activation function
was originally chosen to be a relay function, but for mathematical convenience a hard-limit
function is used; it is defined as

f =

{
x1 i f wx > 0
x2 i f wx < 0

(2)
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The output of the first node becomes an input for the second node.
We used this function in our algorithm to create neurons that make classification

decisions, and the typical network is shown in Figure 6.
The following table represents the network parameters.

Table 4. Network parameters.

Input Layer Hidden Layer Output Layer

x1: SIL-risk;
x2: economic SIL;

Y1: output of first layer;
x3: environment SIL

Y: SIL overall

F =
{

x1 i f wx > 0
x2 i f wx < 0

5. Results and Discussion

The aim of this work is to create a cognition and decision system that classify the SILs
values with a predefined activation function to define the overall SIL or the required SIL.

The work is conducted using MATLAB and results are presented in the below table
(Table 5).

Table 5. SIFs deduced from HAZOP study.

SIF SILoverall

PS 11203 SIL2

TAHH 1 SIL3

FS11204
FS11205 SIL3

PAHH 2 SIL2

TS 11207 SIL2

PAHH 3 SIL3

As it is shown in the table, the safety integrity level of the heater’s safety instrumented
function are classified. The next step to ensure the safety of the fired heater is to compare
the obtained results with the calculated SIL resulted from the calculation of the equivalent
probability failure under demand of the corresponding safety integrity system. Depending
on this comparison, recommendations for the safety system design are raised (i.e., keeping
the existing component or proceeding to design configuration in case the calculated SIL is
smaller than the required SIL) [25].

The parameters of the considered ANN are obtained during the learning step and they
are suitable to be used in any complex system, as in the case of petrochemical plants [27].

Author Contributions: Conceptualization, N.B. and R.B.; methodology, N.B.; validation, N.B. and
R.B.; formal analysis, N.B.; investigation, N.B.; resources, N.B.; data curation, R.B.; writing—original
draft preparation, N.B.; writing—review and editing, N.B., R.B. and Y.Z.; visualization, N.B., R.B. and
Y.Z.; supervision, R.B. and Y.Z.; All authors have read and agreed to the published version of the
manuscript.
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Appendix A

Table A1. SIFs deduced from HAZOP study.

SIF Definition Type Scenario

PS 11203 Low/low pressure in the fuel gas and
pilot gas lines. existing Burner can extinguish low fuel gas pressure and

possible flammable material accumulation

TAHH 1 Temperature High/High in tube New

High/High temperature in the tube may lead to tube
failure and explosion in case where the tube is damaged
(pressure of hydrocarbons with fire). The existing
protection is the low pressure vapour to extinguish the
inside the heater.

FS11204
FS11205

Low/low flow of the crude in each
pass Existing

Low /low flow of the product in each pass will lead to
increase the skin temperature of the corresponding
heater tube which will lead to tube damage. Fire and
explosion is expected.

PAHH 2 High/high alarm in the pressure of
both fuel gas and pilot lines New

Burner can extinguish at high/high fuel gas pressure as
a result of gas blowing, and possible flammable material
accumulation inside the heater. There is a possibility of
explosion during heater restart-up.

TS 11207 High/high temperature in the heater
box Existing

Prolonged exposure to high temperature may cause
tube failure which will lead to explosion and unit
shutdown. High temperature of the crude may lead to
perturbation of distillation column operation, and it
may cause harm for the column internal in future.

PAHH 3 High/high pressure in the heater box New
Increasing the pressure inside the heater box may lead
to explosion. The existing physical protection is the
explosion windows.

Table A2. Personnel safety and health categories.

Categories Consequences

S0 No injury or health effect

S1 Slight injury or health effect

S2 Minor injury or health effect

S3 Major injury or health effect

S4 One to three fatalities

S5 Multiple fatalities

Table A3. Environment consequences categories.

Categories Consequences

E0 No effect

E1 Slight effect

E2 Minor effect

E3 Local effect

E4 Major effect

E5 Massive effect
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Table A4. Economic consequences categories.

Categories Consequences

L0 No loss

L1 Slight loss < 10 K USD

L2 Minor loss 10–100 K USD

L3 Local loss 0.1–1 M USD

L4 Major loss 1–10 M USD

L5 Extensive loss > 10 M USD
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