
Citation: Oppel, H.; Munz, M. A Time

Window Analysis for Time-Critical

Decision Systems with Applications

on Sports Climbing. AI 2024, 5, 1–16.

https://doi.org/10.3390/ai5010001

Academic Editor: Luis Javier Garcia

Villalba

Received: 3 November 2023

Revised: 8 December 2023

Accepted: 13 December 2023

Published: 19 December 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

Article

A Time Window Analysis for Time-Critical Decision Systems
with Applications on Sports Climbing
Heiko Oppel * and Michael Munz *

Research Group Biomechatronics, Ulm University of Applied Sciences, 89081 Ulm, Germany
* Correspondence: heiko.oppel@thu.de (H.O.); michael.munz@thu.de (M.M.)

Abstract: Human monitoring systems are already utilized in various fields like assisted living,
healthcare or sport and fitness. They are able to support in everyday life or act as a pre-warning
system. We developed a system to monitor the ascent of a sport climber. It is integrated in a belay
device. This paper presents the first time series analysis regarding the fall of a climber utilizing
such a system. A Convolutional Neural Network handles the feature engineering part of the sensor
information as well as the classification of the task at hand. In this way, the time is implicitly
considered by the network. An analysis regarding the size of the time window was carried out with a
focus on exploring the respective results. The neural network models were then tested against an
already-existing principle based on a mechanical mechanism. We show that the size of the time
window is a decisive factor in a time critical system. Depending on the size of the window, the
mechanical principle was able to outperform the neural network. Nevertheless, most of our models
outperformed the basic principle and returned promising results in predicting the fall of a climber
within up to 91.8 ms.

Keywords: convolutional neuronal network; inertial measurement unit; time series analysis

1. Introduction

Monitoring systems in sports have the ability to support the training progress of
athletes, help in the recovery process after injuries or even prevent injuries from happening.
In the domain of sport climbing, such a system can be externally placed or directly attached
to the climber. External systems have the advantage of not interfering in any way with
the climbers performance, although they often requires the installation of an additional
setup prior to the ascent. Our monitoring system is directly integrated into a belay device
from the Edelrid GmbH & Co. KG (Achener Weg 66, 88316 Isny im Allgäu) company,
making it an external system which is directly involved with the climber through the rope.
Additionally, no further equipment is required to set up when executing the climb.

With this device we are able to record the movement behavior of the belay device,
and indirectly the climber’s movements, making it possible to keep track of the athlete’s
performance. As it is directly integrated into the belay device, which is, among other
devices, responsible for the safety of the climber, it can also be used to stop the rope that
is running through the device. By stopping the rope in case of a fall situation, this can
prevent a long fall and avert injuries or reduce the severity of injuries. Therefore, the time
of identification is important. In addition to a project relevant context of having an onboard
functionality to perform a user-specific update of the trainable network parameter, we
decided to use a Convolutional Neural Network (CNN). The re-training of the network was
faster than comparable networks based around Long Short-Term Memory cells or Gated
Recurrent Units. A CNN network structure was enough to handle the temporal influence
of the multisensor system regarding the classification task. In order to address the issue of
fast identification, we analyzed several time windows to identify the fall of a climber as fast
as possible, while still aiming for a low false positive rate. This is especially important to
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guarantee a high acceptance rate in the community of sport climbing. The CNN including
the window approach has an advantage over standard machine learning approaches as it
is able to take temporal influence into account.

So, the aim of this study was to analyze the effect of the size of the time window on the
prediction result in a time-critical environment. Larger time windows tend to store more
information for the predictive algorithm to increase the accuracy of the model. However,
in a time-critical environment, the amount of time steps per window has to be kept at a
minimum for a fast prediction. In summary, this study analyzes:

• The temporal influence of time windows in deep neural networks under the aspect of
performing in a time critical environment.

• The environmental influences in the case of a fall whilst sport climbing, considering
the time critical aspect of the fall itself.

• The importance of an AI-driven approach to handle the time critical aspect of identify-
ing a fall in sport climbing.

In order to achieve this, we build a setup to simulate specifically predefined climb
scenarios. These include ascents with varying behavior of climber and belayer and the
falling of the climber into the rope. A measurement device was specifically developed to
record the movement behavior of the belay device in those situations. The hardware system
and the configurations are described in Section 3 alongside the processing of the raw data.
The neural network architecture including the description of all relevant hyperparameter
and settings is stated in Section 3.5. Finally, the results are structured in multiple parts in
Section 4, where we begin with the overall classification quality. Then, we dive in deeper
into the evaluation of the false positive rate and the identification time of the climbers falls.

2. Related Work

Monitoring systems are already used in multiple fields of sport, like rowing [1],
running [2] or sport climbing [3]. They are used for different purposes such as to improve
the training progress of the athletes [1,3], or to identify the performed activity [4,5]. Dif-
ferent sensor types were used in those studies to record biomechanical information. Those
range from tracking the respiration of the lung [6,7], heart activity [7], eye gaze [8], muscle
activity [9,10] and body movements [11,12]. An analysis about eye gaze in sport climbing
was performed by Hacques et al. [8]. Especially in sport climbing, it is critical to coordinate
the body movements according to the visual feedback. They were analyzing the effect
of dealing with movement control in combination with the search for new movement
possibilities. A different kind of analysis performed Balas et al. [6], as they focused on
the respiratory information of the lungs to examine submaximal and maximal physio-
logical responses whilst rock climbing and compare it with their skill level. Therefore,
they recorded minute ventilation, oxygen uptake and carbon dioxide production using a
calorimetry system attached to the climber throughout their ascent. The study group around
Breen et al. [7] combined the respiratory minute ventilation information with information
about the breathing and heart rate as well as the movement information of the hip. The
sensors are integrated in the shirt of the athlete. Their aim is to use the sensor information to
rate climbing strategies and training methods in order to improve the climbers performance.
In particular, the recording of the movement information of the climber is often recorded
to analyze climb typical activities. The sensors of choice are Inertial Measurement Units
(IMUs). They are able to record accelerations and angular velocities. In some studies they
rely on single IMUs, for example attached to the hip or an arm, or multiple IMUs placed on
arms, legs and the chest of the climber. Ladha et al. [13] attached a single IMU on the wrist
of the climber to record the movement throughout an ascent. Their aim was to develop a
system for automatic coaching by relying on pre-defined assessment parameters like power,
control, stability and speed. In contrast to the single IMU for performance measurement,
Seifert et al. [14] equipped the climber with five IMU to monitor the performance of the
athletes. The IMUs were placed on the feet, the forearms and on the pelvis. They were
able to identify inappropriate rest positions caused by body–wall orientations. Another
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study by Bonfitto et al. [5] used an altimeter and accelerometer that were integrated into
the harness of a climber to detect a climbers fall into the rope. Feature engineering was
thereby performed manually on windows with a length of 10 s and an overlap of 5 s, and
an artificial neural network was utilized to handle the task of fall identification.

Each of those systems containing an IMU has the ability to record the movement
pattern of the climber. Our proposed system is not only able to implicitly monitor part of
those movements, but also to monitor the belayer’s behavior as well. A previous study by
Oppel et al. [15] showed the capability of the system by being able to differentiate be-
tween typical climbing movement patterns and the fall of a climber with the rope. Their
study had the disadvantage of neglecting the temporal component and was not able to
serve as a real-time system being able to intervene in the belaying system to support the
belayer in case of an occurring fall. Therefore, the focus of this study is to include the
previously missed temporal dependency to analyze the necessity of making it a real-time
monitoring system.

3. Methods

This section provides an overview about the utilized hardware system to record the
climbing and falling sequences and the methods to process and analyze the provided data
for the machine learning pipeline.

3.1. Hardware System

The hardware system is described in detail in [15]. It is composed of two separate
modules. One is attached to the harness of the climber and serves only to obtain the label
information. The second module is integrated into the belay device of the belayer. Both
include an MPU-9250 Inertial Measurement Unit (IMU) from the Infineon company to
record their respective movement behavior, the ESP8266 WiFi module from the Espressif
Systems company for communication and synchronisation purposes and an SD card to
store the sensor information. The belay device is additionally equipped with three Infineon
XSENSIVTM magnetic Hall switch TLE4945L sensors and six circularly arranged magnets
with changing poles to record information about the rope running through the device. Both
modules record the sensor information with 220 Hz.

3.2. Data Configurations

Our study is about the identification of a climbers fall within typical climb specific
activities. In order to handle this task, we adapted the problem to a two-class classification
problem. Therefore, we separated the measurements in two parts. One to address the
climb-specific activities and the other one to receive information about a climber’s fall.
The setup for the falls was built around a sandbag serving as a substitute for the climber.
In this way, falls of up to 5 m were possible and it was necessary to identify the time
of identification. Further information about the setup, as well as the conducting of the
measurements can be found in [15].

The fall of a climber depends on a couple of influential factors regarding the duration,
length and severity of the fall. In this article, we only address the first two parts and also
neglect the influence of the climber’s deviation from the wall as well as their dynamic
behavior whilst initiating the fall.

We recorded 161 falls with 19 different configurations, which are listed in Table 1.
Most of the recordings were conducted whilst having no slack or fall potential in the
system. However, in order to be able to obtain a general impression about the effectiveness
of the prediction models in real climb situations, we varied the configurations for the
two variables in the range from 0 m to 1 m. Additionally, the type of holding the device
influences the movement behavior and, hence, the registered sensor information. With our
recordings we address this issue by varying the way of holding the device.
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Table 1. Setup of the recorded fall configurations. Variations in fall potential and slack were chosen
to depict the reality as close as possible [15].

Setup Number Belay Device
Handling

Number of
Recordings Slack [m] Fall Potential [m]

1 Device 42 0.00 0.00
2 Device 3 0.35 0.00
3 Device 10 0.50 0.00
4 Device 4 0.70 0.00
5 Device 10 1.00 0.00
6 Device 13 0.00 0.25
7 Device 19 0.00 0.50
8 Device 7 0.00 1.00
9 Device 5 0.35 0.25
10 Carabiner 5 0.00 0.00
11 Carabiner 5 0.70 0.00
12 Carabiner 5 0.00 1.00
13 Carabiner 5 0.70 1.00
14 Nothing 12 0.00 0.00
15 Nothing 3 0.35 0.00
16 Nothing 1 0.50 0.00
17 Nothing 3 0.00 0.25
18 Nothing 6 0.00 0.50
19 Nothing 3 0.00 1.00

3.3. Data Processing

Multiple processing steps were required to prepare the raw sensor information for the
deep learning models. It starts with the unit transformation before the data is sequenced
into different window sizes to address the time-critical aspect of the underlying task. Finally,
the comparison model is introduced together with the network structure.

3.3.1. Data Acquisition and Filtering

The raw data from the sensors were recorded and stored on an SD-card. We ex-
tracted those information and at first converted them from digits into their respective
physical units:

• [m
s2 ] for the acceleration signals;

• [RAD/s] for the angular velocities;
• [m] for rope distance.

A butterworth filter of 4th order with a cut-off frequency of 50 Hz was then applied to
remove high-frequency noise in the acceleration data. To remove the gravitational influence,
we applied an AHRS algorithm [16]. This allowed us to rotate the IMU from a sensor-local
to an earth-centered coordinate system and subtract the gravitational z-component.

3.3.2. Segmentation

The recordings contain information prior and posterior to the falls and climbing
ascents. Therefore, we cut the respective sequences to the desired lengths. The identification
of the starting point for the climb and fall sequences were identical. They were defined by
the first timestamp registrating rope movement by using a threshold of 0 m. From there,
we allowed 25 additional samples prior to this timestamp. This timespan contains the
movement information of the belay device before the rope is running through the device,
see Figure 1. The final timestamp for the fall sequences was defined by the impact force.
For the climb sequences, the end point was calculated based on the height information of
the climber and the velocity of the rope. This allowed us to identify the time of lowering.
Therefore, the rope had to reach a certain amount of distance and the velocity required to
be zero for at least a second.
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Figure 1. Example of a climbing fall with a fall potential of 1 m. Start (violet) and end point (turquoise)
of the fall sequence are equivalent to the time stamp of the impact force. The initial time stamp of
the cut sequence for the neural network models (pink), the endpoint of the free fall prior to falling
into the rope (black), the beginning of the fall into the rope (orange) as well as the progression of
the resulting accelerations of the climber (red) and belayer (blue) and the cumulative rope distance
(green) over time.

Climb sequences cover information about handing out rope and events without
movement where the belayer just waits. Sequences of waiting, especially, resemble each
other, as almost no activity is being recorded. This is why we divided the sequences into
two categories, Moving and Waiting, see Figure 2.

The criteria for the subclass Moving are:

• Coherent time steps of a moving belay device with accelerations above 15 m
s2 and/or;

• Time steps where rope movement was registered.

In comparison are time steps that do not fulfill those requirements (white) and are
therefore assigned to the class Waiting.

51 52 53 54 55 56 57
Time [s]

0

10

20

30

40

50

Ac
ce
le
ra
tio

  
[m s2
]

Co figuratio : Below,  o slack, active

ares srope
dsrope
dt

7.50

7.75

8.00

8.25

8.50

8.75

9.00

9.25

9.50

Di
st
a 
ce
 [m

]

−1.0

−0.5

0.0

0.5

1.0

1.5

2.0

2.5

3.0
Ve

lo
cit
y 
[m s
]

Figure 2. Sequence from a climb scenario. The graph depicts three different areas. The white area
represents the sequence, where no rope movement was registered and the resulting acceleration of
the belay device is below 15 m

s2 , the orange area displays a sequence where the belay device registered
resulting accelerations above 15 m

s2 and the red area highlights rope movement sequences.

3.3.3. Windowing

In order to account for the temporal information, we further separated the segmented
sequences by extracting shorter windows. The window sizes were specifically chosen to
analyze the time critical system. The fastest recorded fall was 86 time steps long. Therefore,
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we set the limit of the window size to a maximum length of 80 time steps. In order to
cover a broad spectrum of window sizes and their influence on the time critical system, we
examined window sizes between 4 and 80 time steps long. Our final choice were window
sizes of 4, 6, 10, 20, 40, 60 and 80. The step size for these windows was set to one for each
fall and moving sequence within the climb class. Waiting sequences have a lower variance
and are easier to distinguish from a climbers fall, so we set their step size to 5 time steps.

Events from the Moving subclass are temporally fast events which can occur in less
than 80 time steps. In order to account for such fast events, we assigned each time window
to this class if at least 25% of consecutive time steps of the entire time window met one or
more of the criteria to belong to the Moving subclass. However, this influences the relative
fraction of the classes, see Figure 3. With an increasing window size, the total amount of
samples within the classes Waiting and Fall decreased. The same is applicable for the
relative quantity of the respective classes, as samples from the class Fall decreased from
2.5% to 1.7%, whereas the fraction of the subclass Waiting reduced from 63.9% to 52.3%. On
the contrary, due to the method of processing, the amount of sequences from the Moving
subclass increased with the window size. Its relative fraction changed from 33.6% to 46.0%.
Over all windows, average and standard deviation of the classes are distributed as follows:

• 2.2% ± 0.3% of the samples belong to the class Fall;
• 38.3% ± 4.5% of the samples belong to the subclass Moving;
• 59.5% ± 4.2% of the samples belong to the subclass Waiting.
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Figure 3. Influence of the window size on the total amount of samples per class (left graph) and the
class fractions (right graph).

The input values are sensor-sensitive; hence, they are required to be scaled to reduce
a sensor-specific influence whilst training. We applied the standard scaler onto the input
data according to the following equation:

z =
(xi − xt)

σt
,

with xi being the i-th input sequence of the respective sensor, xt the average value per time
step and sensor and σt the standard deviation per time step and sensor.

3.4. Comparison Model

In order to evaluate the performance of the deep learning models, we relied on a hard
constraint. The idea is based on the Revo, an already-existing belay device from the Wild
Country Ltd. Company (Derbyshire, UK). Their device blocks the rope movement through
a mechanical mechanism. If the velocity of the rope reaches 4 m

s or higher, the device stops
the movement. As we record the velocity of the rope, this feature serves as indicator for
this hard constraint (HC-4 model). It is noteworthy that the HC-4 model does not include
any information about the time, reducing the time sequence to one sample per window.
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3.5. Machine Learning Pipeline

The machine learning pipeline is built around a four-fold hold-out cross-validation (cv). Each
split is performed in a stratified manner, based on the recording level, meaning, from the
161 recorded falls and 45 ascents, each test set contains 25% of those recordings in their
full length. This allows for a recording based post analysis, comparable to utilizing the
device in real-time. Within each cv-step, the training data is further split in a stratified
manner, where 80% of the data stays in the training set and 20% is transferred to the
validation set. In this way, each sequence is presented at least once for testing. To achieve
comparable results, the identical sequences are presented within each cv-step for each time
window model.

A CNN is used for training. Therefore, the weights are initialized anew in each cv-
step and the structure of the CNN is kept the same. The complete network structure is
visualized in Figure 4. The CNN layer is used to identify suitable features for the classifier.
Additionally, 2D convolutions are applied in the time and feature domain, whereas a max-
pooling layer reduces the feature space in the time domain solely. As the 2D convolutions
are applied in the feature domain, the arrangement of the features have an influence on
the outcome. We arrange them sensor-wise beginning with the accelerations, angular
velocities and end with the rope distance. The axes of the individual 3-axis sensors are
arranged by x, y and z. This leads to an input matrix for the network with the dimensions
[batch size × window size × feature size], with a varying window size between 4 and 80
and a fixed feature size of 7. In order to handle overfitting, we rely on dropout and L2-
regularization. The actual classifier consists of two hidden layer with 1024 and 256 neurons,
respectively. As we split the climb class in two sub-classes, the output layer is comprised of
three neurons. Within each hidden layer, we use the elu as the activation function, whereas
the linear activation function is utilized for the CNN layer.
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Figure 4. The CNN architecture for handling the automatic feature engineering and classification task.

We use the basic stochastic gradient descent (SGD) algorithm without momentum as
optimizer, with a learning rate of η = 1 × 10−4. The optimization process is performed
over 1000 epochs and stopped with the early stopping criteria on the validation data set.
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The geometric mean as well as the sensitivity and specificity serve as evaluation metrics to
account for the class imbalance. Those metrics are only relevant to monitor the training
process. In the later evaluation, the more meaningful metrics are the false positive rate
of the rope pulls and the required time to identify a fall. By using the device as a backup
safety system, the time of fall identification is one of the most important factors. Another
key point is to keep the false positive rate as low as possible to guarantee a high acceptance
rate in the sport climbing community. Therefore, we adjust the class weights within the
optimizer by adding additional factors of 1, 20 and 5 for the classes Fall, Moving and
Waiting, respectively. In combination with the varying step size while windowing the
sequences, this partially handles the imbalanced nature of the data set.

4. Results

This section constitutes the findings of analyzing the impact of the window size on the
classification problem. It is divided in three subsections. The first one analyzes the quality
of the classification problem itself with respect to the window size of the incoming data.
From there on, a deeper analysis about the false positive rate is performed to address the
malfunction of the device.

Depending on the classification results, the final subsection provides a detailed analysis
about the time of identification of the fall and its relation to the severity of the fall on the
climber. From there on, the several configurations were taken into account and an overall
impression about the duration of the fall until its identification is given. For a better
understanding, we compared the timings of our models with the reference model.

In the further course of this paper, we have merged the two subclasses of the climbing
class Waiting and Moving as we are not interested in differentiating these two.

4.1. Classification Quality

Figure 5 visualizes the sensitivity and specificity over the different inspected window
sizes. The sensitivity addresses the fall and the specificity the climbing class. With an
increasing window size, the sensitivity was the only one out of the two metrics that
increased as well. We reached values of around 91.54% when relying on a window size of
80 time steps (WS-80). This increased by almost 28% compared to a window size of 4 (WS-4).
In the best case, a total amount of 1941 samples out of all fall samples were falsely classified.
The specificity, on the other hand, remained on a comparable level with an average value
of around 99.9928 ± 0.00176%. Best results were achieved by relying on a window size of
40 (WS-40) with a metric value of around 99.995%. This led to 66 false positives in total.
However, this was the expected behavior, as we focused on reducing the false positives in
the first place.
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Figure 5. Sensitivity (red) and specificity (green) are plotted over the different window sizes. With
increasing window size the sensitivity increase as well. The specificity is remaining on an equivalent
level over all window sizes.

The HC-4 model detects falls with an accuracy of 27.17% and climbing sequences with
an accuracy of 99.998%. Hence, we were reaching velocities above 4 m

s whilst handing out
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rope, and the threshold for the rope velocity whilst falling was reached in roughly a quarter
of all time steps.

4.2. Analysis of False Positive Sequences

The duration of the fall of a climber depends on the height of the fall, the amount
of slack in the system, the last clipped quickdraw and the reaction time of the belayer
to stop the rope movement. It is usually a process which lasts for a couple of seconds.
Our recordings show an average time of 1.21 s ± 0.25 s until a fall was identified. This
leads to fall distances of around 3.5 m ± 1.1 m, which makes it necessary to catch a fall
as fast as possible. However, it is also important to reduce the amount of false positive
samples. In order to account for a realistic identification of false positive samples, we
excluded consecutive false positive samples until the sequence is finished. Such a sequence
would be:

• Handing out rope;
• Pulling rope back in;
• Moving without handing out rope.

If one sample within such a sequence included a false positive sample, the complete
sequence was categorized as a false positive sequence. Overall, we registered 1924 such
sequences, leading to an average of around 42 sequences per climbing ascent on average.
By adjusting the class weights, the deep learning models were specifically designed to
keep the amount of false positives at a relatively low level. Throughout all models, they
range from 4 to 12, see Figure 6. The HC-4 model performed worst with a false positive
rate of 0.66%. Compared to that, the WS-40 model performed best by classifying four
sequences falsely.
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Figure 6. Probability of an occurring false positive sequence whilst handing out rope, which is defined
as a consecutive sequence of registered rope velocity over at least 0.25 s. Overall, 1924 sequences
of handing out rope were registered throughout all recorded climb scenarios. Most false positive
sequences occurred with the HC-4 model, whereas the best results were achieved with the deep
learning model having a window size of 40 time steps. It registered three times fewer false positives,
i.e., the amount of falsely identified rope pulls classed as a climbing fall.

4.3. Fall Identification Time

This section further analyzes the fall sequences and their required time until it is
identified as such. We will first analyze representative samples to address the problem and
subsequently adapt the assumptions regarding a general statement.

4.3.1. Analysis of Pre-Selected Fall Sequences

The subgraphs in Figure 7 visualize specifically chosen fall sequences depicting best-
case scenarios regarding the model prediction time. Especially two models were of interest
and compared against the baseline model, the WS-6 and WS-20 models. Sub-graphs (a)
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and (b) visualize the comparison against the WS-6 and (c) and (d) against the WS-20 model.
Our models were at least once outperformed by the baseline model. The largest temporal
difference is shown in the sub-graphs (a) and (c) for the respective models. In both cases, the
baseline model was faster in identifying the fall by less than 20 ms reaching a comparable
fall distance with a discrepancy of around 4 cm.

On the other side, our models were able to outperform the baseline model by around
300 ms, which leads to a reduced fall distance of around 1 m. Those are visualized in the
sub-graphs (b) and (d). In each case, our models performed best on the same fall, where
the device was held in hand and neither slack nor fall potential were applied. Its velocity
profile allows for an inference about friction in the system leading to a consistent velocity
of the climber for a certain time period. Such a behavior can also be seen within sub-graph
(a). However, the plateau is on a higher velocity level. The investigation of such a plateau
is an important aspect as its duration and level can cause a climber to fall onto the ground
when relying solely on the threshold approach.

(a) (b)

(c) (d)

Figure 7. Visualization of fall scenarios to analyze the identification times with the respective models.
Worst- (a) and best- (b) case scenarios between the WS-6 and HC-4 model are compared. The same
visual comparison is conducted for the WS-20 with the HC-4 model in the worst (c) and best (d) case.
Both predictive models outscore the HC-4 model regarding the most beneficial prediction time. They
were at least 15 times faster than their counterpart sequence from the HC-4 model.

4.3.2. Configuration-Wise Analysis of the Prediction Time

Each of the configurations described in Section 3.2 influence the movement behaviour
of the belay device. So, it is a valid assumption that they also have an impact on the required
time to identify a fall. The results in this regard are shown in Figure 8. Its sub-graphs (a)
and (b) visualize the time difference between the predictive models and the baseline model.
Compared to those graphs is sub-graph (c), which visualizes the time difference between
the two predictive models, WS-6 and WS-20. Both predictive models outperformed the
baseline model by at least 75% of the recorded falls per configuration.
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Comparison between the WS-6 and baseline model

In only two cases was the WS-6 model slower in predicting a fall than the threshold
approach, see Figure 8a. One of these was while having a fall potential of 0.5 m and not
holding the device in hand, and once while holding the device with an additional amount
of slack of 1 m in the system. Interestingly, the impact of doubling the fall potential from
0.25 m to 0.50 m only slightly decreased the time difference between the two models, hence
benefiting the WS-6 model. By increasing the fall potential further to 1 m, the time difference
came closer to 0 s. This moves closer along with the observation of a steeper velocity curve,
which leads to the threshold value being reached earlier.

Another analysis regarding the slack parameter resulted in negligible time differences
regarding the median level, even though it was doubled from 0.35 m to 0.70 m.

No
ne

FP:
 0.
25
 m

S: 
0.3
5 m

FP:
 0.
5 m

S: 
0.5
 m

S: 
0.7
 m

FP:
 1 
m

S: 
1 m

S: 
0.3
5m
; F
P: 
0.2
5 m

S: 
0.7
m;
 FP
: 1
 m

(a)

−0.3

−0.2

−0.1

0.0

Ti
m
e 
di
ffe

.e
nc
e 
[s
]

Time Diffe.ence  e03een WS6 and HC4 mode) −e. fa)) config1.a0ion

No
ne

FP:
 0.
25
 m

S: 
0.3
5 m

FP:
 0.
5 m

S: 
0.5
 m

S: 
0.7
 m

FP:
 1 
m

S: 
1 m

S: 
0.3
5m
; F
P: 
0.2
5 m

S: 
0.7
m;
 FP
: 1
 m

( )

−0.3

−0.2

−0.1

0.0

Ti
m
e 
di
ffe

.e
nc
e 
[s
]

Time Diffe.ence  e03een WS20 and HC4 mode) −e. fa)) config1.a0ion

No
ne

FP:
 0.
25
 m

S: 
0.3
5 m

FP:
 0.
5 m

S: 
0.5
 m

S: 
0.7
 m

FP:
 1 
m

S: 
1 m

S: 
0.3
5m
; F
P: 
0.2
5 m

S: 
0.7
m;
 FP
: 1
 m

(c)

−0.1

0.0

0.1

Ti
m
e 
di
ffe

.e
nc
e 
[s
]

Time Diffe.ence  e03een WS6 (< 0) and WS20 (> 0) mode) −e. fa)) config1.a0ion

T4−e of Be)a4ing
De2ice Ca.a ine No0hing

Loose Ro−e Config1.a0ion
FP: Fa)) Po0en0ia)
S:   S)ac(

Figure 8. Time differences between the predictive model using a window size of 6 (a) and 20 samples
(b) and the HC-4 model. The distributions are visualized separately for each configuration. A
time value below zero indicates that the predictive model is faster in the identification of a fall,
whereas a time value above zero indicates that the HC-4 model is faster. The blue boxes reference
the configuration without any fall potential or slack in the system. The yellow boxplots identify
fall situations where the belayer was holding the belay device in hand, whereas the green boxplots
visualize the configuration of the belayer holding the carabine throughout a fall. Additionally, the
two predictive models were compared in the subgraph (c) in the same way the two models were
compared to the reference model.

Comparison between the WS-20 and baseline model

The WS-20 model includes 20 time steps per sample. This leads to the certitude that a
fall had to be at least 0.091 s progressed until the model was able to identify it as such. This is
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around the same amount of time as the median time difference between the WS-20 and the
baseline model for the configuration of no slack or fall potential whilst holding the device in
hand, compared in Figure 8b. The same configuration also includes the highest and lowest
time differences with −0.287 s and 0.022 s. In general, a positive time benefits the baseline
model, whereas a negative time represents a faster fall prediction using the WS-20 model.
Overall, 13 fall sequences were identified faster by relying on the threshold approach. Most
of them can be assigned to the configuration whilst holding the device in hand. In only
one case was the carabiner held. Loose rope is an additional factor, where 9 out of those
13 sequences had slack or fall potential. In those cases, the climbers initial velocity when he
is starting to fall into the rope increases with the amount of loose rope. This is supposed to
benefit the threshold approach. Though, the additional registered falling height compared
to the WS-20 model was less than 10 cm.

Comparison between the WS-6 and WS-20 model

The window size is an important factor when it comes to time series analysis. A single
sample can be decisive about the outcome, especially in such a fast environment like sports
climbing. Therefore, this subsection provides an analysis between a 6 sample size window
and a window containing 20 samples. The summary of the time differences is visualized in
Figure 8c.

In 48.45% of the fall sequences, the WS-6 model was faster than the WS-20 model.
Holding the belay device in hands and either having no slack or fall potential at all or the
fall was conducted with fall potential solely favored the WS-6 model. This way, more than
half of those sequences were predicted faster with the WS-6 model. It was able to detect a
fall up to 172 ms faster. Compared to that, having slack in the system favored the prediction
time of the WS-20 model. In 69.57% of those fall sequences, the WS-20 model was faster in
detecting the respective falls. However, none of the sequences with slack were as fast as
one sequence from the configuration of having half a meter of fall potential. It predicted
the fall 124 ms faster using the WS-20 over the WS-6 model. However, interestingly, the
WS-6 model required at least 21 samples to predict a fall, leading to the assumption that
the progression of the fall itself is decisive for the prediction.

4.3.3. Window Size Dependant Prediction Time and Comparison with the Baseline Model

The window size has a direct influence regarding the possible prediction time. On
the one side, a larger window size is able to store more information about the fall itself,
thought, it also increases the shortest possible prediction time. So far, two specific window
sizes containing either 6 or 20 samples were analyzed. This section provides a broader
overview over the investigated window sizes with an increased spectrum regarding their
size. We analyzed windows with 4, 6, 10, 20, 40, 60 and 80 samples.

Prediction time per window size

The size of the time window is decisive about the required time for predicting a fall.
The blue dotted line in Figure 9a represents the minimal possible time to identify a fall for
the respective time window. The largest three window sizes were able to recognize a fall
within their first window of the sequence. Reducing the size only increased the discrepancy
between what is possible and the true identification time, except for the WS-4 model. In
the best case, it was able to be slightly faster than the WS-10 model. The fastest possible
identification times were achieved using the models WS-4 and WS-20 with 91.8 ms and
95.8 ms, respectively.

Time difference between prediction time and HC-4 model

Figure 9a visualizes the absolute times when the prediction of a fall occurred. It is not
possible to draw a conclusion about the effectiveness of the predictive models compared to
the threshold approach. Hence, we analyzed the time difference between them, which is
visualized in Figure 9b. Positive values benefit the HC-4 model whereas negative values
are in favor of the predictive models. The fastest time difference was achieved with the
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WS-6 model with a difference of around 299 ms. In contrast, the WS-80 model contains the
largest positive outlier with a value above 300 ms. It is also the only model where more
than 50% of the sequences were detected faster by the comparison model.

Based on the median metric, the performance improved by increasing the window
size until reaching a size of 20. From there on, it started to decrease again. This correlates
with the findings from Figure 9a, where the minimum possible time overlaps with the
fastest prediction time.

Wind
ow

 Si
ze

 4
Wind

ow
 Si

ze
 6

Wind
ow

 Si
ze

 10
Wind

ow
 Si

ze
 20

Wind
ow

 Si
ze

 40
Wind

ow
 Si

ze
 60

Wind
ow

 Si
ze

 80 HC
4

(a)

0.0

0.2

0.4

0.6

0.8

1.0

Ti
m

e 
un

til
 id

en
tif

ica
tio

n 
[s

]

Model Comparison regarding Fall Identification time
Fastest Possible Prediction
Fastest HC-4

Wind
ow

 Si
ze

 4
Wind

ow
 Si

ze
 6

Wind
ow

 Si
ze

 10
Wind

ow
 Si

ze
 20

Wind
ow

 Si
ze

 40
Wind

ow
 Si

ze
 60

Wind
ow

 Si
ze

 80

(b)

−0.3

−0.2

−0.1

0.0

0.1

0.2

0.3

Ti
m

e 
Di

ffe
re

nc
e 

[s
]

Time difference between 
Predictive Model and HC-4 Model 

Critical Time

Figure 9. Distribution of times until a fall is identified as such (a) and sequence comparison of
moments until fall identification between the deep learning models and the HC-4 model (b). The
orange lines represent the median.

4.4. Summary of the Results

This section provides a summary of the results by comparing the models regarding
the most important metrics. The false positive rate describes the rate with which the model
predicts a sequence of handing out rope as a fall. The lowest rate provided the WS-40
model with a rate of about 0.24%. The fall identification time represents the moment until
the respective model predicts a fall correctly. Whereas the WS-20 model was fastest in
predicting a fall correctly on average, the WS-80 model performed worst with comparable
times as the reference model. This summary is highlighted in Table 2.

Table 2. Summary of the results comparing the model against each other.

WS 4 WS 6 WS 10 WS 20 WS 40 WS 60 WS 80 HC-4

FP-rate [%] 0.57 0.52 0.53 0.50 0.24 0.38 0.34 0.66
Fall identification

time [ms] 287 ± 126 281 ± 118 273 ± 114 273 ± 125 283 ± 130 308 ± 98 364 ± 8 365 ± 141

5. Discussion

In this paper, we address the issue of time windows in a time critical environment. The
approach is applied onto the domain of sport climbing, more specifically, the identification
of the fall of a climber. A normed fall is defined by a fall height of 4.8 m, which leads to a fall
time of less than a second. The decision for the time windows’ length is therefore a critical
parameter as the amount of included time steps has a direct influence on the time to identify
the task. We show that a larger time window is able to classify more samples correctly. The
largest window size is able to outscore the comparison model’s sensitivity value by over
60%. However, metrics like sensitivity and specificity are only part of the evaluation for the
underlying task. In a time-critical environment, the time of identification is more important
than the overall accuracy of the model. Our analysis of the different time window lengths
shows that larger time windows have the disadvantage of late identification. A window
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with 80 samples requires at least 0.36 s to identify a fall which results in an additional fall
height of 0.65 m. It highlights the necessity for a critical analysis of the problem itself.

High accuracy or sensitivity and specificity are mainly a good indicator towards
a well-trained and generalized neural network model. However, in reality, this is not
necessarily true. Our investigations show the dependency of the window size compared
to the performance scores. With an increasing window size, the sensitivity increased as
well, but the performance of the model with respect to the identification time of the fall
decreased. So, depending on the initial research question, the performance indicator might
change. In our case, the combination of correctness and timing was the decisive factor.

The most difficult sequences from the class Fall belong to the configuration of holding
the device in hand without any initial slack and fall potential. They resemble sequences
of handing out rope the most. However, our configurations resemble only a fraction from
all possibilities. We neglected top rope situations as well as overhang sections, as setting
up the measurement system in a sport climbing environment where a sandbag serves as
a human substitute is time- and money-consuming. Especially, falling whilst top rope
climbing has the potential to lead to comparable sequences as handing out rope. Further
studies have to be conducted in order to address this topic and re-evaluate the models.

The same is applicable to the climb scenarios. Overhang sections are missing as well
as routes with varying difficulty and climber with different experience. The climbing routes
are oriented in the fifth grade of the UIAA scale.

The amount of samples to train, validate and test the neural network models was
over one million. Even the minority class contains almost 50,000 samples. However, we
only recorded 161 fall and 48 climb sequences in total. As only the time of identification
is relevant for the fall sequences, it decreases the information gain and variance within
the sample space. So, recording more falls and ascents would have a positive effect on the
model’s performance.

Before using such a system as a backup safety device in the area of sport climbing, the
amount of false positives has to further decrease. In this study, we separated the climbing
sequences in two classes. The class Waiting contains highly resembling sequences with
almost no information about a climbing activity. The initial idea behind keeping those
sequences was to analyze any potential information gain shortly before the fall occurred,
especially for window sizes with less than 10 ms. Though, we found out, that a certain
amount of activity is required to identify a fall. By reducing the data set this way, we
finally have 1924 sequences of handing out rope and 161 falls. In addition to the imbalance
between those two classes, fall sequences without any fall potential and slack remain most
difficult to be distinguished from the other class. Synthesizing those sequences could
enhance the variability within the specific configuration and improve the results.

6. Conclusions and Outlook

In this paper we applied deep learning models to identify a climber’s fall based on the
information from a multi-sensor system attached to a belay device. A previous study by
Oppel et al. [15] could demonstrate that the system is able to register rope movement as
well as the movement of the belay device itself and shows the possibility of classifying a
fall with it. However, the time of identification was neglected in the previous work. As
such a system can serve as a back-up safety system, this is a critical factor.

Our time window analysis shows the necessity for a critical evaluation of the model
parameter—in our case, the time window. Depending on the amount of included time
steps, the model performed better or worse than the comparison model, which relies on
the rope velocity to identify a fall. The best results in the sense of the accuracy of the
model were achieved with the highest window size possible. The sensitivity increased
from around 64% to 91.54%. However, the time of identification dropped in the best case
from 363 ms with the WS-80 model to 91.8 ms with the WS-4 model.

Our analysis shows that our deep learning models outperform the threshold approach
in the detection of false positive samples, independent of the window size. In the best case,
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the deep learning model with a window size of 40 time steps lead to a false positive rate
of 0.24%. This would statistically lead to a falsely classified sequence of handing out rope
once in every 416 registrations, or once every 9th route.

Our study shows the possibility of using such a system as a back-up safety sys-
tem. Though, the climbing data was recorded on a single wall with a height of 14 m and
4 different belayer around the same skill level. It would be beneficial to further investigate
the system in a broader study with belayers of varying skill levels in order validate the
results for a broader spectrum of climbers/belayers. Additionally, different types of wall
structures like an overhang section or the fall of a real climber might influence the predictive
behavior of the algorithm.

Our time window analysis showed promising results in using an instrumented belay
device for monitoring the fall of a climber in real time. As it is not only capable of extracting
information about the climber, but also about the belayer, it would be interesting to utilize
the device for teaching purposes; especially, the type of belaying in a fall situation and
the way of handing out rope could be analyzed. As a previous study by Oppel et al. [17]
showed that the type of belaying has a direct influence on the severity of a fall. Handing
out rope can be a time-critical activity as well. By not handing out rope fast enough, the
climber starts to wear out faster. So, it would be interesting to see if the device is capable of
monitoring those activities to improve the safety and skill level of climber and belayer.
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