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Abstract: Through the Internet, learners can access available information on e-learning platforms
to facilitate their studies or to acquire new skills. However, finding the right information for their
specific needs among the numerous available choices is a tedious task due to information overload.
Recommender systems are a good solution to personalize e-learning by proposing useful and relevant
information adapted to each learner using a set of techniques and algorithms. Collaborative filtering
(CF) is one of the techniques widely used in such systems. However, the high dimensions and sparsity
of the data are major problems. Since the concept of deep learning has grown in popularity, various
studies have emerged to improve this form of filtering. In this work, we used an autoencoder, which
is a powerful model in data dimension reduction, feature extraction and data reconstruction, to learn
and predict student preferences in an e-learning recommendation system based on collaborative
filtering. Experimental results obtained using the database created by Kulkarni et al. show that this
model is more accurate and outperforms models based on K-nearest neighbor (KNN), singular value
decomposition (SVD), singular value decomposition plus plus (SVD++) and non-negative matrix
factorization (NMF) in terms of the root-mean-square error (RMSE) and mean absolute error (MAE).

Keywords: personalized recommender system; collaborative filtering (CF); e-learning; SVD; SVD++;
KNN; NMF; deep learning; autoencoder

1. Introduction

Thanks to the rapid development of services offered on the Internet, learners have an
increasing number of learning resources available to them in e-learning environments. They
can now use computers and mobile devices to search for needed educational information,
products and services [1]. It is unnecessary and difficult for a learner to consult all of these
learning resources. The integration of recommender systems with e-learning systems allows
for filtering and selecting useful and relevant resources for each learner, thus reducing the
time needed to choose the right ones. The role of recommender systems is very important
when developing an e-learning system to guide learners, hence ensuring a personalized
learning environment, called adaptive learning [2].

Adaptive learning is a concept related to personalizing learning for each learner [3,4].
Its objective is to provide each learner with learning activities that are appropriate to their
different learning needs [2]. Recommender systems in Adaptive E-Learning (AEL) systems
basically focus on recommending relevant and accurate learning resources to the learner.

Recommender systems are one of the information-filtering tools that can predict
user preferences for an item [5], reducing the information overload caused by the large
volume of information present on the web [6]. These systems have been used in several
fields [7–9] and especially in e-commerce to increase turnover by offering relevant articles
for each customer [10].
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Recommender systems rely on data filtering to recommend items using different
recommendation approaches that are generally classified into three categories [8,11,12]:
content-based filtering, CF and hybrid filtering.

Regarding content filtering, the system recommends items similar to those that the
user likes. To do this, the system builds a profile for the user, including the characteristics
of their favorite articles, and then it compares the user’s profile with the characteristics of
an article to generate recommendations [13,14].

For CF, the system takes into account the preferences of other similar users to the
active user and completely ignores item knowledge. To the active user, the system rec-
ommends items that other similar users (collaborators or neighbors) have appreciated.
To do this, the system calculates the similarity between user preferences and other users’
preferences [14,15]. CF approaches take a matrix of ratings (users and items), as shown in
Table 1, where each row represents a user and each column represents an item as input, and
generally produces the output types based on a predictive value indicating how much the
current user likes or does not like an item. The third category is hybrid filtering approaches,
which combine the recommendation techniques previously explained to take advantage of
their complementary advantages [14,16].

Table 1. Matrix of ratings.

Item 1 Item 2 Item 3 Item 4 Item 5

User1 3 2 3
User2 4 3 4 3 5
User3 3 3 5 4
User4 1 5 5 1

The CF approach is a more common and frequently used approach to design recom-
mender systems [17]. It uses two main methods, memory-based CF and model-based CF.
The first method calculates the similarity between users or items by using the existing
interactions in the item–user matrix. The second method trains a pretrained model to
predict missing ratings by applying machine learning algorithms.

Collaborative model-based approaches use matrix factorization [18], which is a pop-
ular approach used in recommender systems to provide personalized recommendations
based on user–item interactions. It is a model used to predict ratings, such as SVD, SVD++
and NMF (presented in Section 5.2) and PCA (“Principal Component Analysis”), which
is an intelligent approach to analyzing the data structure. PCA produces new variables,
“Principal Components (PC)” or latent variables, by maximizing the data variance. PCA
applications reduce the dimensions [19].

However, it turns out to be primarily a linear model, which poses the challenge of
needing to capture complex nonlinear interactions that may be predictive of user prefer-
ences. Despite the known success of traditional collaborative filtering models, they have
two main drawbacks, namely, sparsity and cold start, which affect the accuracy of the
recommendations [20]. Sparsity is a problem caused by few user ratings. Cold start is
a problem that arises for a new user or a new item. The system does not have available
information to generate recommendations.

Today, deep learning models have shown significant and efficient results in the fields
of speech recognition, image recognition and natural language processing. The strength of
deep learning comes from the considerable capacity of neural networks to learn from large
datasets with complex patterns. This opens the field to new possibilities for developing
recommender systems [14,21].

The integration of deep-learning techniques in recommender systems allows for
unveiling a greater capacity to challenge the limits of traditional recommender system
techniques and to generate quality recommendations. Recommender system techniques
based on deep learning allow better learning of user–item relationships compared to
traditional recommender systems [22].
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Therefore, to improve the quality of learning and to determine the prediction of learn-
ers’ preferences for a course in an e-learning environment, we implemented an autoencoder
algorithm for collaborative filtering tasks in this study based on the dataset created by
Kulkarni et al. [23], and we compared it with four models, KNN, SVD, SVD++ and NMF,
using the RMSE and MAE as metrics. The hyperparameters used are “activation function”,
“optimizer”, “batch size”, “epoch”, “loss function” and “learning rate”. This work concerns
the use of a database to analyze the performance of a recommendation model based on an
autoencoder to recommend appropriate courses to learners.

The rest of this article consists of the following sections: Section 2 presents the main
contributions. Section 3 presents the related works concerning recommender systems, and
Section 4 describes the methodology used in our study. Section 5 describes the database
used, some evaluation metrics and the comparison methods. Section 6 presents the results.
Section 7 presents the discussion. Section 8 concludes the article and presents subsequent
developments.

2. Motivation and Contributions

The principal contributions of this work are described below:

• A recommendation system based on collaborative filtering was developed to suggest
various e-learning courses to learners.

• The system uses a dataset constructed by Kulkarni et al. [23] to analyze the perfor-
mance of a recommendation model based on an autoencoder to recommend appropri-
ate courses to learners.

• The proposed model was compared to four models: KNN, SVD, SVD++ and NMF.
• MAE and RMSE are the two metrics used to evaluate the performance of these models.

3. Related Work

Several studies on recommender systems have been conducted.
Madani et al. [24] provided a recommendation approach based on social filtering and

collaborative filtering for directing learners toward pertinent courses. This approach was
developed to determine the optimal way for the learner to learn and to suggest courses
that best correspond to the learner’s profile and social content.

Kulkarni et al. [6] examined the fundamental paradigms of recommender systems
that use explicit and implicit feedback, as well as the many approaches used to create
recommender systems to improve learning. They presented a summary of the concepts of
e-learning, recommendation systems, and deep learning. In this work, the CF technique
was used.

Teodorescu et al. [25] proposed an efficient system for recommending quizzes based on
the SVD algorithm, whose aim is to evaluate and show, in real time, the level of knowledge
possessed by the learner while using a concept map as part of the course on data structures
that are specially created for graph algorithms. The authors compared two groups of
learners: the first involved learners who received randomized quizzes, while the second
involved learners who received recommended questions. According to the results obtained,
the students who were given the recommended questions clearly had an advantage over
the others.

Li et al. [26] developed collaborative filtering based on the NMF recommendation
algorithm with a privacy protection function for cloud computing, enabling the server to
easily collect the data needed for the recommendation while at the same time properly
protecting the user’s privacy. The experiments demonstrate that the algorithm can reach a
certain suggestion accuracy and meet the requirements of a recommendation system based
on user privacy protection.

Anwar and Uma [27] proposed an approach that uses collaborative filtering and
SVD++ to recommend movies. The suggested method was compared with three models:
co-clustering, SVD and KNN. An evaluation of the model using RMSE and MAE showed
that collaborative filtering with SVD++ produces fewer errors, with an RMSE of 0.9201 and
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an MAE of 0.7219. This technique also solves the cold-start and data sparsity problems
while providing relevant elements and services.

Zriaa and Amali [28] compared KNN with “k-means clustering” to determine the most
efficient method of prediction in an e-learning recommender system. The most commonly
employed technique for evaluating the efficiency of an algorithm’s performance in terms
of accuracy is mean absolute error (MAE). In addition, the model is better when the MAE
is lower.

Al-Nafjan et al. [29] provided a comparison of three models, SVD, SVD++ and NMF,
which were examined using “location-based social networks” (LBSNs). The main objective
of the developed recommendation system is to predict a user’s restaurant ratings and then
generate recommendations based on these predictions. Two performance measures, RMSE
and MAE, were used to evaluate this experiment. The SVD approach demonstrated its
effectiveness by obtaining the lowest RMSE, while the SVD++ method obtained the lowest
MAE measure.

Gomede et al. [30] compared three variants of an autoencoder model—“Collaborative
Denoising Auto Encoders (CDAE)”, “Deep Auto Encoders for Collaborative Filtering
(DAE-CF)” and “Deep Auto Encoders for Collaborative Filtering using content information
(DAE-CI)”—to predict student preferences for learning objects. They proved that the
DAE-CF model is the most efficient in terms of adaptability. To compare the obtained
results for each model, the authors used “Mean Average Precision (MAPP)”, “Normalized
Discounted Cumulative Gain (NDCG)”, “Personalization, Coverage” and “Serendipity” to
assess the quality of the recommendations. The dataset used contains the interactions of
3757 students with 5104 “learning objects” of a “Massive Open Online Course” (MOOC)
between 2018 and 2019. The interaction is obtained using implicit data (the time spent by a
student looking at a learning object).

Sidi and Klein [31] proposed a system for recommending a sequence of questions
using the “Neural Collaborative Filtering” (NCF) model, which receives students and
questions as input and, as output, produces a series of questions ranked according to their
order of difficulty. The proposed model was evaluated using the real-world Algebra1
dataset on four random questionnaires from three different users. The Algebra 1 dataset
contains 800,000 attempts to solve a problem by 575 students collected between 2005 and
2006 and showed convincing results, with an average precision correlation (AP) score
equal to 0.86.

Q. Zhang et al. [32] presented a course recommendation system using a “Recurrent
Neural Network (RNN)” and content-based filtering technique. First, the system takes
student enrollment data and course characteristics, and then it uses a content-based filtering
algorithm to find similar courses to each course in which students have enrolled, which will
be transmitted to the network (RNN) to find the ranking of each course. Learner behavior
data from Central China Normal University’s “starC MOOC platform”, with 2142 courses
and more than 120,000 users, were used to evaluate the MOOCRC system. The results
show that the MOORC model outperforms several traditional recommender algorithms,
such as K-nearest neighbor (KNN), content-based recommendation, singular value decom-
position (SVD) and restricted Boltzmann machine (RBM) recommender systems, in terms
of recommendation accuracy.

Tan et al. [33] developed a deep-learning algorithm named “Attentional Manhattan
Siamese Long Short Term Memory (AMSLSTM)” based on the autoencoder to recommend
relevant courses to students on MOOC online course platforms. The algorithm takes as
input the binary scoring matrix between students and courses. The model was evaluated on
the MOOC-Cube Co dataset, consisting of 706 online courses and 199,199 students enrolled
in more than 100,000 courses, and was compared with the following algorithms: User-
Based Collaborative Filtering (UBCF), Item-Based Collaborative Filtering (IBCF), Bayesian
Probabilistic Matrix Factorization (BPRMF) and deep autoencoder network (DeepAE).

H. Zhang et al. [34] implemented a resource recommendation system in online course
environments (MOOCRC) based on a Deep Belief Network (DBN). The model receives as
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input a student’s preference matrix for a particular course. Datasets from the “starC MOOC”
platform of “Central China Normal University” were used to evaluate the MOOCRC
model. The platform has 2142 courses and more than 120,000 users. The results show that
the MOOCRC model gives better recommendations compared to several other methods
(User_CF, Item_CF, SVD).

Gong and Yao [35] developed a hybrid model that combined a deep collaborative
filtering (DeepCF) model with a wide linear model for recommending exercises to students.
The DeepCF component uses two stacked denoising autoencoder nets (SDAE) to learn a
low dimension of student features and item features. To evaluate the model, the authors
collected an online dataset from the education company. They selected 8000 students who
took math courses and completed more than 50 h of exercise. The model showed good
results, with a relative increase of 10% in the AUC (area under the ROC (receiver operating
characteristic) curve) measure compared to the baseline model.

Ren et al. [36] developed an RS called “Neural Collaborative Filtering” (NCF) to
predict the grade that a student will receive in a course that he or she plans to take in the
next term. This model takes information from students, courses and teachers for the input
layer, which is then represented in a latent space in the embedding layer. Then, the layers
of the network (NCF) receive the concatenation of the latent vectors of the embedding to
finally predict the note. The authors added an activation function (ReLU) to each layer of
the network (NCF) to have non-negative values in all layers. The modified NCF model with
the nonindicative constraint is called NCFnn. Experiments on a George Mason University
dataset showed that the proposed NCF approaches give better results.

X. Pan et al. [1] suggested a deep-learning-based course recommendation approach
that produces views from various perspectives and provides course recommendations
to students. The implementation of the proposed model is based on the collection of
different data types to produce models of students and study programs by examining the
relationship between specific models, utilizing deep-learning technology to extract critical
features, choosing various recommended features from these actual relationships, and
producing various views to make further recommendations to students.

The use of deep-learning algorithms for the development of recommender systems
has gradually become widespread in recent years thanks to the progress in research
on deep-learning techniques, which has revealed the exceptional performance of these
models in terms of feature extraction, predictive classification and feature detection, as
previously reported.

Few works in the literature have targeted course recommendation systems, and exist-
ing methods have shown their limitations, particularly when working with large-scale and
sparse databases. The aim of this study was to develop an autoencoder-based recommender
system for predicting learner preferences for courses in an e-learning environment based on
collaborative filtering. To this end, we used the database introduced by Kulkarni et al. [23]
to create an efficient model for recommending courses to learners. Table 2 briefly summa-
rizes some of the approaches discussed above with the present research.

Table 2. Summary of existing methods with the present study.

Article Machine Learning
Method Approach Metric Dataset Item Types

Recommended

[27] SVD, SVD++, Co-clustering
and K-NN CF -MAE

-RMSE MovieLens-100 K Movie

[29] SVD, SVD++, NMF CF -MAE
-RMSE Yelp dataset Restaurant
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Table 2. Cont.

Article Machine Learning
Method Approach Metric Dataset Item Types

Recommended

[30]

Denoising autoencoders,
deep autoencoders for

collaborative filtering, deep
autoencoders for

collaborative filtering using
content information

CF

-“Mean Average
Precision” (MAP)

-“Normalized
Discounted

Cumulative Gain”
(NDCG)

-“Personalization” (P)
-“Coverage”

-“Serendipity” (SAUC)

Interactions between
students and learning

objects from a “Massive
Open Online Course”

(MOOC)

Learning objects

[31] Neural Collaborative
Filtering (NCF)

-Average precision
correlation (AP) Algebra1 dataset Question

sequencing

[34] Deep belief networks
(DBNs) CF RMSE

StarC MOOC platform
of Central China Normal

University
Course

[35]
Stacked denoising

autoencoder (SDAE) with
wide linear component

hybrid

Receiver operating
characteristic (ROC)
curve the area under

ROC (AUC-ROC)

Dataset from an online
education company Exercises

Present
Approach Autoencoder CF MAERMSE Dataset created by

Kulkarni et al. [23] Course

4. Methodology and Preliminaries

This section describes the applied preliminaries and the autoencoder algorithm used
in this study.

The basic working principle of the autoencoder is to fill in the missing values in the
input sparse matrix [30]. This procedure offers two features:

• Learning each student’s behavior;
• Predicting the probability of consuming the courses provided. Learning is built based

on learner–course interactions, which determine how each learner interacts with the
courses presented.

The prediction function refers to the probability, depending on the behavior of each
student, of interacting with new courses.

4.1. Problem Definition

The fundamental purpose of personalized recommendations is to predict the user’s
preferences for items with which he or she has not yet interacted. In other words, it seeks to
identify the items most likely to be liked by users based on past rating data. The accuracy
of predictions serves as an indicator of system efficiency [37].

In this study, we aimed to predict learner ratings for course recommendations in
an e-learning environment using an autoencoder, i.e., predicting unknown ratings for
learner–course pairs.

4.2. Autoencoder

Autoencoders are a class of unsupervised neural networks introduced in the late
1980s [38] that aim to learn how to compress and encode input data and then reconstruct
the original inputs from the reduced coded representations [39]. The autoencoder is
powerful for dimensionality reduction [40].

A basic autoencoder consists of three layers, as shown in Figure 1: the input layer,
hidden layer and output layer. The number of neurons in the input layer is equal to the
number of neurons in the output layer. This form of neural network is composed of two parts:
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an encoder and a decoder. The encoder maps data from the input layer to the hidden layer.
The decoder maps the encoded data from the hidden layer to the output layer.
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The encoder compresses the high-dimensional input data x = {x 1, x2, x3, . . . , xm} into
a latent space representation h ={h1, h2, h3, . . . , hk} using the function:

h = f(x)= Sf(w1x+b1) (1)

where Sf denotes an activation function, m denotes the number of neurons in the input
layer, and k denotes the number of neurons in the hidden layer. A k ×m weight matrix W1
and a bias vector b1ε Rk are used to parameterize the encoder [38].

The decoder part of the network tends to reconstruct the input from the latent
space representation. The reconstruction y =

{
y1, y2, y3, . . . , ym

}
is obtained by using

the function:
y = g(h)= Sg(w2h+b2) (2)

Sg refers to the activation function of the decoder. An (m × k) weight matrix W2 and a
bias vector b2ε Rm compose the decoder’s parameters [38].

The purpose of network training is to make the output signal as similar as possible
to the input signal. The reconstruction error represents this similarity. The reconstruction
error is a loss function that calculates the difference between the original input and the
generated output.

Autoencoders are frequently utilized because of their exceptional performance in
encoding the original data or learning a representation at the hidden layers. Autoencoders
are used for various applications across different fields, such as speech recognition, anomaly
detection, computer vision or fault diagnosis [41].

• Configurable Parameters

By reviewing a number of articles on autoencoders in the literature, it was possible to
determine that each autoencoder uses a unique set of parameters. It is difficult to choose
between them because almost all authors claim that their algorithm or their parameteriza-
tion method is superior to the others in one way or another. Therefore, the decision was
made by trial and error with experimentation using many criteria until the most accurate
results were obtained from the model. The hyperparameters used for the model are shown
in Table 3.
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Table 3. Used hyperparameters.

Hyperparameter Meaning Autoencoder

Activation Function utilized by the neuron’s
activation SELU

Batch Size The size of the sampler that the
network is using 64

Epoch The total number of iterations
required for training the network 40

Loss Function

Compares the distance between
the prediction output and the
target values to determine the

model’s performance

Mean square error (MSE)

Learning Rate The rate at which synapse
weights are updated 0.0001

Optimizer “adaptive moment estimation” is
an optimization algorithm Adam

For activation types, there are numerous activation functions. Here are a few examples:
“Binary Step”, “Hyperbolic Tangent (Tanh)”, “Linear Activation”, “SoftMax”, “Non-Linear”,
“Sigmoid”, “Swish”, “Rectified Linear Unit (ReLU)” and “scaled exponential linear unit
(SELU)”, which is one of the most recent activation functions [30].

Table 4 presents a list of the advantages and drawbacks of some activation functions.

Table 4. Advantages and drawbacks of some activation functions.

Activation Function Advantages Drawbacks

Sigmoid
-Simple to understand
-Commonly utilized in
shallow networks [42]

-Gradient saturation [42]
-Slow convergence-Output is

nonzero-centered

Tanh -Output is zero-centered -Vanishing gradient problem could
not be solved using this function [42]

ReLU -Faster learning -Fragile during training, resulting in
the death of some gradients [42]

SELU

-Not affected by vanishing
gradient problems-Works well

in standard feed-forward
neural networks (FNNs) [43]

-“Internal covariate shift” problem

Using the dataset produced by Kulkarni et al. [23], we carried out experiments com-
paring the performance of some of the most widely used functions in the literature (notably,
SELU, Sigmoid, Relu and Tanh) to select the best activation function for our situation
(Table 5).

Table 5. Comparison between SELU, Sigmoid, Relu and Tanh.

Activation Function MAE RMSE

SELU 0.6042 0.8756

Sigmoid 1.9906 2.4077

Relu 0.7281 0.9987

Tanh 1.9624 2.3953

From the results in Table 5 for RMSE and MAE (Equations (17) and (18)), SELU
improved the RMSE and MAE.
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Based on the comparison in Table 4 and the results in Table 5, we chose “the scaled
exponential linear unit (SELU)”, which has the following function:

SELU(x) =
{

x if (x > 0)
αex − α if (x < 0)

(3)

Choosing the right optimizer for our model is important for efficient and effective
learning. There are several optimization algorithms to consider. Here are a few examples:
Stochastic Gradient Descent (SGD) and Adam (Adaptive Moment Estimation).

In our case, we carried out some experiments comparing the performance of Adam
and SGD on a dataset made by Kulkarni et al. [23]. Table 6 shows the results of this
comparison. It is clearly seen that Adam achieves the best MAE and RMSE results.

Table 6. Comparison between Adam and SGD.

Optimizer Algorithm MAE RMSE

Adam 0.6042 0.8756

SGD 1.3769 1.7637

4.3. Procedure for Study

In this section, we present the study plan created to perform a preliminary evaluation
of the methodologies employed in the study’s later phases. The actions taken are shown in
detail in Figure 2.
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In step 1, we selected the dataset created by Kulkarni et al. [23], which contains
several files, as described below. In our experiment, we selected the User rating.csv
file shown in Table 6 containing student ratings for courses. In step 2, we reorganized
the UserId, CourseId and Rating in such a way as to have well-distributed information,
while the missing values were already filled with null values, and we split the dataset
into 90% training and 10% testing. The autoencoder-based recommendation model was
implemented in step 3. Finally, in step 4, we used the RMSE and MAE measures to evaluate
the autoencoder with the KNN, SVD, SVD++ and NMF methods.

5. Experiments

In this part, we describe the comprehensive tests that we conducted on the dataset
created by Kulkarni et al. [23] to illustrate the efficacy of our proposition.
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5.1. The Dataset

The dataset used in this study was published in a work developed by Kulkarni et al. [23]
and contains the evaluations of 20 courses carried out by 424 learners and their correspond-
ing profiles.

The statistics on the used dataset are presented in Table 7.

Table 7. Statistics of the dataset.

Dataset
Users Items Ratings

424 20 8480

This dataset includes 3 csv files: User rating.csv, User profile.csv and Master profile.csv:

• User rating.csv contains user ratings and includes user ID, course ID and rating, as
shown in Table 8.

• UserId identifies the user. Each user rated courses.
• CourseId identifies the course.
• Rating is the rating ranging from 1 to 5 on a scale of 5 stars.

Table 8. The user rating file with some data.

UserId

CourseId

1001 1002 . . . 1019 1020

2001 5 3 . . . 1 3

2002 3 5 . . . 0 0

. . . . . . . . . . . . . . . . . .

2423 2 5 . . . 5 5

2424 0 0 . . . 2 3

User profile.csv contains the profile characteristics of the engineering students pre-
sented in Table 9:

• UserId identifies the user.
• Degree 1 is the user’s diploma.
• Degree 1 Specializations is the specialty of the user’s degree.
• Known languages are languages mastered by the user.
• Key Skills are the skills of the user.
• Career Objective is the career objective of the user.

Table 9. The user profile file with some data.

UserId Degree 1 Degree 1
Specializations

Known
Languages Key Skills Career Objective

1001 B.E. Computer Science
& Engineering

“English,
Marathi, Hindi”

C, Java, Keras, Flask,
DeepLearning, Selenium, cpp,

TensorFlow, Machine
Learning, Web Development

Areas of interest Django,
Python, Computer Vision,

HTML, MySQL

“Computer Engineering
student with good technical
skills and problem solving
abilities. include Computer

Vision, Deep Learning,
Machine Learning, and

Research.”

1002 B.E. Computer Science
& Engineering Hindi English Java, Neural Networks, AI,

Python, Html5, CPP

Interested in working under
company offering AI/Neural

Networking outlooks

. . . . . . . . . . . . . . . . . .
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Table 9. Cont.

UserId Degree 1 Degree 1
Specializations

Known
Languages Key Skills Career Objective

2045 B.E. Computer Science
& Engineering

Html, Wordpress, Css, C,
Drupal-(CMS)

Adobe-Illustrator, HTML,
Adobe-Photoshop, MYSQL,

Bootstrap, Wordpress-(CMS),
JavaScript-(Beginner)

Python-(Beginner), CSS

To prove myself dedicated
worthful and energetic

support in an organization
that gives me a scope to apply
my knowledge and seeking a

challenging position and
providing benefits to the

company with my
performance

2046 B.E. Computer Science
& Engineering

“Python, Robotics”,
Win32-Sdk, JAVA,
Operating-System

“To secure a challenging
position where I can

effectively contribute my
skills as Software Professional,

possessing competent
Technical Skills.”

Master profile.csv contains the characteristics of the profiles of engineering students
presented in Table 10, which are:

• UserId, which identifies the user.
• Degree 1, which is the user’s diploma.
• Degree 1 Specializations, which is the specialty of the user’s degree.
• Campus, which is the name of the campus where the user is registered.
• Key Skills, which are the skills of the user.

Table 10. The master profile file with some data.

Sr Degree 1 Degree 1 Specializations Campus Key Skills

1001 B E Mechanical, MITCOE CATIA

1002 B E Mechanical, MITCOE CATIA

. . . . . . . . . . . . . . .

10,999 B E Electronics Telecommunication
Engineering MITAOE

“AmazonWebServiCes, C CPP, Arduino,
MongoDB, Linux, Golang,
Microcontrollers, Gobot,

InternetofThings, MATLAB, SQL, PHP”

11,000 B E Electronics Telecommunication
Engineering MITAOE

“AmazonWebServiCes, C CPP, Arduino,
MongoDB, Linux, Golang,
Microcontrollers, Gobot,

InternetofThings, MATLAB, SQL, PHP”

In our research, we focused on the User rating.csv file.
Figures 3 and 4 show the distribution of ratings for each user and the distribution

of course ratings, respectively. We note that the minimum number of ratings assigned by
users is 1, while the maximum number of ratings assigned by users is 20. In addition, we
see that the minimum number of courses rated by users is 266, and the maximum number
of courses rated by users is 393.
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5.2. Compared Methods

We compared our proposed model based on the autoencoder algorithm with tradi-
tional methods, including the following:

• KNN

The objective of the collaborative filtering system is to propose elements that are of
high interest to a user, either by presenting the predicted rating that a user could give to an
element or by providing a probabilistic estimate of the user–element interaction. In other
words, the objective of the recommendation system based on collaborative filtering is to
determine the top N items for which a user u would give the highest ratings. These items
are then proposed to this user. Mathematically, this can be expressed as follows:

top(u, N) =
N

argmax
i∈I

(r̂ ui) (4)

where:

• I is the list of items that can be recommended.
• N refers to the number of items to recommend.
• r̂ui represents the “prediction of the rating that the recommender system provides to

user u for item i”.
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The fundamental goal of KNN-based CF is to identify K users who share similar
behavior to user u and then to suggest items liked by these similar users. The following
formula is used to predict user u’s rating of item i:

r̂ui = ru +

(
∑v∈UK

ui
sim(u, v)(rvi − rv)

∑v∈UK
ui
| sim(u, v) |

)
(5)

• UK
ui represents the “K-nearest neighbors” of the user named u who evaluated the item

named i.
• rvi denotes the “actual rating given by the neighbor” user v, which concerns item i.
• ru is the average rating relative to user u, which is calculated according to the

rating history.
• rv represents the average rating relative to user v, which is calculated according to the

rating history.
• sim(u, v) is the calculation of the similarity between users u and v based on distance

metrics, such as cosine and Pearson’s correlation coefficient.

However, the value of K in the KNN method is determined before the recommendation
procedure. This can be less than optimal, as users have different preferences and similarity
levels, resulting in unsatisfactory recommendations. In addition, this method may not
be effective for large datasets or when there are few interactions between the user and
the item [44].

• SVD

Great dimensionality and data sparsity are common problems in recommender sys-
tems. Therefore, dimensionality reduction should be addressed immediately. A powerful
method to do this is SVD, which is an MF-specific algorithm [29,45]. According to this SVD
approach, an original data matrix can be decomposed into three matrices, shown as:

DataMatrix m×n = Um×mΣm×nVT
n×n (6)

A = UΣVT (7)

U represents the matrix m×m, Σ is an m× n matrix with zero elements, except for
the values of the diagonal, called “singular values”, V is a matrix with n× n elements and
VT defines the transposed matrix of V.

• SVD++

This technique is a derivative of SVD. The latter uses the information contained in the
user–item matrix, which consists of explicit types (ratings or votes), while ignoring implicit
information, for example, clicks, purchases and browsing [46].

SVD++ was suggested by [47]. Ref. [48] considers for example a 2D user–item matrix,
where p represents rows of users, and q denotes the columns of items. The user rating
value for items is ru,i. The recommender system aims to predict the items likely to be of
interest to users. In fact, the dataset is generally large, and many users can leave items
unrated, which poses a data sparsity problem for recommender systems. On the other
hand, the “user-item matrix” is decomposed into two further orthogonal matrices by this
algorithm: p to represent users and q to correspond to items. The goal is to decompose the
initial matrix, which has a large dimension, into smaller data pu,f, qi,f.

where:

• i is the number of items.
• u is the number of users.
• f denotes the dimension obtained after the reduction in the matrix dimension.
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In other words, SVD++ aims to obtain the best representation in low-dimensional
space of the “user-item matrix” by deleting irrelevant data and reducing the size of the p
and q matrices to a specific size.

The prediction of SVD++ is shown in the following formula:

ru,i= µ+ bu+bi+qT

(
pu +

1√
|Nu|

Σj∈Nu yj

)
(8)

bi =

(
Σu∈R(i)ru,i−µ

)
|Ri|

(9)

bu =
(Σu∈R(u)ru,i−µ−bi)

|Ru| (10)

where:

• bu and bi are the deviations from the average values for user u and item i, respectively.
• µ represents the average value of all data.
• |N u| denotes the “number of items” that are assessed by user u.
• |Ru| denotes the “number of users” who have rated a specific item.
• |Ri| represents the “number of items” that have been evaluated by multiple users;
• yj designates the left orthogonal of implicit matrix.
• λ1, λ2 are additional parameters added to values |R u| and |R i| for regularization [48].

The equations of bu and bi can be transformed into:

bi =

(
Σu∈R(i)ru,i−µ

)
λ1+|Ri|

(11)

bu =

(
Σu∈R(u)ru,i−µ−bi

)
λ2+|Ru|

(12)

• NMF

NMF is an unsupervised learning technique that allows dimensionality reduction,
and it is based on a lower-rank approximation. A given observation matrix, X∈R+

nxm,
is approximated by NMF as the product of two matrices of non-negative values [49]. In
other words, the matrix X can be decomposed into two smaller matrices, W and H, where
n indicates the number related to the samples, m is the number that represents the features,
k represents the approximation’s low rank, W∈R+

n×k, H∈R+
k×m, k < m, k < n, and

X ≈W * H. We achieve this factorization using the multiplicative update approach and
non-convex minimization with a non-negativity condition using Frobenius’ distance metric,
with the following goal function:

min
W ∈Rn×k

+ , H ∈Rk×m
+

||X−WH||2F (13)

NMF can thus be viewed as a “Gaussian mixture” model. In Equation (15), the factors
W and H represent the optimization problem solution, as determined by alternative updates
using the update rules in Equations (14) and (15), respectively, and the performance of the
minimization can be evaluated by the “relative reconstruction error” in Equation (16):

W = W
XHT

WHHT (14)
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H = H

(
WTX

WTWH

)
(15)

Relative_Error =
‖X−WH‖2

F

‖X‖2
F

(16)

5.3. Evaluation Metrics

There are several metrics to evaluate the performance of a recommender system. MAE
and RMSE are among the most commonly used [50].

MAE =
∑N

i=1(Y i− Ŷi

)
N

(17)

RMSE =

√
∑N

i=1 (Y i− Ŷi
)2

N
(18)

where:

• Ŷ represents the rating predicted for the user, and Y denotes the original rating of the
user;

• N indicates the total number of predicted ratings. Lower values of RMSE and MAE
show better prediction accuracy.

5.4. Implementation Details

The experiments were carried out on a Colab with Python 3.10.12 64 bits with Python
Machine Learning (ML) Libraries. For the implementation of the autoencoder model, we
used TensorFlow 2.13.0 and Keras 2.13.0 deep-learning software, and to create different
visualizations, we used the Matplotlib Python library.

6. Results

We ran experiments on the dataset produced by Kulkarni et al. [23] with five models:
autoencoder, KNN, SVD, SVD++ and NMF. The full dataset was split into a training dataset
subset that contained 90% of the user ratings and another test dataset subset that contained
the remaining 10% of the ratings.

Figure 5 displays the model’s performance when applied to the dataset. Over the
course of each epoch, loss and val_loss decrease until they reach a point where they start
to stabilize.
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The results of the MAE and RMSE comparison between the developed autoencoder
model, KNN, SVD, SVD++ and NMF are shown in Table 11 and Figures 6 and 7. The same
data processing was performed to produce the KNN, SVD, SVD++ and NMF results using
the Surprise module. When we examine these results, we can see that the autoencoder
produces better results than KNN, SVD, SVD++ and NMF. The autoencoder model obtained
the lowest value of RMSE at 0.8756, the KNN model demonstrated an RMSE of 1.0895, the
SVD++ model had an RMSE value of 1.2742, the SVD model had an RMSE of 1.2772 and
the NMF model had an RMSE of 1.2851, demonstrating the largest error rate. The MAEs of
our developed autoencoder, KNN, SVD, SVD++ and NMF are 0.6042, 0.7259, 0.9922, 0.9796
and 0.9781, respectively. The autoencoder model achieved the best results.

The top-three-recommendation lists produced by the autoencoder model are presented
in Table 12.

Table 11. MAE and RMSE comparison of the autoencoder, KNN, SVD, SVD++ and NMF models.

Model MAE RMSE

KNN 0.7259 1.0895

SVD 0.9922 1.2772

SVD++ 0.9796 1.2742

NMF 0.9781 1.2851

Proposed model (autoencoder) 0.6042 0.8756
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Table 12. The top three courses recommended with our model for some random users.

UserId CourseId

2012 [1003, 1006, 1004]

2027 [1016, 1015, 1001]

2141 [1004, 1003, 1005]

7. Discussion

The aim of this work is to develop a personalized course recommendation model
based on collaborative filtering in an e-learning environment, and for this purpose, an
autoencoder has been used. Experimental results show that the autoencoder has the lowest
MAE and RMSE values compared to traditional methods, which are KNN, SVD, SVD++
and NMF. This indicates that the autoencoder model can provide more accurate course
rating predictions than the other methods. We can attribute this improvement to the
following reasons:

• The autoencoder learns latent representations of user–element interactions, enabling
them to capture more complex patterns.

• The autoencoder can handle both dense and sparse data.
• The autoencoder can be more scalable.
• The autoencoder can handle different types of data.

However, the KNN, SVD, SVD++ and NMF models are sensitive to the volume of
information available. They perform poorly at high levels of parsimony and are not scalable.

On the other hand, due to the sparsity of standard databases available for e-learning,
evaluations in the existing research works in the field of recommending educational re-
sources for e-learning are often based on nonstandard databases or non-accessible databases
from various platforms and universities. Moreover, to the best of our knowledge, the dataset
created by Kulkarni et al. [23] has never been used to evaluate a course recommendation
model. This study aimed to use a reference database to investigate the performance of
an autoencoder-based recommendation model to recommend relevant courses to learn-
ers. This model can effectively help students in their choice of courses and thus enhance
their learning.

8. Conclusions and Future Work

In this paper, we propose a personalized recommendation model in an e-learning environ-
ment in which we use an autoencoder-based deep-learning algorithm for course recommen-
dations. Based on collaborative filtering using the dataset developed by Kulkarni et al. [23],
the adopted model was used for the prediction of learner ratings of courses. In addition,
we compared this approach to KNN, SVD, SVD++ and NMF, which are widely used in
recommender systems. We concluded that the autoencoder model is better than the other
models for our dataset, with lower MAE and RMSE values.

Autoencoders are efficient algorithms for recommender system tasks, given their
ability to capture the main data representations and an effective understanding of the
nonlinear relationship between the user and item, user demands and item characteristics,
thus solving traditional recommender system problems, such as sparsity and scalability.
However, autoencoders present certain drawbacks concerning overfitting when processing
a large-scale dataset, the appropriate choice of latent dimensionality, limited ability to
handle the cold-start problem for new users and sensitivity to hyperparameters.

This work guides researchers toward adopting the autoencoder algorithm to build a
recommendation system in e-learning platforms based on collaborative filtering. As one of
the future directions of our work, it would be judicious to use hybrid filtering combined
with other deep-learning algorithms, such as generative adversarial networks (GANs) or
self-organizing maps (SOMs), to improve the recommendation quality.
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