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Abstract: The present study proposes a technique for automated tree crown detection and segmen-
tation in digital images derived from unmanned aerial vehicles (UAVs) using a machine learning
(ML) algorithm named Detectron2. The technique, which was developed in the python programming
language, receives as input images with object boundary information. After training on sets of data,
it is able to set its own object boundaries. In the present study, the algorithm was trained for tree
crown detection and segmentation. The test bed consisted of UAV imagery of an agricultural field
of tangerine trees in the city of Palermo in Sicily, Italy. The algorithm’s output was the accurate
boundary of each tree. The output from the developed algorithm was compared against the results of
tree boundary segmentation generated by the Support Vector Machine (SVM) supervised classifier,
which has proven to be a very promising object segmentation method. The results from the two
methods were compared with the most accurate yet time-consuming method, direct digitalization.
For accuracy assessment purposes, the detected area efficiency, skipped area rate, and false area rate
were estimated for both methods. The results showed that the Detectron2 algorithm is more efficient
in segmenting the relevant data when compared to the SVM model in two out of the three indices.
Specifically, the Detectron2 algorithm exhibited a 0.959% and 0.041% fidelity rate on the common
detected and skipped area rate, respectively, when compared with the digitalization method. The
SVM exhibited 0.902% and 0.097%, respectively. On the other hand, the SVM classification generated
better false detected area results, with 0.035% accuracy, compared to the Detectron2 algorithm’s
0.056%. Having an accurate estimation of the tree boundaries from the Detectron2 algorithm, the
tree health assessment was evaluated last. For this to happen, three different vegetation indices were
produced (NDVI, GLI and VARI). All those indices showed tree health as average. All in all, the
results demonstrated the ability of the technique to detect and segment trees from UAV imagery.

Keywords: UAVs; machine learning; Detectron2; tree detection; trees health

1. Introduction

The study of tree characteristics is one of the most important applications in various
ecological sciences, such as forestry and agriculture [1,2]. Assessing the health of trees is
perhaps the most significant and widely used application in studies that focus on assessing
tree properties. The health of trees can effectively be assessed using remote sensing data
from satellite sensors. These sensors are essentially satellite cameras that utilize the spec-
trum from ultraviolet to the far-infrared. Therefore, the estimation of their health can be
accomplished by calculating vegetation indices from remote sensing data collected in the
electromagnetic spectrum of visible and near-infrared [3]. In recent years, studies evaluat-
ing the health of trees and vegetation using such data have been increasing, highlighting
the contribution of remote sensing systems. Recent increased developments in unmanned
aerial systems have further enhanced these applications by providing the capability to use
very high-resolution spatial data [4].
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In the recent past, the detection of individual trees was accompanied by significant dif-
ficulty, as it depended on the homogeneity of the data, and accuracy tended to decrease as
the variety of natural elements increased [1]. This problem was possible to easily overcome
by using hyperspectral data in combination with LiDAR (Light Detection and Ranging)
data. However, challenges in tree detection persisted due to the influence of atmospheric
conditions. The use of unmanned aerial vehicles (UAVs) successfully addressed this obsta-
cle. UAVs have the capability to adjust their flight altitude, eliminating limitations posed
by atmospheric conditions and cloud cover. Simultaneously, these aircraft are equipped
with exceptionally high spatial resolution and can provide data quickly and reliably. Unlike
satellite systems limited to specific orbits around the Earth, UAVs can swiftly capture and
acquire aerial images, thus providing information much faster. Furthermore, these systems
are easily adaptable to capturing images with the best possible clarity while considering
noise limitations [5].

The isolation of tree information has traditionally relied on classifiers that categorized
pixels based on their spectral characteristics. However, in recent years, these classifiers
have been replaced by ML techniques, such as convolutional neural networks, which
aim to identify objects in images [6,7]. Convolutional neural networks were originally
designed for object recognition in ground-based images, but some researchers have adapted
these algorithms for object recognition from aerial images using remote sensing data.
Nevertheless, most researchers have focused on pattern recognition through computer
vision for the detection of objects such as buildings or infrastructure with distinctive
shapes such as airports, vehicles, ships, and aircraft [8,9]. For instance, Xuan et al. [10] used
convolutional networks for ship recognition from satellite systems. One of the most popular
applications is the detection and segmentation of trees in agricultural fields [11–13]. For this
application, the use of remote sensing data from UAV platforms is recommended. The aerial
images provided by such systems are particularly suitable for these applications due to their
high spatial resolution. These applications are of significant utility in precision agriculture.

Many researchers have used convolutional neural networks for tree detection from
RGB aerial photographs, aiming to assess the performance of those networks in applica-
tions involving a wide variety of tree species and developmental stages. Most of them
have utilized the Mask R-CNN algorithm [7,14–16]. Additionally, many researchers and
practitioners have applied these techniques to precision agriculture applications, such
as assessing tree health [16] and estimating biomass [15]. The Mask R-CNN algorithm
was preferred over others for object detection in remote sensing products due to its addi-
tional capability of object segmentation by creating masks, thereby providing precise object
boundaries. Consequently, in this study, tree detection and segmentation were performed
using the Detectron2 algorithm based on the Mask R-CNN algorithm. Detectron2 offers the
ability to create masks for each detectable object and delivers better performance in terms
of speed and accuracy [17].

By having precise boundaries for each tree, it is possible to estimate their health. This
can be achieved by calculating specific vegetation indices using remote sensing data. These
indices are computed by combining spectral channels in the visible and near-infrared
regions. Vegetation appears to be better represented in the green and red channels of the
visible spectrum and in the near-infrared channel, as these channels capture its charac-
teristics and morphology effectively [18,19]. Therefore, vegetation indices can be utilized
for assessing vegetation health, detecting parasitic diseases, estimating crop productivity,
and for other biophysical and biochemical variables [20]. Calculating these indices from
data collected by unmanned aerial vehicles (UAVs) provides extremely high accuracy in
assessing vegetation health, eliminating the need for field-based research. The use of UAV
systems for forestry and/or crop health using machine learning techniques for tree detec-
tion has been previously conducted by various researchers. For instance, Safonova et al. [15]
and Sandric et al. [16] utilized images acquired from UAV systems to study the health of
cultivated trees.
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Based on the above, in the present study, an automated method is proposed for
assessing vegetation health, providing its accurate boundaries. Accordingly, the Detectron2
algorithm is configured to read UAV imagery, recognize the trees present in it, and segment
their boundaries by creating a mask of boundaries. The accuracy of the herein proposed
algorithm is compared against the Support Vector Machine (SVM) method, which is a
widely used and accurate technique for isolating information in remote sensing data.
A further accuracy assessment step involves the comparisons of the outputs produced
from the two methods against those obtained from the direct digitization method using
photointerpretation. To the authors’ knowledge, this comparison is conducted for the
first time, and this constitutes one of the unique aspects of contribution of the present
research study.

2. Study Area

The study area is a cultivated citrus orchard located in Palermo, Sicily, Italy, at coordi-
nates 38◦4′53.4′′ N, 13◦25′8.2′′ E (Figure 1). Each tree occupies an area of approximately
5 × 5 m, with a planting density of 400 trees per hectare of land. The climate in this region
is typically Mediterranean semi-arid, characteristic of the central Mediterranean. The area
is situated at an elevation of 30 to 35 m above sea level, with a slope ranging from 1%
to 4%. The study area is divided into two sections separated by a dirt road, with each
section covering an area of about 4000 square meters. These two sections differ in terms of
irrigation, with the southern section receiving significantly less irrigation compared to the
northern section [4]. The selection was based on the fact that we had already multispectral
UAV imagery available for the site which resulted from an activity performed within the
EU-funded HARMONIOUS research project (https://www.costharmonious.eu/, accessed
on 15 January 2024).
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3. Data and Pre-Processing
3.1. Data Acquisition

The data utilized for this study consisted of imagery captured using an unmanned
aerial vehicle (UAV) in July 2019. Precise coordinates of the area were calculated to facilitate
the image capture. To achieve this, nine black and white ground control points, along
with nine aluminum targets, were strategically placed, creating a grid across the entire
cultivation area. The coordinates were obtained using an NRTK (Network Real-Time

https://www.costharmonious.eu/
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Kinematic) system with a Topcon Hiper V receiver, simultaneously utilizing both GPS
and Glonass systems. Multispectral images were acquired using a NT8 contras octocopter
carrying a RikolaDT-17 Fabry-Perot camera (manufactured by Rikola Ltd., Oulu, Finland).
The multispectral camera has a 36.5◦ Field of View. It was set up to acquire images in
nine spectral bands with a 10 nm bandwidth. The central wavelengths were 460.43, 480.01,
545.28, 640.45, 660.21, 700.40, 725.09, 749.51, and 795.53 nm. At a flight altitude of 50 m
above ground (a.g.l), the average Ground Sampling Distance (GSD) was 3 cm [21,22]. Eight
of these channels cover portions of the visible spectrum, while one is in the near-infrared
range. For more detailed information regarding data acquisition and preprocessing, one
can refer to the publication by Petropoulos et al. in 2020 [4].

3.2. Pre-Processing

The pre-processing of the UAV imagery was carried out as part of the implementation
of a previous scientific research study by [4]. To orthorectify the multispectral and thermal
images, a standard photogrammetric/SfM approach was applied via Pix4D mapper (by
Pix4D Inc., Denver 4643 S. Ulster Street, Suite 230, Denver, CO 80237, USA). Thus, based
on the GPS and Glonass systems, ground control points were geometrically corrected.
The average position dilution of precision (PDOP) and the geometric dilution of precision
(GDOP) were 1.8 and 2.0, respectively. The control targets were positioned with an average
planimetric and altimetric accuracy of ±2 cm, which can be considered within acceptable
geometrical configuration limits to orthorectify the UAV images, considering that these
latter are characterized by a spatial resolution of 4 cm once orthorectified. The spectral
channels of the visible and near-infrared were calibrated according to the ground reflectance
using the empirical line method, as it allows for simultaneous correction of atmospheric
effects. For a more comprehensive description of data pre-processing, the reader is pointed
to [4].

4. Methodology
4.1. Tree Crown Detection Using a Machine Learning Model

During the first part of the analysis (Figure 2), the objective is to detect the boundaries
of trees through the training of a Detectron2 algorithm written in the Python programming
language. This algorithm represents a parameterized (tailored to the needs of the current
study) version of the Detectron2 algorithm. By taking images in which objects have been
defined, essentially setting boundaries on their image elements, the algorithm undergoes
training and subsequently gains the ability to autonomously set the boundaries of these
objects in new images. The training for tree detection was conducted using an already
trained model capable of recognizing various living and non-living objects such as humans,
cars, books, dogs, airplanes, etc. It should be noted that the class of trees is absent from
this specific model. Even if this class were present, it would not be able to recognize the
trees in aerial photographs, as the model is not trained to observe objects from a vertical
perspective above the ground. The algorithm’s code was developed herein in the Google
Colab environment due to the availability of free GPU resources it provides, with the code
running on Google’s servers.

It is essential for the training process to define the boundaries of trees so that the
algorithm can correctly identify whether the object presented to it is a tree or not. To
facilitate the algorithm in terms of the computational power required, the aerial photograph
was divided into equal-sized regions (300 × 300 pixels). This division was performed using
the “Raster Divider” plugin in the QGIS environment. Tree boundary delineation was
accomplished through digitization using the “label studio” program. This choice was
made because it has the capability to export data in COCO (Common Objects in Context)
format [23]. This format was necessary, as it is the most widely used format for defining
large-scale data for object detection and segmentation applications in computer vision
utilizing neural networks. The more trees presented to the algorithm, the more accurate
it becomes in detecting them. Therefore, two-thirds of the trees in the area were utilized
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for training. The code sequence result described is the storage of images representing the
boundaries. The next necessary step is to extract this information. The images were first
georeferenced to restore their coordinates (which were lost during their introduction to
the algorithm). Afterward, they were merged into a new mosaic. Subsequently, only the
information presenting the trees was isolated. The georeferencing of the images and the
conversion into a unified mosaic were carried out in the QGIS environment, while tree
extraction was performed in SNAP software. Finally, this information was transformed
from raster format to vector format.
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4.2. Tree Crown Detection Using Supervised Classification

It is crucial to examine the accuracy of the algorithm, i.e., its ability to correctly
delineate the trees it detects, compared to other methods for isolating this information.
Therefore, in this study it was decided to compare the results against those of the supervised
classification method. Such a method relies on the reflective characteristics of image pixels
(pixel-based) in an image [24]. Specifically, the chosen supervised classification method is
SVM, which is based on machine learning. The algorithm essentially uses kernel functions
to map non-linear decision boundaries from the primary data to linear decisions in higher
dimensions [25]. It was selected, among other methods, because it is associated with high
precision results and handles classes with similar spectral characteristics and data with
high noise (Noisy Data) more effectively [26].

For the implementation, spectral characteristics of each pixel in the aerial photograph
were utilized across all available channels, including eight channels in the visible spectrum
and one channel in the near-infrared spectrum. Each pixel was classified into one of the
predefined categories (classes) based on the entities (natural and man-made) observed in
the aerial photograph. These categories were as follows:

• Trees.
• Tree shadow.
• Grass.



Drones 2024, 8, 43 6 of 15

• Bare Soil.
• Road.

In the class of trees, it is expected that all the trees in the aerial photograph will be
classified. This is the most crucial class because it is the one against which the algorithm
will be compared. Due to the sun’s position, most trees cast shadows that are ignored by
the Detectron2 algorithm. Therefore, it is important to create a corresponding class (tree
shadow) to avoid any confusion with the class of trees. Additionally, three other classes
were created to represent the soil, the grass observed in various areas, and the road passing
through the cultivated area. For each class, a sufficient number of training points (ROIs) are
defined (approximately 6000 pixels) that are considered representative. Thus, the values
displayed by these points in each spectral channel of the image are considered as thresholds
for classifying all other pixels. It is essential to examine the values of the training points
to ensure they exhibit satisfactory separability to avoid confusion between the values of
different classes. During this process, the spectral similarities of the training points are
compared to determine how well they match. The lower the similarity between two spectral
signatures, the higher the separability they exhibit. The supervised classification process
results in a thematic map where each pixel of the aerial photograph has been classified into
one of the five classes. From those classes, only the information related to the class of trees
that are detected is isolated. Thus, this information, as was the case with the algorithm, is
transformed from a raster into a polygonal format.

4.3. Calculation of Accuracy for Each Method and Method Comparison
4.3.1. Accuracy of the Machine Learning Algorithm

It is important to assess the accuracy of each method individually and to compare
the accuracy of the results among them. The accuracy of the Detectron2 algorithm was
evaluated in terms of its correct recognition of objects, based on three statistical indicators
that were calculated [7,16].

Precision =
True Positive

True Positive + False Negative
× 100 (1)

Recall =
True Positive

True Positive + False Positive
× 100 (2)

F1 score =
2 ∗ Precision ∗ Recall
Precision + Recall

× 100 (3)

where Precision is calculated as the number of correctly identified trees (True Positive)
divided by the sum of correctly identified trees (True Positive) and objects that were
incorrectly identified as trees (False Negative). Recall is calculated as the number of
correctly identified trees (True Positive) divided by the sum of correctly identified trees
(True Positive) and the number of objects that were identified as trees in areas with zero
tree presence (False Positive). The F1 score represents the overall accuracy (OA) of the
model and is calculated as twice the product of the two aforementioned indicators divided
by their sum.

4.3.2. Supervised Classification Accuracy

Regarding supervised classification accuracy, it is important to calculate its OA, i.e.,
how well the pixels of the aerial image have been classified correctly into the various
assigned classes [24,27,28]. To achieve this, certain validation samples (approximately
2000 pixels) are defined for each class. The pixels of the validation samples are evaluated
for their correct classification into each of the classification classes, thus giving the OA. A
significant factor in the accuracy presented by the classification is the Kappa coefficient. This
index indicates to what extent the accuracy of the classification is due to random agreements
and how statistically significant it is [29]. It is beneficial to examine the producer’s accuracy
(PA) and user accuracy (UA). The PA shows how well the training points of the classification
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were classified into each class. It is calculated as the percentage of correctly classified pixels
compared to the total number of control pixels for each class. UA indicates the probability
that the classified pixels actually belong to the class into which they were classified. It is
calculated as the percentage of correctly classified pixels compared to the total number of
classified pixels for each class.

4.3.3. Comparison of the Two Methods

It is important to compare the Detectron2 algorithm with one of the most common
methods for vegetation boundary delineation in aerial imagery, the supervised classification
method, in order to assess its performance. The results of this comparison demonstrate
the performance of the model, highlighting its significance. The two models are compared
in terms of their accuracy with the digitization method. While the results of digitization,
although more accurate as they are carefully executed by the researcher, lack automation
and are thus considered a very time-consuming method. Therefore, three accuracy indexes
are calculated [30,31].

Detected area e f f iciency =
Detected area

Detected area + Skipped area
(4)

Skipped area rate =
Skipped area

Detected area + Skipped area
(5)

False area rate =
False area

Detected area + False area
(6)

From the above equations, the detected area is the common area between the trees
generated by the algorithm and the trees resulting from the digitization process. The false
area (or commission error) is the area present in the algorithm’s trees but absent from the
digitization trees. Finally, the skipped area (or omission error) is the area in the digitization
trees that exists but is missing in the algorithm’s trees. The above equations, in addition
to the algorithm’s trees, are also calculated for the trees that result from the classification
process. This enables the comparison of the two methods.

4.4. Assessment of Vegetation Health in Detected Trees

The next step involved the calculation of the health of the trees identified by the
Detectron2 algorithm in the second section. This step essentially constitutes an application
whereby the detection and segmentation of trees within a cultivation could find a useful
application. Such an application could provide quick updates to the grower regarding
the health status of their crop, enabling them to take necessary actions. To calculate the
health, three different vegetation health indices are defined: NDVI, VARI, and GLI. The
implementation steps are described in more detail next.

4.4.1. Normalized Difference Vegetation Index (NDVI)

The index presented by Rouse et al. (1974) [32] was introduced to indicate a vegetation
index that distinguishes vegetation from soil brightness using Landsat MSS satellite data.
This index minimizes the impact of topography. Due to this property, it is considered the
most widely used vegetation index. The index is expressed as the difference between the
near-infrared and red bands of visible light, divided by their sum. It yields values between
−1 (indicating the absence of vegetation) and 1 (indicating the presence of vegetation),
with 0 representing the threshold for the presence of vegetation [32].

NDVI =
NIR − Red
NIR + Red

(7)
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4.4.2. Visible Atmospherically Resistant Index (VARI)

Introduced by Kaufman & Tanre (1992) [33], this index was designed to represent
vegetation among the channels of the visible spectrum. The index is less sensitive to
atmospheric conditions due to the presence of the blue band in the equation, which reduces
the influence of water vapor in the atmospheric layers. Because of this characteristic, the
index is often used for detecting vegetation health [33].

VARI =
Green − Red

Green + Red + Blue
(8)

4.4.3. Green Leaf Index (GLI)

Presented by Lorenzen & Madsen (1986) [34], this index was designed to depict
vegetation using the three spectral channels of visible light, taking values from −1 to
1. Negative values indicate areas with the absence of vegetation, while positive values
indicate areas with the presence of vegetation [34].

GLI =
(Green − Red) + (Green − Blue)

2 × Green + Red + Blue
(9)

4.4.4. Standard Score

For the calculation of vegetation health, the Standard Score, or z-score, of all three
vegetation indices is computed. The z-score is calculated as the difference between the
values of each tree’s vegetation index and the mean value of these indices for all trees,
divided by the standard deviation of these indices for all trees.

Standard score =
Value − Mean

Standard deviation
(10)

5. Results
5.1. Results of Machine Learning Algorithm

The sequence of the algorithm’s code for the detection of trees through machine
learning, as described in the first part of the methodology, resulted in the detection and
segmentation of the cultivation trees (see Figure 3). The algorithm successfully recognized
all the trees (a total of 175) within the land area, applying case segmentation (see Figure 4).
All the trees were successfully categorized under the ‘Tree’ class without any other classes
that existed in the training model being presented. All the images that were inputted at the
beginning of the code were processed in such a way that the boundaries of the trees were
presented through the algorithm’s prediction. However, the output obtained was not the
result of the case segmentation. For the sake of easy isolation of tree information, each tree
was given a red hue (see Figure 4).

5.2. Results of Supervised Classification

The sequence of the SVM supervised classification process resulted in the classifying
of each pixel of the aerial image into one of the predefined classes. To achieve this, specific
training points were assigned for each class separately. These points served as reference
points for classification, based on their spectral characteristics, for all the remaining pixels.
It is important to note the presence of good separability between the training points to
avoid confusion between the assigned classes. The separability between points of different
classes exhibited values ranging from 1.92 to 2.

Only the class representing the trees in the area was isolated from the classification
classes (see Figure 5).
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points with the validation points, it is demonstrated that the OA reaches 97.0332%. This
means that 97% of the classified pixels were correctly classified based on the validation
points. The Kappa coefficient index shows a value of 0.959, indicating a high level of
agreement in the results. Such a strong agreement relationship suggests that the overall
classification accuracy is not due to random agreements during validation, and, therefore,
the OA is statistically significant. According to Table 1, the majority of classes exhibited
high PA, indicating that the training points of the classification were generally correctly
classified into each defined class. However, the grass class presented the lowest percentage
(86.1%). As for UA, it also showed high percentages in most classes, indicating a high
likelihood that the classified pixels indeed belong to the class they were classified into.
However, here again, the class of grass had a lower percentage (65.8%).
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Table 1. Results from the classification accuracy assessment: PA & UA.

Classes PA (%) UA (%)

Tree 92.2 98.73
Tree shadow 100 100

Grass 86.1 65.8
Bare Soil 100 98.93

Road 99.18 99.55

The comparison between the two boundary detection methods is made by comparing
these methods with the digitization method, which is considered the most accurate method
of creating boundaries. Whichever method shows results closest to the digitization process,
which represents the most accurate boundary creation method, will be considered the most
accurate. As presented in Table 2, the Detectron2 method exhibits a higher detection area
efficiency, with a percentage of 0.959% compared to the 0.902% displayed by classification.
This method also shows a lower skipped area rate compared to classification, with percent-
ages of 0.041% and 0.097%, respectively. In the case of the false area rate index, machine
learning seems to have a higher value at 0.056%, while classification performs better with a
percentage of 0.035%. The conclusion drawn from these three indices is that the Detectron2
method yields more accurate results as it exhibits a larger common (detected) area with the
digitization method while simultaneously showing a smaller skipped area. However, it
should be noted that it also exhibited a higher false detected area compared to the super-
vised classification method. This result is attributed to the fact that the algorithm appeared
to be weaker in detecting abrupt changes in the tree boundaries caused by their branches,
resulting in the trees being more rounded in shape (see Figure 6).

Table 2. Accuracy indices of the two methods.

Method Detected Area
Efficiency (%)

Skipped Area Rate
(%) False Area Rate (%)

Detectron2 0.959 0.041 0.056

SVM 0.902 0.097 0.035
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5.4. Assessment of Vegetation Health

In order to calculate the vegetation health of the individual trees, three indices were
applied, representing this parameter. These indices are the NDVI, GLI, and VARI. For the
assessment of health, a standard score was calculated for each of these indices. Values of this
index greater than +1.96 indicate very healthy vegetation, while values of −1.96 indicate
low vegetation health values for a 95% confidence level. The results of all three vegetation
indices showed standard score values within the set thresholds. This means that the trees
were characterized by moderate health. Only one tree exhibited good vegetation health
in the GLI index; however, this information may be erroneous, as this particular tree was
located at the boundaries of the aerial photograph, where strong ground reflectance was
observed, and the values reported for the tree may be inaccurate. In general, the indices
calculated exclusively from the visible spectrum channels (GLI & VARI) yielded similar
tree health results. However, these results seem to be contradictory to those of the NDVI
index (see Figure 7).
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6. Discussion

Over the past decade, the use of unmanned systems in precision agriculture has ex-
perienced significant growth for monitoring crops and real-time disease prevention [35,36].
Utilizing artificial intelligence has brought unprecedented computational time savings,
adding an automation element. This study successfully managed to detect and segment
the boundaries of trees presented in an UAV aerial image through an automated process,
by fine-tuning a ML object detection algorithm. This algorithm demonstrated exceptionally
high accuracy in tree recognition, achieving a 100% F1 score. It correctly identified all
trees without classifying other objects as trees or falsely detecting trees in areas with no
presence of trees. In comparison, other similar studies where soil and vegetation colors
were very similar also reported very high accuracy [7,14–16]. This highlights the high
precision exhibited by convolutional neural networks in such applications.

The supervised classification method of SVM demonstrated practical high accuracy in
classifying pixels based on their spectral characteristics. The separability of the training
points yielded excellent results, with the majority of them approaching absolute separability
(a value equal to 2). The OA reached a very high percentage, and the kappa coefficient
showed a very satisfactory result. Both the PA and UA indices exhibited high accuracy in
the context of efficient classification. Their results indicated a generally high likelihood of
correctly classifying the training points into various classes. However, the classes of trees
and grass showed lower values in these indices. It is highly likely that the pixels pertaining
to this class may belong to both the tree and grass classes and vice versa. These two classes
are closely related as they both belong to the vegetation of the area. Therefore, the spectral
signatures of their pixels have the highest similarity compared to any other pair of classes,
potentially leading to confusion between these two classes.

The accuracy of the algorithm’s model, compared to the supervised classification
SVM model, was found to be superior in segmenting the boundaries of trees. When
comparing the results of these two models with the digitization process, the algorithm’s
model exhibited higher accuracy in the common boundary detection index and the missed
boundary detection index. However, the classification model showed greater accuracy in
the false boundary detection index. This can be attributed to the fact that the algorithm
appeared to be less capable of detecting abrupt changes in the boundaries of trees, making
them appear more rounded.

The estimation of vegetation was conducted using three different vegetation indices.
Two of these indices were calculated exclusively from the visible spectrum channels. Al-
though the VARI index is primarily used for detecting the vigor of trees and the develop-
ment of their branches, and the GLI index is used for detecting chlorophyll in their foliage,
the two indices did not show significant differences. Despite the small difference between
them, the GLI index is considered more reliable due to its ability to capture the interaction
of the green spectral channel with the tree foliage [16]. On the other hand, the NDVI
vegetation index, which includes the near-infrared channel in its calculation, appeared to
produce contrasting results compared to the other two indices. The major differences were
observed mainly in extreme values, with trees that exhibited relatively high vegetation
health in the two visible indices showing relatively low vegetation health in the NDVI,
and vice versa. However, the NDVI index is considered the most reliable among the three
indices because it utilizes the near-infrared spectrum, which provides better information
about vegetation characteristics and morphology than other parts of the spectrum [18,19].
Regarding tree health, all three indices indicated their health as moderate, as none of the
indices showed extreme z-score values at a 95% confidence level.

Another particularly important factor influencing the results of this study is the flight
conditions of the UAV, such as flight altitude and acquisition angles. The flight altitude
of the UAV is proportional to the spatial resolution of the UAV’s imagery. Segmentation
methods, in this case Detectron2, are influenced by the spatial resolution of the imagery.
As the altitude of the UAV’s imagery increases, the detection accuracy of the algorithm
will be deteriorated. In addition, increased altitude can lead to geometric distortions and
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reduced image resolution, further complicating object identification. Apart from flight
altitude, the imagery acquisition angle also impacts the results and the performance of the
algorithm. UAV images captured from non-vertical angles can introduce perspective dis-
tortion, making it difficult to accurately determine object dimensions and orientations. For
example, in a recent study by [37] are discussed the key challenges in UAV imagery object
detection, including small object detection, object detection under complex backgrounds,
object rotation, and scale change. As the detection and segmentation effect of deep learning
(DL) algorithms from UAV images is affected by the different heights and shooting angles
of the UAV images acquisition, it would be interesting to perform an evaluation of the
algorithms herein at different altitudes and shooting angles to determine its sensitivity to
changes in object size and image quality.

All in all, from the results obtained herein, it is evident that the Detectron2 algorithm,
upon which the analysis algorithm relied, is capable of object detection and segmentation
in aerial images beyond ground-based images. The detection of trees achieved perfect
accuracy (F1 score = 100%), and the segmentation of their boundaries also yielded satis-
factory results. However, it is essential to note that the algorithm may exhibit reduced
accuracy when dealing with tree species that differ significantly in shape and color from
citrus trees. This limitation of the model can be effectively resolved through further training
on other types of trees. Although the training process requires a significant amount of time
for both data preparation and computational time, the more the algorithm is trained, the
more accurate it becomes. Therefore, while training the algorithm demands time and a
vast amount of data, after extensive training on various datasets, the algorithm will be
capable of detecting and segmenting objects with the same accuracy as a human researcher.
This process clearly demonstrates the significant contribution of artificial intelligence to the
automation of processes through machine learning in the context of UAV data exploitation
for environmental studies.

7. Conclusions

The present study proposed a new algorithm to detect and segment the boundaries
of trees in an aerial image of a cultivated area with mandarin trees using an automated
approach, using a ML algorithm developed in the Python programming language. The
outcome of the algorithm was utilized in assessing tree health. The innovation of the
methodology is highly significant, as it demonstrates that, by employing artificial intel-
ligence techniques, it is possible to create a tool for automated object recognition and
boundary delineation in an image, thereby saving valuable time for researchers. Moreover,
perhaps for the first time, there is a presentation of the comparison of the accuracy of an
object segmentation algorithm with the SVM method.

Following the methodology presented herein, the detection and segmentation of
trees in the cultivated area became feasible. The use of the tool makes it possible to save
valuable time by offering automation for a similar research study, where object detection
and segmentation would otherwise be performed manually by the researcher through
the digitization process. The algorithm successfully detected all the trees presented in the
study, assigning the correct classification category to each tree without falsely categorizing
them into any other existing categories of the training model. The detection accuracy was
exceptionally high, achieving an F1 score of 100%. The comparison of the accuracy results
shows that the Detectron2 algorithm is more efficient in segmenting the relevant data when
compared to the supervised classification model in the indices of common detected and
skipped area rate.

In summary, this study credibly demonstrated the significant contribution of artificial
intelligence in precision agriculture, utilizing high-resolution data for the timely monitoring
of crop conditions. The combination of remote sensing data with ML algorithms provides
cost-effective and rapid solutions, eliminating the need for field research while introducing
automation. Technological advancements have led to unprecedented growth in agriculture
development and modernization over the last decade. Artificial intelligence, as exemplified
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in this article, is poised to further accelerate this progress by offering solutions that save
both time and money. The development of artificial intelligence has already demonstrated
its value and is expected to gain higher recognition in the future as it finds applications in
an increasingly diverse range of fields. The latter remains to be seen.
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