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Abstract: To provide insights into the spreading speed and propagation dynamics of viruses within
a host, in this paper, we investigate the traveling wave solutions and minimal wave speed for
a degenerate viral infection dynamical model with a nonlocal dispersal operator and saturated
incidence rate. It is found that the minimal wave speed c* is the threshold that determines the
existence of traveling wave solutions. The existence of traveling fronts connecting a virus-free steady
state and a positive steady state with wave speed ¢ > c* is established by using Schauder’s fixed-point
theorem, limiting arguments, and the Lyapunov functional. The nonexistence of traveling fronts for
¢ < c¢* is proven by the Laplace transform. In particular, the lower-bound estimation of the traveling
wave solutions is provided by adopting a rescaling method and the comparison principle, which is a
crucial prerequisite for demonstrating that the traveling semifronts connect to the positive steady
state at positive infinity by using the Lyapunov method and is a challenge for some nonlocal models.
Moreover, simulations show that the asymptotic spreading speed may be larger than the minimal
wave speed and the spread of the virus may be postponed if the diffusion ability or diffusion radius
decreases. The spreading speed may be underestimated or overestimated if local dispersal is adopted.

Keywords: nonlocal dispersal; viral infection model; traveling wave solution; Lyapunov functional;
rescaling method

1. Introduction

Although huge advances have been made in preventing and treating HIV and viral
hepatitis, such as antiretroviral treatment for HIV and vaccination programs for the hepatitis
B virus (HBV), HIV and HBV pandemics remain a major global public health problem. It
is reported that there were 36.9 million people living with HIV worldwide in 2017 and
257 million people and 71 million people in 2015 were living with HBV and hepatitis C
virus (HCV), respectively. Meanwhile, 0.94 million people in 2017 and 1.3 million people in
2015 died from AIDS-related and hepatitis-related illnesses, respectively [1,2]. Therefore,
we have a long way to go to control and extinguish these viral infectious diseases.

To understand the pathogenesis of viruses within the host and then propose more
effective control measures, many different methods have been developed. In particular,
mathematical models have been verified as an effective method [3,4]. In 2000, Nowak and
May [5] proposed the following basic viral infection model:

dw(t

N

- =s—bw(t) — puw(t)o(t),
ng; = Bw(t)v(t) — pu(t), (1)

t pu(t) —’)/U(f),

QY

where w(t), u(t), and v(t) denote the concentrations of healthy target cells, infected cells,
and free virions at time t, respectively. s is the recruitment rate of healthy target cells. b,
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u, and -y represent the death rates of healthy target cells, infected cells, and free virions,
respectively. The infectious incidence rate is Bw(f)v(t) and p is the virus production rate.
All the parameters in model (1) are positive. System (1) has a virus-free equilibrium point
Ey = (wp,0,0), which is globally asymptotically stable when R < 1, where wy = s/b and
Ro = pPBs/ (buy) = pBwo/ (py). If Ry > 1, system (1) admits at a unique positive equilib-
rium point that is globally asymptotically stable [6]. Since then, many works concerning
the impacts of various factors on within-host viral dynamics have been conducted using
mathematical models [7,8]. Although the incidence rate in most of these viral models
adopts a bilinear function response, this may be not so appropriate when the concentration
of virions is high. In this case, the saturation effect may cause a viral response rate that is
less than linear. Hence, it is more reasonable to adopt a saturation nonlinear incidence rate
Bw(t)o™(t)/(1+ av™(t)), where m, n,« > 0. The case where m = n = 1 has been studied
in viral infection models by several researchers, including [9,10].

Note that many studies on viral infection models assume that the within-host envi-
ronments are homogeneous, and ignore the impact of heterogeneous environments and
the mobility of virions or cells. However, virions or cells may move within and between
tissues and may face different environments in different locations within the host, which
would consequently impact the dynamics of the virus [11,12]. Thus, it is more reason-
able to incorporate spatial factors into the models, which have been studied by some
researchers [13-15]. Strain et al. [13] introduced a lattice cellular automaton model to inves-
tigate the contribution of three-dimensional spatial correlations in viral propagation. Wang
and Wang [14] proposed a degenerate HBV infection model with a local dispersal operator
and investigated the existence of traveling wave solutions. Lai and Zou [15] established a
reaction-diffusion viral infection model with a repulsion effect and investigated its spread-
ing speed and the existence of traveling wave solutions. Most of these studies assume
that the virions or cells diffuse in the form of local dispersal and follow Fickian diffusion,
which can only be used to study situations where the density of the species is relatively
low and the species diffuses in a small range [16]. However, the concentrations of virions
and cells are relatively high within tissues, which suggests that nonlocal dispersal may be
more reasonable in viral infection models. Moreover, the nonlocal dispersal operator can
be viewed as an approximation of the local dispersal operator when the kernel function
takes a special form [17]. Recently, Zhao and Ruan [18] assumed that the virions diffuse in
the form of the nonlocal mode in domain ) € R"(n > 1), and subsequently proposed and
analyzed the following nonlocal viral infection model:

awgf’t) =s—bw(x,t) — Bw(x, t)v(x,t),
a“g:'*) = Bo(x, o(x,t) - pu(x,b), @)
W = dy [ J(x = Y)[o(y,t) — o(x, )]y + pu(x, 1) — yo(x, 1),

where w(x,t), u(x,t), and v(x, t) are the concentrations of the target cells, infected cells,
and free virions at time ¢ and location x, respectively. d, represents the diffusion rate
of the virions. Here, J(x —y) can be viewed as the probability that virions jump from
location y to location x and J(x —y) = J(y — x). Thus, the nonlocal dispersal operator
Jo J(x = y)[v(y, t) — v(x,t)]dy includes not only the rate that virions arrive at location x
from other locations ( [, J(x — y)v(y, t)dy), but also the leaving rate of virions at location
x (o J(y — x)v(x, t)dy). Other parameters have the same meanings as those in model (1).
The authors in [18] investigated the threshold dynamics of model (2) and the impact of the
dispersal rate on solutions of (2).

In the process of viral transmission, there is evidence exhibiting that virions can spread
in a way like a traveling wave front [13]. Thus, if the virus diffusion takes the form of
nonlocal dispersal in an unbounded domain, two interesting questions arise: (1) Can the
model exhibit traveling wave solutions or not? (2) What is the spreading speed of the virus?
Additionally, accurate estimates of the spreading speed, especially at the early stage of viral
infection, can provide insights into how the virus propagates. From a mathematical point of
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view, estimates of the spreading speed can usually be obtained by studying the asymptotic
spreading speed, which is relative to minimal wave speed. In this paper, inspired by
the above-mentioned arguments, we intend to study the traveling wave solutions and
minimal wave speed problems of the following viral infection model with the saturation
incidence rate:

ow(x,t) _ — s bw(x t) _ Bw(xt)o(xt)

5 ot 14+av(x,t) /
ugf A — ﬁzfixag(i(f)t) pu(x, 1), )
9v(x,t)

G = do[(J x0) (x, ) = 0(x, )] + pux, 1) = 70(x,b),

where (] * v) = [g J(x —y)ov(y, t)dy. Here, the domain is R, and the incidence rate is
in saturated mass actlon ,Bw(x t) (x,t)/ (14 av(x,t)). Other parameters are the same as
those in (2). Throughout this paper, we assume that the dispersal kernel ] satisfies

(H) ] € CYR), J(x) = J(=x) > 0, [z ]J(x)dx = 1, ] is compactly supported and

Jg J(x)eMdx < 4o forall A > 0.

Clearly, system (3) always admits in a virus-free steady state Ey = (wy,0,0), where
wo = s/b. Moreover, the ODE system associated with system (3) admits a unique positive
steady state E* = (w*, u*,v*) when Ry > 1, where

RO — LIBS — Pﬁwo
bury Hy

is the basic reproduction number of the corresponding ODE system. In the rest of this
paper, we always assume that Ry > 1 holds.

The traveling wave solution of (3) is a positive solution (w(x, t), u(x,t),v(x,t)) of (3)
which has the form

(w(x, ), u(x,t),0(x, 1)) = (W(E), U(S), V(E)),§ = x +ct,

where ¢ > 0 is the wave speed. A positive traveling wave solution (W(¢), U(¢), V(§)) is
called a traveling semifront of (3) if it satisfies élim (W(&),U(¢),V(¢)) = Ep, and it is
——00

called a traveling front if it satisfies

lim (W(&),U(),V(2) = Eo,_lim (W(E),U(2),V(2)) = E" @

E——o0 g—+o00

It is clear that the traveling wave solution (W (&), U(&), V(&)) satisfies

W' (&) = s — bW(E) — ENEV(E)

1+aV(E) 7
cu'(g) = BT —uue), 5)
cV/(8) = do[(J % V)(&) = V(&)] + pU(E) — 1V (&),

where (J+V)(¢) = [ ](E =)V (y)dy.
The viral infection model is neither a cooperative system nor a competitive system,

which together with the existence of the recruitment term of healthy target cells infers that
the classic methods, such as the monotone semiflow method, the shooting method, and
connection index theory, are all not valid. Meanwhile, as far as we know, few mathematical
works have been performed to study the existence of traveling wave solutions and the
minimal wave speed in viral infection models [14,19-21], especially for nonlocal systems.
Furthermore, the nonlocal dispersal operator causes the solutions of system (3) to lack
regularity and compactness, which may lead to new difficulties in analysis. Recently, Wang
and Ma [22] investigated the traveling wave solution problem for a nonlocal HIV infection
model with a Beddington-DeAngelis functional response, where they assumed that all cells
and virions can nonlocally diffuse but have the same diffusion ability. They proved the
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existence of traveling wave solutions for ¢ > c*, but there are some additional conditions
for ¢ = c*. The existence of traveling wave solutions for ¢ = c* and the nonexistence for
¢ < c* were further studied in [23]. It is worth noting that using the Lyapunov function is
an effective method to show the traveling wave solutions connect to the positive steady
state. However, not only upper-bound estimations of the solution are required, but also
lower-bound estimations, which is also a challenge for nonlocal systems. In particular, only
free virions can diffuse in our model, which may also lead to some challenges. In this paper,
we will overcome the aforementioned difficulties to obtain traveling wave solutions and
the minimal wave speed of system (3) by utilizing Schauder’s fixed-point theorem, the
rescaling method, the comparison principle, and so on.

The paper is organized as follows. In the next section, we establish the existence or
nonexistence of traveling wave solutions with wave speed ¢ > 0, and give the minimal
wave speed of system (3). In Section 3, we discuss the results. Some conclusions are
presented in the final section.

2. Traveling Wave Solutions

In this section, we mainly focus on the traveling wave solutions and the minimal
wave speed of system (3). Firstly, we establish the existence of traveling fronts for ¢ > c*.
Secondly, we show the existence of traveling fronts for ¢ = c*. Finally, the nonexistence of
traveling fronts is investigated for 0 < ¢ < c*.

2.1. The Existence of Traveling Fronts for ¢ > c*

In this subsection, we first give the definition of ¢* and then study the existence of
traveling semifronts for ¢ > c*.

Let A(A,¢) = dy [ J(y)(e=* — 1)dy — cA — 7. For convenience, for any function w/(¢)
defined in R, we denote [, J(& —y)w(y)dy as (] * w)(E).

Consider the following linearized system:

{ c/(§) = Pwog(¢) — po(8), ©)
c¢'(8) = do[(J *9)(§) = ¢(E)] + P9 () — 19(L),

where (] 9)() = Jp (&~ v)p(y)dy. Let (9(),9(8)) = (g0, ¢0)e™* be a solution of
system (6), where Ag > 0, 9o > 0, ¢o > 0. Then, we have

{ Bwodo = (cAo + 1) o 7)
peo = —A(Ag, ¢)¢o,

which implies that A(Ag,¢) = —pgo/¢o < 0. Actually, when there exist A\g > 0, ¢p > 0 and
¢o > 0 such that (g, ¢)e’0¢ is a solution of system (6), we have A(Ag, c) < 0; otherwise,
the expression of A(A, ¢) implies that the sign of A(A, ¢) is unclear.

In the following, we will study the existence of Ag > 0, ¢o > 0, and ¢pg > 0 that satisfy (7).
Firstly, we provide the range of A such that A(A,c) < 0.

Lemma 1. A(A, ¢) = 0 admits a positive root AT (c) such that

A(A,c) <0 forall A € [0,A7(c)).

Proof. Itis clear that forallc > 0,

B 0A(A,c) iy
A(0,¢) = =y < 0, =1 = dv/R](y)( e Mdy — ¢,
9?A(A,¢) " 2
il SAC y
A2 dv/RJ(y)ye dy > 0,VA € R.
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By assumption (H), there exist r; and r satisfying 0 < r; < r; such that
@:= min J(x)>0.
x€[—ry,—11]
It follows by Taylor’s formula that
A Ar2 234 245 An—1,n
ot = = dea(frn+Fe Sl e She)
3
+A (dvtgl)\rl _ C) )

where n! = 1 x 2 x 3 x 4--- x n. Thus, for any ¢ > 0, there exists A1(c) > 0 such that
dz,a)"’A% > cAforall A > Aq(c). Therefore, for ¢ > 0 and A > Aq(c), one gets

A(A,¢) do Jo () (e —1)dy —cA — v

AVA|

do | T (y)eMdy —dy — A —
> dew —dy—cA—1.
> cA(eMr) —2) —d, —
— 4o,

as A — 400, which indicates that A(+co,c) = +o0,Vc > 0. Similarly, it is easy to get
A(+400,0) = +oo.
Clearly, when ¢ > 0, aAé;\\’C) ’(0, g =-c< 0, which together with the above results

implies that the conclusion is valid when ¢ > 0. In the case where ¢ = 0, the assumption

(H) implies A(A,0) is a limited function for A > 0. Moreover, we have aA(.gﬁ'C) (00 =0

and aAa(Q’C) (A0) = do Jz J()(—=y)e=dy > 0 for A > 0, which together with A(0,0) < 0,
A(+400,0) = +o00 and % > 0 guarantees that the conclusion is also valid for ¢ = 0.

This completes the proof. [J

For A € [0,A"(c)), we define

L pa
_(A+p 0 ) I
M(A, c) = < 0 —A(/\,C)> (P 0 ) N (A(/\pc) o)

Then, by (7), we have M(A, c)(¢o, ¢0)T = (¢o, ¢0)T. Let L(A,¢) be the maximum
eigenvalue of M(A,c) when A € [0, A7 (c)). Clearly,

_ ppw
L*(A¢) = — (ch + y)AO(A, o)’

Denote
I(A,c):=L2(A,¢c),A € [0,A7(c)).
Lemma 2. Suppose that Ro > 1. Then, there exist ¢* > 0and A* € (0, A1 (c*)) such that

dl(A,¢)

(A%, ) =1, =
a)\ (/\*,C*)

Furthermore, the following conclusions hold.
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(i) Ifc > c*, the equation I(A, c) = 1 admits two positive roots Ay and Ay satisfying Ay < A* <
Ay < AT(c), (A, c) >1for A € (0,A1) U (A, AT(c)), (A, c) <1for A € (A1, Ap), and

(A, ) o )
S P A i=p,

(ii) Ifc=c* then Ay = Ay = A* < AT (c), and 1(A,c) > 1forall A € (0,A"(c)).
(iii) If0 < c < c*, then (A, c) > 1forall A € (0,A"(c)).
Proof. If c = 0, then it follows from the proof of Lemma 1 and

AA(A,0)
JdA

A=0 - d”/R](y)(_y)dy =0

that A(A,0) > —y for A > 0. Thus, I(A,0) > 1forall A € (0,A7(0)). By some calculations,
it is easy to show that

10,c) = ’”i;"o > 1,1(A,¢) — Oasc — +o0,I(A, ¢) — +ooasA — AT (c),

ol(2,c) = pPuor(A(A ) — (cA + 1)) < 0,forallc > 0,A € (0,A"(c)),

ac (eA + u)*A(A, )
2
PO = ppun{(ch + p)*Aua(A,)A2(A, )
—(cA + 1)A(A, c)[cA(A, c) + (cA + u)Ax (A, )]
(A + 1B, ¢) + (A + 1) A (A, )]}/ [(eA + A, )]
> 0, forallc > 0,A € (0,A7(c)),
where A, (A, ¢) = aAgt’C), Mp(A,c) = aZ%,c). Hence, by using the above results, the

conclusions can be easily obtained. [

Remark 1. c* obtained in Lemma 2 is the minimal wave speed of system (3), which will be
proved later.

For any ¢ > c*, it follows from Lemma 2 that there exists A such that /(A.,¢) = 1 and

al(a/}cc) A=, < 0. Thus, there exist 4; > 0 and g2 > 0 such that

M(Ac+6,¢)(q1,92)" = L(Ac+€,¢)(q1,92)" < (q1,92)",

for € > 0 small enough, where L(A.; + €, ¢) is the maximum eigenvalue of M(A, + ¢, ¢).
Therefore,
{ —(c(Ac +€) + u)g1 + Pwogz <0, ©)
pg1+A(Ac+€,¢)q2 <O0.

Recall that (A, ¢) = 1 implies that 1 is the maximum eigenvalue of M(A, ¢). There-

fore, for ¢ > c*, there exist g9 > 0 and ¢y > 0 such that (¢o,¢o) satisfies (7) and

(@(&),¢(&)) = (po, ¢o)e’<¢ is a solution of (6).
In the following, we always assume that Rg > 1 and c > c*. Let

W(g) = Wo, - W(&) = max {0, wp — ce1¢},
U(g) = minq goe’<t, T},O}/ and{ U(¢) = max {0,e*¢(pg — Mgq1ec)},
V(@) = min{ goe’ ¢, 20, V(§) = max {0,¢" (¢ — M2e®)},
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where 0,€1, € and M can be defined later. We always assume that

M > max <'Bw0 ) i,%<pﬁwo )fg ,
q1 \&HPo q2 \ apydo
which can ensure U(&) > U(¢), V(¢) > V(¢) for all ¢ € R. Other restrictions on M can be
found later.
For convenience, denote

1 1
Xlzfn'Bwo Xy = — ﬁwO X3:f11’1@ X4: lnﬂ X5— (PO

Ac apgo )LC ocy’y(po e o’ Mgy’ qu

Lemma 3. The functions W (&), U(¢) and V(&) satisfy

/

W (&) >s—bW(E) — BW@©)V(E) , forany ¢ € R;

1+aV(E)’
4 BW(EV(E) ,
cu (¢) > W —uU(g), for ¢ # x1;

V(&) 2 do[(] « V(&) = V(@)] + pU(E) =1V (E), for § # 2.
Proof. By the definitions of W(&) and V (¢), we have

o BWEVE) o PWEVIE)
SEIWE) =T V= T <

In the case of ¢ < x1, we have U(¢) = goe. It follows from V(&) < ¢oe’¢ that
one has

BEEHD () - el @)

BW(E)V (&) — pl (&) — cU (8)

<
< M (Bwogo — (44 cAc)go) = 0.

In the case of & > x1, then U (&) = Bwy/ (ap). Following V(&)/(1+aV(¢)) < 1/a,
one gets

BWEV(E) = 7 Bwo .
W —pl(g) —cl (¢) < — uu(g) = 0.

Therefore, the above two cases yield that

— BWEV(E) =
cl (&) > W ul(¢), forg # xi.
Note that
V)@ <[]~ y>4>oeAcydy+f (@ —y) iy

<
< mm{ 5‘;0 poe™ [ Iy )\cjdy}

If ¢ > xp, then V(&) = pBwy/ (apy). Since U(Z) < Bwo/ (ap),

do[(J % V(&) = V(&)] + pU(E) — V(&) — V' (&) < pU(E) — 9V (&) < 0.
If & < xp, then V(&) = ¢pe’S. Thus,

do[(J % V)(E) = V(&)] + pU(&) — 9V () — V' (&) < ¥ (A(Ac, ¢)o + po) = 0
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by the fact that U(&) < @pe’<%. This completes the proof. [

Lemma 4. For €1 € (0, A¢) and o > max{wy, Bwopo/b}, the function W(() satisfies

W (E) < s~ BW(E) w,f«oré £ 35

Proof. If { > x3, then W(&) = 0, and the conclusion clearly holds. Thus, it needs only to
be shown that the conclusion is valid for & < x3. If £ < x3 < 0, then W(¢) = wy — oe16.
Therefore,

BN (E)T() _ e _ BNETV(E)
s—bW(C) — " v — W' (&) = (b+cep)oeré — S s

(b + cep)oe1é — Bwogpoe’s
e ((b+ cey)o — Bwogg) > 0.

AVAIAY]

This completes the proof. [

Lemma 5. Let € be small enough to satisfy 0 < € < min{A., €1} and M be large enough. Then,
the functions U (&) and V (&) satisfy

/ BW(E)V(S)
cd (Cf.) < W

cV/(8) < do[(J % V) (8) = V(&)] + pU(E) — YV(Z), for # x5.

— uU(S), forg # x4;

Proof. We only consider the case in which x4 < x5; the others can be considered similarly.

Let
o Po Po (Wo\ e Bwoadj + Boeo
M> s\ 7 .
max{ 7’ q2 QZ<0> q1(p +c(Ac +€)) = pwoqa

Then, x4 < x5 < x3 < 0.
Obviously, the first inequality holds for ¢ > x4, and the second one is valid for ¢ > xs.
If x4 < & < x5, then U(&) = 0, V(&) = e*%(¢pg — Mgoe%). Hence,

do[(J * V)(8) = V(§)] + pU(E) — vV(E) — V' ()

> dy [ J(E —y)er (¢ — Mgae)dy — doV(§) — V(&) — V' (§)
= eMSpoA (A, c) — que(’\f“)CA()\c +€,0)

> —pe<S(pg — Mg1e6) > 0.

(10)

If & < x4, then W(G) = wo — 0e16, U(Z) = €' (po — M1e®), V(8) = ' (g — Mgpe®®).
Thus, it is easy to show that

do[(T V)(8) = V(9] +pU(&) — V() — V(&) > —e " M(q28(Ac +€,¢) + pa1) > 0.
Directly, one has

w oe€16
BW(V(E) _ ﬂ_zﬁfg — BwoV (&) + BwoV () — ﬁH;ZZ(é)@

T+aV(Z o
T ViE) _ BeaV(@)  poettv(e)
= PwoV(@) — vy — T
> BwoV (&) — PwondZe?res — Bogoereter)s,

which together with ¢ < 0 yields that



Fractal Fract. 2024, 8, 135 9of 24

ﬁﬁ‘f’v?? — () — ell'(¢)

> MMt (g1 (1 + c(Ac + €)) — Bwoga) — Pwoage?'s — Bope €1
> et (M(qy (p + c(Ac +€)) — Pwogz) — Pword — Poeo)
> 0.

The proof is complete. ]

For X > X := max{|x1], |xa|, —x3, —x4, —x5}, define

W(E) < (&) <W(G), for € [-X, X]
U(g) < ¢(¢) < U(G), for & € [-X, X];
Tx =4 (), (), ¢(-) € C([-X, X],R%)| V(§) < ¢(§) < V(¢), for ¢ € [-X, X];
P(=X) = W(=X), ¢(=X) = U(-X),
P(—=X) =V (-X)
For any (¢(-), ¢(-),¢(-)) € T'x, consider the following truncated problem
cW'(Z) =5 —bW(S) —g(¥(2), ¢(2)), ¢e (=X X],
() = §(9(0),$(6)) — pU), e (-xx

V(&) =dy [ J(E—y)d(y)dy — doV(E) + pe(3) — vV (E), &e(-XX],
W(=X) =W(-X),U(-X) =U(-X),V(-X) = V(-X),

where g((8), ¢(¢)) = BY(5)¢(S) /(1 + (L)), and
{<P(X), > X,

¢(8), [EI£X,
V), ¢<—-X

$(&) =

Then, it follows from the standard theory of ordinary differential equations that system (11)
admits a unique solution (Wy (&), Ux (¢), Vx(€)) satisfying Wx (-), Ux(+), Vx(-) € CY([-X, X])

forany (¢(-), ¢(-), ¢(-)) € I'x.
Define F = (F, B, F3) : Tx — C([-X, X],R?®) by

F($(8), 9(8), #(8)) = Wx(8), Ea(¢(8), 9(8), #(8)) = Ux(Z), F3(¥(8), 9(S), ¢(8)) = Vx(£)-

Lemma 6. The operator F satisfies F(T'x) C I'x. Moreover, operator F is completely continuous.

Proof. By using Lemmas 3-5 and similar arguments to those in ([24], Theorem 2.5), it is
easy to show that F(T'x) C T'x.

Now, we show that F is completely continuous. Let (Wx({), Ux (&), Vx(&)) be the
unique solution of system (11) with (¢(¢), ¢(&), $(&)) € I'x. Then, we can obtain that

Wx(8) = W(-X)e ¢@+%) 4 % /fx (s — g(w(n), ¢(n)))e ¢ ENdy,

I g #
Ux(@) = U(=X)e £E0 4 2 [° e EEgipn), o),

. ¢
V(&) = V(—X)e x4 1 /

- _Xe—d”%@"” (pfp(anv/RI(n y)qﬁ(y)dy)dﬂ-

For any (¢1(5), 1(¢),¢1(¢)) € Tx and (2(8), 92(S), $2(8)) € T'x, it is obvious that

Je I =9)b1(W)dy — [ T = 2()dy = [T = v) (1 (y) — 2 (y))dy
+ [x T = y) (¢1(X) — pa(X))dy.
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Hence,

[0 = 0)biw)dy = [ 10 - y)a(y)dy] <2, max [91(2) ~92(6)

Then, by the definition of (Wx(¢), Ux (&), Vx(§)), it is clear that F is continuous. Fur-
thermore, since Wx(-), Ux(+), Vx(-) € C}([—X, X]), we have that W§, Uy and V are
uniformly bounded on [—X, X] according to Equation (11). Therefore, we can get that
operator F is compact on I'x. This completes the proof. [

It is obvious that I'y is a closed and convex set. Then, it follows from Lemma 6 and
Schauder s fixed-point theorem that operator F admits a fixed point (Wx(-), Uk (-), Vx(-)) €
I'x; thatis,

(Wx (), Ux(£), Vx(¢)) = F(Wx(Z), Ux(¢), Vx(£)) forany ¢ € [-X, X].
For simplicity, we drop the superscript * and denote the fixed point as (Wx (&), Ux (&), Vx(E))

in the following.
Define

CY([-X,X]) = {u() € CY([-X, X])|u(-) and#/(-) are Lipschitz continuous},
with norm

[u'(§) —u' (n)]
u A max |u + max |u + max _
I llen-xx) = max @1+ max W@+ m el

Now, we give some estimations of Wy (¢), Ux(¢), Vx (&) in the space C1 ([-X, X]).
Theorem 1. There exists a positive constant C* independent of X such that
I Wx [ cra—x,x)) < € I1Ux Mlen—x,x) < € Il Vil erx,x) < €
forany X > X.

Proof. Since (Wx(-), Ux(+), Vx(-)) is a fixed point of F on I'x, we have

Wx (@) < w0, Ux() < E0, V(@) < P2 foranyz e [, )

and
W (&) = s — bWx () — EELwx (@),
c%@)lﬂﬁg x(§) — uUx(§), (12)
V(&) =dy [ J(& —y)Vx(y)dy — duVx (&) + pUx(E) — yVx(E).
where
R VX(X)/ C > X/
Vx(¢) = {Vx(é), 51< X,
v, ¢<-X

Obviously, Vx (&) < pBwo/ (apy) for any & € R.
By simple calculations, we can obtain that

1
Wﬂﬂsm—cG+mmﬁ?)

2ﬁw0

| <L, =
(@) < 12 = 222,
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y 2pBwy dy
< = — —_ .
VX(C)‘_ILG capl 1+ y

Denote C; = max {L1,L;,L3}; one has

(Wx(§) = Wx (i< Cil¢ — 71l [Ux(§) — Ux (n)[< CilE =71, [Vx (&) — Vx ()| C1lg — 7],

for any ¢, € [—X, X]. Furthermore,

W@ = W )| = 2[B(Wix(y) — Wx(§)) + EAtrltelns(@)

n
+/5WX(‘:)(VX(’7)_VX(‘:)) + BaVx (1) Wx (&) (Vx (§)—Vx (1)) ‘
T+aVx(2) (I+aVx (1)) (1+aVx(E))

E((o+ £) W) = Wi (&) + 2o Vx () — V(@)1
< %b+§+2ﬁwo)cl|§—’7|-

IN

Similarly, we can obtain

1
U(©) — Ukl < (+ £+ 20 ) Cale =
It follows from assumption (H) that the kernel function J is Lipschitz continuous. Let
Q be its Lipschitz constant. Then, by similar arguments to the proofs in ([25], Theorem 2.8),

it is easy to show

o U@ —9) = 01— ) Vx(y)dy| < (B2 + 22eelllis ¢ )jz— ).
Thus,

V4 (&) = Vi ()] d:ng (J(E—y) — (7 — ) Vx (y)dy| + etr2)C ey

L (do( B2 + 2B0lllie 1 €)) 4 (dy + 4+ p)C1 ) € = 1

IN N

Combining the above arguments, the conclusion follows. This completes the proof.
O

Lemma 7. Suppose that R > 1. For any c > c*, system (3) admits a positive traveling semifront

(W(E), U(S), V(Q)) satisfying

0<W(&) <wp,0<UE) < ia‘:lo,o <V(©) < iﬁz;o,fomnyé eR.

Proof. Let {X,},cy, be an increasing sequence satisfying nETm Xp = +ooand X, > X

for any n € N,. Then, for any n € N, operator F has a fixed point (Wx, , Ux,, Vx,) onI'x, .
Therefore, it follows from Theorem 1 and Arzela—Ascoli’s theorem that there exists a subse-
quence {Xy, }; .y, suchthat (Wx, ,Ux, ,Vx, ) — (W,U,V) in Cl.(R) as k — +oo, for
some (W(&),U(&),V(&)) € [C! (]R)]3. Furthermore, the Lebesgue’s dominated convergence
theorem yields that

tim [ &= v) 0, dy = [ 1@ =y)Vdy = ]+ V)(E).

k—+o0 .

Thus, (W(&),U(E), V(E)) satisfies system (5), and for any ¢ € R,

_ Bwo _
W(E) < W(8) <wo, U(Z) < U(G) <U(E) < i V(@) <V(E) S V() < v




Fractal Fract. 2024, 8, 135

12 of 24

which can guarantee that lim W(¢) = wp, lim U(¢) =0, lim V(&) =0.
f——o0 ——o0 {——o0

Now, we show that 0 < W(¢&) < wo, U({) > 0,V () > 0, for any ¢ € R. Suppose that
there exists &y € R such that W(&p) = 0, and then W/(&;) = 0. Thus, by the first equation
of (5), we have 0 = cW'(&y) = s, which is a contradiction. Hence, W(&) > 0 forany ¢ € R.
The second and third equations of (5) yield that

dy 4+

u'(g) > _ylj(é),andV’(é) > — V(¢)forany¢ € R.

By the comparison principle and the fact that U(¢) > U(&) > 0 for { < x4 and
V(¢) > V(&) > 0for § < xs, it is easy to get that U({) > 0and V() > 0 forall § € R. If
there exists &; € R such that W(&1) = wy, then W/(&;) = 0. Hence, the first equation of (5)
implies that V(1) = 0, a contradiction. This completes the proof. [

In order to show that the traveling semifront obtained in Lemma 7 is indeed a traveling
front, we need to show that the following lemma holds.

Lemma 8. Suppose that Rg > 1. For any ¢ > c*, denote (W(&), U(E), V()) as the traveling
semifront of system (3) obtained in Lemma 7. Then, lim infz_, o, V(&) > 0.

Proof. Suppose by contradiction that there exists a nondecreasing sequence {¢n},cn,
satisfying &, — 400 as n — +o0 and V'(&,) < 0 such that ET V(&n) = 0. Define
n o

Wn(g) = W(‘f»n +§)/Un(€) = U(gn +€)1Vn(§> = V(gn +€)

By similar arguments to those in Theorem 1, it is clear that (W, (), Ux (&), Vu(C)),
(Wi (8), Un(¢), Va(S)) and || Wy ”CU(R)' | Un HCM(]R)/ | Va ”Cl/l(R) are all uniformly
bounded. Thus, Arzela-Ascoli’s theorem implies that there exists a subsequence {1},
such that

(Wnk((:), u'rlk (g)/ Vnk(é)) — (WOO(C)I uOO(g)r Vw(g)), il’1(21106 (R)aSk — +oo,

for some (Weo (&), Uso (&), Voo (€)) € [C? (R)]s. For simplicity, denote (W, (), Up, ($), Vi (€))
as (Wi (&), Un(), Vu()). Obviously, Veo(0) = 0. Then, by similar arguments to those in
([25], Theorem 2.9), we can get that Weo = wp and Voo = 0in R. Let

B un(g) . Vn(é)
PO = T T TV @ Tt " = e [ [Va @) Tl

Then, (¢n (&), Pn()) satisfies ¢, () < 1, ¢ (&) < 1and
{ e9h(8) = PLETET — non(©) 13)
cpn(§) = do[(J * Pn)(E) — Pu(E)] + peu(E) — 1Pu(S)-

By a similar method to above, we can get that there exists a subsequence, denoted

by (¢n(§), ¢n(§)) for simplicity, such that (¢4 (Z), ¢n(8)) = (9o(§), P (&) in Cf (R) as
n — 400, where 0 < ¢ (&) < 1,0 < ¢ (§) < 1and

{ Pt (§) = Poodo(8) — oo (S), (14)
Peo(§) = do[(J # 900) (&) = 9o (D)) + PP (8) — 7190 (E).

is satisfied.

Clearly, max{|| ¢oo || oo, || o [l o}
some {1 € R, then ¢ (&) = 0 and ¢peo (&)
forall ¢ € R.

= 1. Note that if peo(¢1) = 0 0Or ¢o(g1) = O for
=0 orallg;‘ € R. Thus, ¢ (&) > 0and ¢ (g) > 0
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Let ¢(x,t) = @oo(x +ct), Pp(x,1) = poo(x + ct). Then, (¢(x,t), ¢(x,t)) satisfies

H — Bwop(x,t) — ue(x,t) > % —up(x,t), t>0x€eR,

WL — g, [(T+ 9) (x, ) — p(x, )] + pg(x, ) — 19(x, 1), t>0,xeR, (15
9(x,0) = geol(x), 6(x,0) = Poa(), x€R,

where a7 is small enough to satisfy (pBwo — py)/(pya1) > 2. Therefore, the comparison
principle ([17], Lemma 2.3) implies that ¢(x,t) > @(x,t),¢(x,t) > ¢(x,t) forall t > 0 and
x € R, where (¢(x,t), ¢(x, )) is the solution of the following system

Ip(xt) _ Pwog(xt)
ot T Ttag(xh) V‘P(x/t)/ t>0,x R,

WD — 4,[(  9) (x,1) — p(x, )] + polx, 1) — 79 (x, 1), t>0xck, (16
0 < ¢(x,0) < min {@e(x )’fo}’o < ¢(x,0) < min {(P‘X’(x)’?o}’ x € R,

with ( = ((pBwo — py)/ (upar), (pBwo — puy)/ (uyaq)). Recall that Ry > 1. Accord-
ing to ([017], Theorem 3.2), we can get

lim (9(0,1),9(0,1)) = (¢, ¢,)-

t— o0

Thus, 1 < ¢,/2 <liminf; 1 $(0,t) < liminfr o0 ¢(0,¢) = lim inf; 4o Poo(ct) =
$oo(00), which Contradlcts P (&) < 1. Therefore, lim infz_, o, V() > O holds. [

With the aid of Lemmas 7 and 8, the existence of traveling fronts of system (3) for
¢ > c* can be obtained as follows.

Theorem 2. Suppose that Ry > 1. For any ¢ > c¢*, system (3) admits a traveling front with wave
speed c.

Proof. By Lemmas 7 and 8, we only need to prove that élim (W(g),Uu(g),v(¢) =E*.
—+00

Inspired by [22,26-28], we use the Lyapunov method to show that this conclusion holds.

Let f(z) =z—1—1Inz, x1(z) = fz J(y)dy, x2(z) = [Z J(y)dy. By the assumption (H),
without loss of generality, we assume that the compact support of [ is [—r, r]. Then, it is
clear that

x1(y) = Ofory > r, x2(y) = Ofory < —r, x;(0) = %fori =1,2.
Define L(W, U, V)(¢) = L1(¢) + L2(&), where

Li(§) = wf(vfu@) Tewf (uu(f )) i Cypv*f (Vv(*g >>’

(@) = 2 [ g (FE g - S [ (VD ay

and (W(¢),U(E),V(E)) is the solution of system (5). It is clear that L(W, U, V) (&) is
bounded from below by Lemmas 7 and 8. Following similar calculations to those in [22,27],

= () prer()
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Thus,

AWUYV)E)  _ dL@) | dla(¢)

ac = & az
_ b * * w* WVu* (14-av*) Uv* 1+aV
= —wW—w")"+pu (4— W ~ Uoror(i4av) ~ wV ~ Ttao"

aut (V—o* 2 dy o* dL
-+ 4 (- 50 @) v+ 48

_ b %) 2 * w* WVu* (14+-a0*) Uo* 1+aV
= —wW—w")"+pu (4_ W T Two(+av)  w'V _ 1tao®

au* (V—o*)? dopv* v(ic-y)
- (lzav)(lﬂw*)v* - ‘;7 fR ](]/)f( V(C)y )d]/
< 0

Hence, L(W, U, V)(&) is non-increasing on ¢ > 0. It is clear that d[“(w’di%’v)(g) =0if
and only if W(¢) = w*, U(&) = u*, V(&) = v*. Then, by similar arguments to those in ([22],
Theorem 2.1) or ([29], Theorem 2.3), the conclusion is valid. [

2.2. The Existence of a Traveling Front with Wave Speed ¢ = c*

Theorem 3. Assume that Ro > 1and ¢ = c*. Then, system (3) admits a traveling front with wave
speed c*.

Proof. The proof is divided into the following three steps.

Step 1. System (3) admits a bounded traveling wave solution.

Choose any nonincreasing sequence {cs },cyy, satisfying c, — ¢* as n — +oo and
c* <cip1 <c¢; <cp =c*+1foranyi € N,. Then, for any c;, system (5) admits a positive
solution (W, (&), U ($), Vi (E)) satisfying (W, (—o0), Uy (—00), V;,(—00)) = (wp,0,0) and
0 < Wy(8) < wp,0 < Uy() < PBwo/(ap),0 < Vu(&) < pPwo/(apy) for any ¢ € R by
Theorem 2. Obviously, (W, (&), U, (&), Vi (&)) is uniformly bounded. Moreover, it follows
by similar arguments to those in Theorem 1 that (W},(¢), U5 (¢), Vi(€)), || Wa [lc1(r)
| Un llcr1ry and || Vi [|c11(g) are all uniformly bounded. Then, Arzela—Ascoli’s theorem
yields that there exists a subsequence {cy, }, N, such that

(Wi (8), U (&), Vi (8)) — (W(E), U(£), V(£)),inCl,.(R)ask — +o0,

for some (W(&),U(&),V(¢)) € [C (R)}S. It is easy to see that (W(&), U (&), V(E)) is a
nonnegative bounded solution of system (5), and 0 < W({) < wy,0 < U(&) < Bwo/ (ap),
0 < V(&) < pBwy/(apy) for any ¢ € R.

Step 2. (W({), U(E),V(E)) is positive.

In the following, we still denote (Wy, (&), Uy, (), Vi, (€)) by (Wu(8),Un(E),Va(E)) for
simplicity. Suppose that

~—

sup (wo — Wy (&)) — 0,sup U, (&) — 0,sup V4, (&) — 0,asn — +o0. (17)
¢eR ¢eR ¢eR

Then, forany 0 < € < (pBwo — u7y)/ (pB + 2upa) small enough satisfying pp(wo — €) /
(uy) > 1, there exists a N > 0 large enough such that

wy — € < Wy (&) < wp, Uy (&) < €, Vy(&) < g,forn > Nand? € R.

Thus, for n > N, we have

{ e (&) > PETHEE — ulin(©)

: (18)
Vi (§) = do[(J  Va) (§) = Va(&)] + pUn(8) — YV (E)-
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Let uy(x,t) = Up(x +ct), v4(x, ) = Vi (x + ct). Clearly, u,(x,t) and v, (x, t) satisfy

) > Bt — b (), t>0,xER,
00uL6t) — g [( % 00) (%, 1) — 0 (x,8)] + pin(x,) — yoa(x,8), t>0,x€R,  (19)
un(x,0) = Uy(x),v,(x,0) = Vi (x), x € R.

It then follows from the comparison principle ([17], Lemma 2.3) that u,(x,t) >
u(x,t),v,(x,t) > v(x,t) forallt > 0 and x € R, where (u(x,t),v(x,t)) is the solution
of the following system

el) — Bl Red) _ pu(x,t), > 0,xER,
W) — g, [(T % 0)(x,£) — v(x, )] + pu(x,t) — yo(x, 1), t>0,xeR, (20

0 <u(x,0) <min{Uy(x),ug},0 <2(x,0) < min{Vy,(x),v5}, x€R,

with (19, 29) = ((pB(wo —€) — py)/ (upa), (pB(wo — €) — py)/ (wyw)). According to ([17],
Theorem 3.2), we have:

i (u(x,t),v(x,t)) = (uy,9)-

Therefore, € > lim inf;_, oo Uy (ct) = lim infi oo u,(0,¢) > liminfi 1o u(0,¢) >
ug/2 > €, a contradiction. Hence, (17) does not hold. Recall that gEIEI (Wi (&), U (E),Vu(E))

= (wp,0,0). Therefore, we can assume by some transformation that for € > 0 small enough,
wo —€ < Wy (&) <wo, Uy (€) <€, Vy(&) <eg for <0,
and at least one of the following three equalities holds:
W, (0) = wy —€,U,(0) =€, V,(0) =e.
From the definition of (W({), U(&), V(&)), one has
wo—€ < W(G) <wo, U(E) <€ V(E) < ¢ forf <0,
and at least one of the following three equalities holds:
W(0) =wy—¢€,U(0) =¢,V(0) =e.

By similar arguments to those in Lemma 7, it is clear that W({) > 0 for all { € R. Then,
the second and third equations of (5) show that U(¢) = 0and V(&) = 0 for all { € Rif there
exists & € R such that either U(&1) = 0 or V(¢1) = 0 holds. Therefore, in the case that
either U(0) = e or V(0) = € holds, U(&) > 0 and V() > 0 for all ¢ € R. In the case that
W(0) = wo — €, suppose that there exists ¢, € R such that U(¢z) = 0 or V(&) = 0. Then,
U(¢) =0and V(&) = 0 for all { € R, which yields that cW/(0) = s — bW(0) = be > 0.
However, wy — e < W(&) < wy for { < 0 and W(0) = wy — € imply that W/ (0) < 0, a
contradiction. Thus, U(¢) > 0and V(&) > 0 for all { € R. Therefore, combining the above
arguments, we can conclude that (W(¢), U(&), V({)) is a positive solution of system (5).

Step 3. (W(¢), U(E), V(E)) satisfies boundary conditions (4).

We now show that (W(—c0), U(—00), V(—00)) = (wy,0,0). By the second equation
of (5) and U, (—o0) = 0, it is easy to show that

_B ¢ty Wa(z)Va(z)
U, (&) = - /_ooe mdz,forg’, eR.

Therefore, V, (&) satisfies

V() = do[(J * Vi) (8) = V(&) + (Vi (E), ), foré € R,
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where

_ PB [F . te o) Wa(2)Va(2)
MV (€),) = —1Val@) + 72 [ o8 B Blas

Choosing an € > 0 small enough to satisfy pB(wo — €)/u — v > 4epPawy/p and since
Wy (&) > wo — € for { < 0, some simple calculations yield that, for ¢ < 0,

hy, (0,8) = =y + @ fio e cCAW,(2)dz > —y+ p—f fio e €2 (wy — €)dz
pﬁ(u;?—e) —v>0,

< 2pBawg '

[y, v, (Va(£), ) "

pilB/g e_%(é_z) —ZDCWn(Z) dZ
¢ Joo (1+aV,(z))°

Since V,(¢) < e for ¢ < 0and
h(Vn(C),C) - h(O, C) - hQ/n(O, C)Vn(é) = hlvn (leé)Vn(g) - hlv,, (Or C)Vn(é)
= hyy (22,8)z1Va(8),

where z1,z € [0,V,({)], it is clear that h(V,(¢),&) > hy, (0,8)Va(g)/2 for any ¢ < 0.
Hence, for ¢ < 0, we have

V(&) = do[(J * Vi) (&) — Vu(&)] + By, (0,8) Vi (&) /2.

Then, by similar arguments to those in ([30], Theorem 3.4), for ¢ < 0, we have,

V(&) +do [ JW) fo Va(& —0y)dody > [ i, (0,2) 5 dz 1)
> %(%_7) [% Val2)dz.

Obviously, the left side of the above inequality is less than ce 4 d,re when ¢ < —r.
Thus, for n large enough,

2uy(ce + dyre)
pB(wo —€) —p7y’

/ _oo Va(£)dE <

which implies that

-t 2uy(ce + dyre)
L0 S g e

Therefore, it follows from the boundedness of V'(¢) that glim V(&) = 0. Meanwhile,
——00
following ([31], Lemma 2.3), we can get érlim V(&) = 0. Let {1, } be a nonincreasing
——00

sequence satisfying #, — —oo as n — +o00. Then, by the Fatou Lemma, we have
V(—o0) <liminfy oo (J * V) (11n) < limsup, . (J* V)(u) < V(—00),

which yields that 1_1}_{1 ((J*V)(n) —V(yn)) = 0. Thus, the third equation of (5) can
n o
guarantee that 1_1}1}_1 U(n,) = 0. Then, it follows from the arbitrariness of sequence {1, }
n o)
that lim U(&) = 0.
{——co
In the following, we show that glim W(¢) = wg. Let W = lim infs_, o, W(¢) and
—>—00
W = limsup; , W(Z). If W < W < wy, then there exists a sequence {x,} satisfying
Xy — —00 as 1 — +oo such that 1_1>T W(x,) = W and W/(x,) = 0. Since V(—o0) = 0
n [}

and W < wy, for 0 < € < b(wy — W)/ (b + Bwy), there exists N, > 0 large enough such
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that V(x,) < € and W(x,) < W + € for any n > N,. Therefore, for n > N, the first
equation of (5) yields that

BW (xn)V (x1)

0=cW(x;) =s—bW(x,)— T+ aV ()

>s—b(W+e)— Bwoe >0,

a contradiction. Hence, W = W. Thus, élim W (¢) exists, which implies that W/(—o0) = 0.
——00

Then, by the first equation of (5), V(—co) = 0 and similar arguments to above, one has that
W(—00) = wp. In addition, by similar arguments to those in Lemma 8 and Theorem 2, we
can get Clirn (W(E),U(g),V(€)) = E*. The proof is complete. [

—+00

2.3. The Nonexistence of Traveling Fronts for 0 < ¢ < c*

In order to show the nonexistence of traveling fronts for 0 < ¢ < c*, we first need to
prove the following lemma.

Lemma 9. Suppose that Ry > 1. Let (W(&), U(E), V() ) be a bounded positive solution satisfying
boundary conditions (4) and system (5). Then, there exists p > 0 such that supgcg {u(@)ert} <

+00, supge {V(§)e 7} < +00, supy g {U'(E)e ¥} < oo, and supgee {V/ (@) #F} < +oo

Proof. Obviously, W({) < wy for all { € R. In fact, if there exits {y € R such that
W(&o) > wo, then the first equation of (5) implies that W/ (&) < 0, which induces that
W(—o00) > W(&p) > wy, a contradiction.

Since R > 1, there exists € > 0 small enough such that

R, PBwo—e)
AR R

Note that glim (W(E),U(g),V(¢)) = (wp,0,0). Then, for a fixed € > 0 small enough,
——c0
there exists ¢; < 0 such that

wo—e <W(E) <wp,U(E) <€, V(E) < e, foranyé < {.

Thus, the second and third equations of system (5) yield that

{ ' (£) > PGSO (), t<a, )
V(&) = dol(] + V)(@) = V@] +pUE) —7V (@), E<a

Denote

0@ = [ uEds e = [ v ki@ = [* ais i@ = [ o

Clearly, [, (] % V)(s)ds = [ J() [£. V(@)dzdy = [ J(1)Qa(& — y)dy = (] * Q2)(©).
Therefore, integrating the both sides of (22) from —oco to ¢ w1th ¢ < 1 yields that

{ cl(g) > % —nQ1(8), (23)
cV(E) = do[(J * Q2)(§) — Q2()] + pQ1(&) — 1Q2(8).

Again, integrating the both sides of (23) from —oo to ¢ with ¢ < {1, we have

{ CQ1(C> f‘fa:)Kz(@ uKl@, 1)
cQa(8) —do [*, [(J * Q2)(5) — Qa(s))ds = pKi(2) — K2 (&)
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Moreover, according to that fact that yQ,(& — 0y) is nonincreasing with respect to
6 € [0,1], we have

~do J5 [0+ Q2)(s) = Qals)lds = do [ (0) [, Qa(s)dsdy
do [o J(¥)y fol Q2(& — 0y)dody

gv e JW)y fy Qa(&)dody

IA -l

Hence, for ¢ < ¢y, (24) yields that

{ch Bl DKo (8) — ks (©), (25)
cQ2(8) = pK1(S) — vK2(9).

Obviously, for any T > 0,

K@= [ aets= [T a@-tz [[aE -z e,

Ka(@) = | in(S)dSZ /0 Qe - 2)dz > /(f@(é—z)dzerz(é—r).

Then, by the inequalities of (25), it is easy to see that

c(pi() +#Qa(@) = (PR Y kate) = (PR et - )

(1 + D 0ue)) > (PR - k@) = (PR — )t -

Therefore,

(fy+ B0 p+ 1) (Q(2) + Qa(2))
> c((p+1Qu@) + (1 + B2 :(0)
> (P — iy ) T(Qi(E — ) + Qo — 7)):
Hence, there exists 71 > 0 such that Q1 (& — 11) + Q2(& — 1) < (Q1(¢) + Q2(&))/2

Let H(&) = (Q1(€) + Qa(&))e %, where p = In2/7; > 0. Itis clear that H(& — 7;) < H(¢)
for all § < &;. Denote by [—r, r] the compact support of J. Then, for § < §; — r, we have

[(J*Q2)(§) — Qa(&)| =

fg y dsdy‘ <er.

By the equations of (23), for { < {1 —r, we have

pB(wo — €)

pU(E) + ¥ (€) — dupl( % Q)©) — Qa(@)] = (P

m) (),

veu) + B D) - a LD 1 00 - a(@) = (B2 - i) @i @)
Thus, it follows from the boundedness of U({) and V(&) that Q1 (&) and Q,(&) are
bounded for { < ¢; — r, which together with H({ — 71) < H({) indicates that H(¢) is

bounded as & — —oo. Thus, Q;(&)e ¢ and Q(¢)e *¢ are bounded as & — —co.
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On the one hand,

f§+r &—2z)e P20y (2)e P7dz
f, J(y)e?¥dy  sup  {Qa(z)e F*},

z€[E—r,C+7]

(J*Q2)(&)e & = [T J(y)Qa(E — y)e Pedy

IN I

which yields that (J * Q2)(&)e™*¢ is bounded as ¢ — —oco. On the other hand, the second
and third equations of system (5) yield for § < &1,

cl'(¢) < B(wo +€)V(¢) — ul(Q),

cV'(E) =do[(J*V)() — V( )+ pU(E) —7V(), (26)
cl(g) < ﬁ(wo+€)Q2(C) 1Q1(2),

CV(@) do[(J * Q2)(&) — Q2(&)] + pQ1(¢) — 1Q2(8)-

Thus, one can get that U(&)e ¢, V(&)e ¢, U'(¢)e ¢ and V' (&)e ¢ are all bounded as
¢ — —oo. Then, since (W(¢), U($), V(¢)) satisfies (4), it is obvious that sup;c {u@ere} <

09, Sup; g {V(©)e P} < +09, supy e {U/(E)e#¥} < +oo,and supgeg {V/()e 7} < +oo.
This completes the proof. [J

Theorem 4. Suppose that Ry > 1 and 0 < ¢ < c*, then system (3) does not have a traveling front
with wave speed c.

Proof. Suppose, by contradiction, that there exists (W(&), U(&), V(¢)) satisfying system
(5) and boundary conditions (4) with W(&) > 0,U(¢) > 0, V(&) > 0 forall § € R. Then, it
follows from Lemma 9 that W(&) < wy for all ¢ € R and there exists p > 0 such that the
results in Lemma 9 hold.

Now, we show that sups. { (wo — W(E))e e} < +o0. Let T(&) = wy — W(E). Then,
T(—o0) = 0. By the first equation of (5), we can obtain that

er'(@) +o7(e) = EMEND),
which yields that
[ b
T(E) = i/mec(ycﬂwc@g @/m <OV (y)dy.

Thus, supcp {T(&)e~P¢} < 400 holds by using SUPzeR {V(&)e P} < Hoo0.
For a bounded function ¢(¢) > 0, define its two-sided Laplace transform as

Ly(A) = /R @(&)eMdE, A > 0,9(E) > 0.

Clearly, Ly (A) is defined in [0, A;;) such that A§ < +oo satisfies lim Lq,( ) = +o0

e}\q,
or Aj = +oo. Denote the two-sided Laplace transform of U(&) and V(§) by L7(A) and
Ly (A), respectively. Obviously, Af; > p and A{, > p.
Taking the two-sided Laplace transform on both sides of the second and third equa-
tions of system (5), we get that

1+aV ()

(27)
AA, C)E (A) = pLu(A).

{ (C/\+V )L fR BW(Q)V(E) —/\édér
Since

[ We)‘gdé < pwoLy(A),
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the first equation of (27) implies that A;; > A{. Then, for A € (0, min {A"(c), A, }), where
AT (c) is defined in Lemma 1, the first equation of (27) yields that

and the second equation of (27) implies that

BunLy(A) — (cA + p)Ly(A) = PELOT (A TWARS ooy

p
Hence,
A1)A(Mc -
P 0N £ () = p [ (w0 — 110D )V ()M, (28)

Since 0 < ¢ < ¢*, Lemmas 1 and 2 infer that pfwg + (cA + p)A(A,c) > 0for A €
(0, A" (c)]. Furthermore,

Jr (wo - %)V@)e%%? = Jr (wo — W(&) + %)Wé)e*%g
Ja(wo = W(E))V(§)e g + wawo [ VA(§)edg,

IN

which together with sup;.g {(wo — W(&))e P} < 400 and SUPzcR {V(&)e "} < +oo

infers that Aj; > A™ (c). Thus, Ly (A) is well defined for all A € (0, A" (c)]. It follows from
Lemma 1 that A(A,¢) — 0 as A — AT (c). Therefore, it follows by (28) that

M)A . -
0 = F’WH(CV\?F)( ~B J (wo 1+a(‘§()§)>v(§)e ASqE
Blx 1+w§ V(¢)e™ édé > 0,asA — AT (c),

a contradiction. This completes the proof. [J

Remark 2. Theorems 2, 3 and 4 imply that c* defined in Lemma 2 is the minimal wave speed of
system (3).

3. Discussion of Results

It was found that when the kernel function takes a special form, the model with a
nonlocal dispersal operator exhibits similar wave propagation properties to the model with
a fractional Laplacian operator [32]. In fact, fractional Laplacian and fractional derivatives
are special cases of nonlocal dispersal operators [33,34]. As far as we know, there are
few results on the propagation dynamics of the degenerate viral dynamical model with
fractional diffusion or a nonlocal dispersal operator. Thus, the results obtained in this paper
can not only provide some insights into the spreading speed and the propagation dynamics
of a virus but also provide a basis for the propagation properties of a viral dynamical model
with fractional diffusion.

Recall that system (3) is neither a cooperative system nor a competitive system. At
present, there are still some difficulties in giving an exact expression for the asymptotic
spreading speed of system (3) and in elucidating the relationship between the minimal wave
speed and the asymptotic spreading speed. In the following, we show some numerical
arguments by using MATLAB R2016a. We divide the simulation into two steps.

e  Choose an appropriate spatial domain and then discretize it. We take the domain
to be [—500,500]. The discretization step size is 0.2, which results in 5001 ordinary
differential equations. Under our specified parameters and initial values, the viruses
are always away from the boundaries of the domain during our simulation.

e Let 0.05 be the time step. We use the ode45 function in Matlab to solve the ordinary
differential equations for numerical simulation.
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In addition, inspired by [35], we use the slope of the boundaries of the virus’s spreading
domain to estimate the asymptotic spreading speed of the virus.

We now give the estimation of the asymptotic spreading speed and show the relation-
ship between the minimal wave speed and the asymptotic spreading speed of system (3)
by simulations. Let the parameters values be

s = 2.6 x 10%cellsmL~'day !, 4 = 0.26day !, p = 2.9virionsday 'cells*,

B =225 x 10~ "mLday ‘virions !,y = 6.0day !, b = 0.0026day *,

which were used for HCV infectious transmission [36]. Then, the basic reproduction
number Ry = 4.1827 > 1. Additionally, we assume that # = 1 x 10~’mLvirions?,
d = 0.lmm2day !, J(x) with compact support [, r] satisfies

1

](X) = f:rgX2£72 dx ’

0 |x|> 7,

and the initial data w(x,0) = 1 x 107 for x € R, #(0,0) = 200, v(0,0) = 1500, u(x,0) =
v(x,0) = 0 for all x € R~ {0}. Setting the radius of compact support as r = 2, we can
get that the minimal wave speed ¢* = 0.3177 by Lemma 2 and find that system (3) admits
a non-monotonic traveling front which has a hump in the profile (see Figure 1a). Let
v* = 0.0001 be the threshold value above which the virus can be detected. It is found that
the asymptotic spreading speed is approximately equal to 0.32 > c* (see Figure 1b), which
implies that the asymptotic spreading speed may be larger than the minimal wave speed.

x10°

2 T 500
R —t=1000
: —t=1100]
=15l t=1200]
= —t=1300
o o
= 8]
2 g
= 1f g 0
g A
=}
205
o
) | O 1 |
0 —500 L L
—500 0 500 0 500 1000 1300
Distance Time t
(a) (b)

Figure 1. Solutions of system (3). (a) Evolution of virus population. (b) Evolution of the virus
spreading domain.

Next, we studied the influences of the diffusion ability d, and the radius r of compact
support on the minimal wave speed c*. Figure 2 shows that c* increases as d, or r increases
(the parameter values are fixed to those in Figure 1 except for d;, or r). Hence, decreasing
the diffusion ability or diffusion radius may postpone the spread of the virus.

Finally, we investigated the influences of the diffusion mode on the spreading speed.
Assume that the virions can move either in the form of nonlocal dispersal or in the form of
local dispersal (Laplace diffusion). Let the parameter values and initial data be the same
as those in Figure 1 except for the radius r of compact support. Figure 3 shows that the
solutions have a large hump for both local and nonlocal dispersals. It also shows that the
virus with nonlocal dispersal spreads faster than the virus with local dispersal when the
radius r is larger, while the inverse is true when the radius r is smaller. Thus, there may
exist a threshold value r* such that a virus with nonlocal dispersal and a virus with local
dispersal have the same asymptotic spreading speed when r = r* and a virus with nonlocal
dispersal spreads faster (slower) than a virus with local dispersal when r > r* (r < r*).
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Hence, nonlocal dispersal can postpone the spread of a virus when the diffusion radius is
smaller and accelerate the spread of a virus when the diffusion radius is larger. In fact, it is
found that the minimal wave speed for nonlocal dispersal is smaller than the minimal wave
speed for local dispersal when the diffusion radius is small enough, and it can surpass the
minimal wave speed for local dispersal when the radius increases (see Figure 2b), where
the minimal wave speed for local dispersal can be defined by similar arguments to those in
Section 2.

0.65 T T T T 2 T T
0.6k ] —Nonlocal dispersal
' . - ~Local dispersal
055} 1 |
wn
[
051 2
% z 1
0.45¢f 3
0.4} !
=05
o3¢,/ 1
0.3 . . . . 0 + . . +
0.1 0.3 0.5 0.7 0.9 1.1 1 3 5 7 9 11
dy The radius r of compact support
(a) (b)

Figure 2. The influence of parameters on minimal wave speed. (a) The influence of diffusion ability
on c¢* (nonlocal dispersal). (b) The influence of radius r of compact support.

9 x 109
E —Nonlocal: r=1
— —Local dispersal
B 15} Nonlocal: r=2
o<
5]
2}
=
]
£
g
2 0.5
Q
<
g
—500 0 500

Distance z

Figure 3. The concentration of v(x,1300) for local or nonlocal operator.

4. Conclusions

Inspired by the phenomenon of viruses spreading like traveling waves [13], and
considering the actual situation of virus transmission, we established a degenerate viral
infection dynamical model with a nonlocal dispersal operator and analyzed the existence of
traveling wave solutions of the model. We proved the existence of traveling wave solutions
connecting the virus-free steady state and the positive steady state with wave speed c > c*¥,
as well as the nonexistence of traveling wave solutions with 0 < ¢ < ¢*. Thus, we can
conclude that c* defined in Lemma 2 is the minimal wave speed of system (3). It is worth
mentioning that the lower-bound estimation of the traveling wave solutions was achieved
by adopting rescaling methods and the comparison principle, which is a challenge for some
nonlocal models. While other methods may exist, our method is much simpler and can be
easily adapted for application to other models with nonlocal dispersal.

Furthermore, the relationship between the minimal wave speed and the asymptotic
spreading speed and the influences of the diffusion mode and diffusion ability on the
minimal wave speed or the asymptotic spreading speed were investigated via simulations.
Both the theoretical and numerical simulation results indicate the existence of traveling
wave solutions of system (3), which is consistent with the evidence presented in [13]. Based
on the simulations, we conclude that the asymptotic spreading speed may be larger than



Fractal Fract. 2024, 8, 135 23 of 24

the minimal wave speed, and decreasing the diffusion ability or diffusion radius may
postpone the spread of the virus. Nonlocal dispersal can postpone the spread of the virus
when the diffusion radius is smaller and accelerate the spread when the diffusion radius
is larger.

For the proposed model in this study, there is a typical characteristic, i.e., the target cell
cannot move freely within the host, which is suitable for HBV or HCV infections. However,
due to the diversity of viruses, there also exists some viruses, such as HIV or HTLV, for
which their susceptible target cells and infected cells can move freely within the host and
may have different mobilities. Therefore, if we consider nonlocal dispersal and different
mobilities in both the target cells and virions, two interesting questions naturally arise that
are worth further study: can the virions propagate as a traveling wave front, and what is its
minimal wave speed? Moreover, during our analysis, we assumed that the kernel function
K(x) is symmetric. However, the actual environment is very complex, and the virions may
diffuse asymmetrically within the host. The traveling wave solution and minimal wave
speed of a model with an asymmetric dispersal kernel function should be further studied.
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