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Abstract: Passive acoustic aircraft and wake localization methods rely on the noise emission from air-
craft and their wakes for detection, tracking, and characterization. This paper takes a holistic approach
to passive acoustic methods and first presents a systematic bibliographic review of aeroacoustic
noise of aircraft and drones, followed by a summary of sound generation of wing tip vortices. The
propagation of the sound through the atmosphere is then summarized. Passive acoustic localization
techniques utilize an array of microphones along with the known character of the aeroacoustic noise
source to determine the characteristics of the aircraft or its wake. This paper summarizes the current
state of knowledge of acoustic localization with an emphasis on beamforming and machine learning
techniques. This review brings together the fields of aeroacoustics and acoustic-based detection the
advance the passive acoustic localization techniques in aerospace.
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1. Introduction

Aeroacoustic noise is an inevitable consequence of flight. Despite significant progress,
modern aviation will continue to be plagued by noise emissions emanating from the propul-
sion system, aerodynamically-inducted noise on the fuselage and control surfaces, as well
as from a myriad other sources, such as aerodynamically-excited structural vibrations.
Aircraft noise is a generally undesirable feature, especially around airports in populated
areas, where deleterious effects of noise are to be minimized. Over the years, a number of
noise mitigation strategies have been adopted by the aerospace industry [1], and aircraft
designers are increasingly including aeroacoustics into the standard aerodynamic optimiza-
tion considerations [2] and future supersonic vehicles [3]. Yet, despite all these attempts, a
finite amount of acoustic sound will always be generated from a lift-generating vehicle.

In a separate sphere of aerospace activity, the detection, tracking, and characterization
of aircraft and their wake is a critical component of modern day aviation. Aircraft and
wake localization is used to avoid collisions, detect potential threats [4], and optimize air
traffic by better understanding wake turbulence. The identification of wake turbulence, for
example, is a simple way to increase airport capacity and reduce the environmental impact
of aviation [5]. Classically, ground-based localization systems rely on RADAR and LIDAR-
both very expensive technologies— and the information is often supplemented by other
instrumentation. Although these technologies are robust, their efficacy is reduced when the
aircraft or its wake is out of the line-of-sight, in the presence of electromagnetic noise, or
operating in unfavorable weather conditions. Furthermore, these systems are often blinded
in the presence of smaller aircrafts such as drones [6], which are increasingly problematic
in controlled airspace [7]. Acoustic-based aircraft identification and localization techniques
overcome some of these challenges and represent an alternative that leverages the overall
acoustic emissions from aircraft.
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These two fields within aerospace, namely aeroacoustic noise and acoustic-based de-
tection methods, often co-exist in separate disciplinary spheres. The study of aeroacoustic
noise is primarily the focus of fluid dynamicists and acousticians, while acoustic-based de-
tection and tracking methods fall within the realm of signal processing and remote sensing.
Although, the more interdisciplinary sub-field of aerospace acoustic imaging methods [8]
overlaps both spheres of knowledge. As acoustic-based detection methods are continually
evolving, it becomes relevant to compare and contrast the state-of-the-art in both aircraft and
wake aeroacoustic noise characterization and the acoustic-based detection techniques that are
simultaneously being advanced. This article presents a modern bibliographic review of our
current understanding and characterization of aeroacoustic noise sources (of both the aircraft
and its wake) and the state-of-the-art advances in acoustic-based localization technologies.

1.1. Context

Aircraft noise-often understood as unwanted sound-is produced by a variety of
sources, including the landing gear, high-lift devices, propulsion system, and airframe
interaction. Additionally, noise sources can be found in turbulence/airfoil interaction, trail-
ing edge noise, and the turbulent boundary layer/structural interaction. The characteristic
frequency distribution of these noise sources, especially the acoustically dominant sources,
is used to develop acoustic noise [9] and noise immission models [10] that help predict
the acoustic footprint of an aircraft. These unique acoustic signatures can also be used to
identify specific aircraft [11,12]. The characteristic frequency distribution represents the
superposition and linear and nonlinear interaction of all the acoustic modes. Therefore, it
is often relevant to understand the acoustic characteristics at a component level. A number
of review papers have focused on the acoustic noise emission from aerospace vehicles,
generally with specific focal points. Much of the early computational aeroacoustic work
focused on jet noise [13,14]. With the reduction in the relative importance of jet noise in
modern aircraft due to higher bypass ratios, other sources have increasingly become the
focus of more targeted studies. For example, Ihme [15] summarized the state-of-the-art in
understanding and characterization of engine core noise. Classical works [16,17] have re-
viewed the propeller, rotors, and lift fan noise; the noise consideration of modern open-rotor
designs have also gained attention [18]. Airframe noise, which is becoming increasingly
important, was reviewed by Molin [19] with a specific emphasis on modeling; a compre-
hensive review of noise modeling and wave propagation was conducted by Filippone [9].
A summary of the state of computational aeroacoustics, with a strong aerospace focus,
was recently completed by Moreau [20], who argues that we are entering the third golden
age of aeroacoustics, which goes beyond the integration of higher fidelity simulations
into realistic flow geometries. A number of works have also summarized the advances in
noise mitigation strategies [1,21]. Flow-generated noise, especially at a component level,
shows unique characteristic features that make it well-suited for acoustic-based tracking
and characterization. The present review will highlight noise sources that are particularly
relevant to modern passive acoustic-based localization methods.

Aircraft wake vortices, although not typically associated with aircraft noise, represent
an important subject of study for aerospace tracking and detection methods. Wing tip
vortices arise due to the pressure difference on the wing and result in a pair of counter-
rotating vortices at the wing tip. The identification of these vortices is particularly important,
primarily for safety reasons, as the downwash caused by these powerful vortical structures
can impact the flight of a following aircraft. The wake vortex identification can also be
used as a means to increase airport capacity by minimizing the conservative delay times
between departures and landings [22] by better characterizing of the position and evolution
of these vortical structures. Using high-fidelity predictive modeling, hazard zones can
be defined [23]. The identification of wing tip vortices is also particularly important in
high-speed formation flight as it can greatly modify the dynamic load on the aircraft [24].
There have been a number of concerted efforts to improve ground-based (see [25]) and
on-board wake detection systems [26], most relying on LIDAR. Comprehensive reviews of
wing tip vortices have been proposed in the literature [25,27], although the acoustic-based
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detection methods are not addressed in detail. Rokhsaz and Kliment [28] and George
and Yang [29] have presented reviews of wake detection methods with details on passive
and active acoustic-based methods. A passive acoustic approach relies on the localization
of the expected noise sources by triangulation of measured pressure fluctuations from a
microphone array; an active acoustic approach generates an acoustic signal and computes
the position of the wake vortex based on spatial/frequency or temporal change in the
measured acoustic signal. A variety of works contain examples of active wake detection
methods [30-32], as well as analytical frameworks for their investigation [33].

The detection, localization, and characterization of both the aircraft and its wake are of
critical importance for safety and operational concerns. The various candidate technologies
for wake vortex detection have been summarized in [34]. Although optical detection
techniques such as LIDAR are often used [35], they have many shortcomings. Optics-based
detection offers undeniable advantages, but these technologies are particularly problematic
in difficult atmospheric conditions such as rain or snow. They also have a limited range. For
smaller-sized drones and other low-flying aircraft, the detection is particularly challenging
as they fly below RADAR-based tracking systems [36] and are thus favored for illicit
operations, including drug smuggling [37] or for entering protected airspace. Similarly,
on board tracking and detection systems are important to mitigate mid-air collisions.
Traffic collision avoidance systems (TCAS) are required by the FAA for a turbine-powered
commercial aircraft over a certain weight, but this same requirement is not applicable to
smaller-sized UAVs. In these classes of vehicles, the size, power, and cost requirements for
LIDAR based systems are difficult to justify. Passive acoustic-based methods, which are the
focus of the present review, can offer a viable alternative for detection, localization, and
characterization over a wide range of conditions.

Some passive acoustic detection approaches rely on the tonal or frequency-specific
features of the acoustic emission due, for example, to propellers noise [38] or infrasonic
sound emission in wing tip vortices [39]. Acoustic-based aircraft and wake detection
systems offer many advantages, including low cost, weather resilience, and low latency [34].
It should be noted that the identification efficacy of the phased microphone array was
found to be inferior to LIDAR for identifying wake vortices [40]. Acoustic methods are
also utilized in the in situ monitoring of aircraft structures [41], although this aspect falls
outside the scope of the present work.

1.2. Motivation

Passive acoustic techniques for aircraft localization have a long history in aerospace,
especially for defense-related applications. They present many advantages in terms of cost,
flexibility, power requirement, latency, and weather resilience. Passive acoustic techniques
rely on the acoustic signatures of the noise source for identification and tracking. Therefore,
the future development of these approaches cannot be made without an understanding of
the modern acoustical features of aircraft, including smaller UAVs, and their wakes. The
present review seeks to bring together the advances in aeroacoustic noise understanding and
prediction with the continually evolving field of passive acoustic localization techniques.

1.3. Organization of the Paper

This review article builds on scientific works from a variety of disciplines and syn-
thesizes the knowledge to advance the field of passive acoustic detection and localization.
In Section 2, an overview of the dominant aeroacoustic noise sources in aircraft is pre-
sented. The focus is specifically on acoustic sources that could be used for passive acoustic
localization. The acoustic characteristics of wake vortices will be summarized in Section 3,
where the modern developments in vortex sound are reviewed. The propagation of a given
acoustic source through the atmosphere will be considered in Section 4. An overview of the
source localization algorithms (Section 5) will then be summarized, and afterwards, final
conclusions will be drawn. The organization of the work, presented in graphical form, can
be seen in Figure 1.
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Figure 1. Visual summary of the main sections of the present review paper.

2. Aircraft Noise Sources for Tracking

The source of aircraft noise is complex and various components contribute to the aircraft’s
overall acoustic signature. The present review focuses on the noise sources that can be relevant
for acoustic detection, that is to say, sources with either a distinct tonal characteristic, large
acoustic energy, or low frequency (which has lower atmospheric attenuation). The classical
motivation for aircraft noise characterization stems from human factors considerations for
both the occupant of the aircraft, and the emitted environmental noise. Noise reduction
strategies are fueled by increasingly stringent regulations [21], and the recent research within
the European aeroacoustic community has been summarized by Camussi and Bennett [42].
The characterization of aircraft noise with the specific objective of passive acoustic-based
tracking is a niche contribution but aims to bridge the knowledge silos.

There are two general ways to characterize aircraft noise: (1) component-level noise
characterization, and (2) experimental flyovers. The component-level noise characterization
is favored in the present review. Bertsch et al. [43] summarized the main mechanisms and
level of understanding of each of the dominant acoustic components. It is often assumed that
the frequency-dependent contributions of all the acoustic sources are summed. Although
convenient, this approach neglects noise scattering, reflection and shielding that often arises [9].
The present work will look at two general categories of acoustic sources: (1) airframe noise,
and (2) propulsion system noise. The aeroacoustics of the wake vortices are covered in the
following section (Section 3). For conciseness, this work does not discuss specific aspects
related to noise directivity or fuselage shielding but acknowledges their importance.

2.1. Airframe Noise

With the increased bypass ratio of modern large engines, airframe noise has become a
significant contributor to the overall noise of an aircraft (although airframe noise is relatively
unimportant for UAVs). For the purpose of this work, we consider only high-lift devices
and the landing gear, within the airframe noise. Other noise sources, such as the turbulent
boundary layer induced or self-induced noise, represent a broadband contribution that is
not directly relevant for acoustic-based localization methods, although this noise source
does contribute to the acoustic footprint of the aircraft; a summary of these acoustic sources
can be found in [44].

High-Lift Device Noise

The high-lift device noise includes contributions from trailing-edge, flap-edge, and
slat noise. As these noise sources are heavily geometrically dependent, they are challenging
to integrate into a generic noise model [9]. The aeroacoustic noise in high-lift devices
originates primarily from the hydrodynamic sources, including the flow separation and
reattachment, shear layer oscillations and vortex unsteadiness [19].
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Slat noise. For the slat, two main mechanisms of noise were noted [19,45], see
Figure 2. Low-frequency oscillations (below 1 kHz) arise due to the unsteadiness of the
separation bubble which occurs behind the slat. A higher-frequency noise arises due to the
unsteadiness in the shear layer. The aeroacoustic noise remains very sensitive to the geome-
try of the slat; minute changes to the geometry can modify the acoustic directivity [46]. The
slat noise is often characterized by a tonal peak in the mid-frequency range and a broader
bump in the low-frequency range [45,47]. Recent experimental work [47] explained the
mechanisms of the tonal features of slat noise.

NX Slat
N

Figure 2. Slat and flap noise of an airfoil.

Flap noise. Flap noise has multiple physical origins. One of the important noise
sources comes from the attached vortices on the side-edge of the flap, see Figure 2. The
vortices initially contribute to high-frequency noise (f > 1 kHz) but eventually merge and
have a lower frequency contribution (f < 1 kHz) [19]. Other works, such as Brooks and
Humpbhreys [48], have also focused on flap noise. Their work noted that geometric features
of the flap can impact the directivity pattern for low- and high-frequency ranges. A number
of works have proposed models for flap noise, e.g., [49]. Salas et al. [50] compared high-lift
noise estimation from analytical models to direct noise computations.

Landing gear noise. There are two dominant types of noise for landing gears. First, a
broadband noise is generated from the shear layers, wakes and flow separation about the
components of the landing gear such as the wheels or strut. The frequency range caused
by these components is generally below 1 kHz. Secondly, tonal noise is generated from all
cavities and openings. For modeling purposes, the broadband contributions are often of
greater interest [19]. The scaling of the landing gear noise is of specific importance, and
many works report a 6th or 7th power law of the landing gear noise emission energy with
the velocity [51]. Recent works provide evidence that lower frequencies have a 6th power
scaling while higher-frequencies collapse better with a 7th power scaling [52]. These scaling
laws are particularly relevant given the large geometric variability among the various
landing gears.

2.2. Propulsion Systems

The survey of propulsion system noise includes both jet engines and propellers. For
the jet engines, we distinguish between the various sources of noise within the engine.

2.2.1. Jet Propulsion Noise

Jet exhaust noise. Historically, jet noise has played a significant role in the overall
acoustic signature of aircraft. Yet, with increased acoustic shielding from the large bypass
ratios, the importance of jet noise has been reduced. Jet noise is a distributed noise source
that occurs primarily due to turbulent mixing in the jet. Many strategies have been de-
veloped for noise mitigation, including the addition chevrons [53] or mixing-ejectors. In
high-speed jets, intermittent crackle noise, broadband shock-associated noise, and screech
are important to the overall sound pressure level of the jet; a recent review of high-fidelity
modeling of jet noise was completed by Bres and Lele [54]. The screech has a very distinct
tonal characteristic and was the subject of a comprehensive review [55].

Engine noise. As a result of the jet noise mitigation strategies, engine noise has gained
in importance. The engine noise is generated from various components of the jet engine.
A review by Ihme [15] summarizes the contributions of each of these components. The
compressor will generate noise from inflow distortions and turbulence as well as trailing
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edge shedding on the blades. The turbulent combustion within the combustor will generate
direct noise through the unsteady local expansion of the gas, whereas the turbine and
nozzle exhaust can generate indirect noise through compositional, entropy, and pressure
perturbations that advect through throats or flow constrictions. Engine noise can have both
tonal frequencies that emerge from the periodic blade passing frequency (at its harmonics)
of the fan and compressor blades, and broadband characteristics. It should be noted that
the interaction of the tonal features with the turbulence and shear layers may result in
distortion and a broadening of the spectral peaks. At the sub-component scale, direct
noise has historically been of key importance, but evidence of the importance of indirect
noise considerations is increasing [56]—although, it should be noted that the importance of
indirect noise has been recognized by many years [57,58]. Recent works have advanced the
field of indirect noise estimation to include compositional and multi-stream effects [59-63].

2.2.2. Propeller Noise

The propeller noise can be divided into three separate contributions, namely: harmonic,
narrow-band random, and broadband noise [64]. The harmonic contribution, also the most
distinctive, can be estimated from the number of blades B and the rotational speed N. The
fundamental frequency is thus BN from which the harmonic frequencies can be computed.
The narrow-band noise is not perfectly periodic, and the spectra are spread out about the
harmonic frequencies. Finally, broadband noise shows a well-distributed and continuous
pressure spectrum. The discrete noise is characterized by the “thickness noise” and “loading
noise”. The amplitude of the thickness noise is proportional to the displaced volume of air
by the blade; the frequency is tied to the rotational speed and cross-sectional area of the
blade. The loading noise is only important at high speeds and is the result of the pressure
difference that arises due to the aerodynamic loading on the blades. A summary of the
main acoustic sources can be seen in Figure 3. Some of the classical predictive models of
propeller noise can be attributed to Farassat; the main derivations of the theory can be
found in [65]. Propeller noise, given its distinctive tonal features, is increasingly relevant
to drone acoustic detection [66]. The acoustic characteristics of these drones are actively
being investigated by a number of groups, for example [67,68]. Given the generally lower
Reynolds numbers of drones compared to traditional aircraft, additional issues may arise
due to laminar separation, asymmetric wake formation [69], or transitional wakes [70,71],
although the impacts on the aeroacoustic noise are not fully understood.

AERODYNAMIC
NOISE

| |

PERIODIC BROAD BAND
INTERACTION
ROTATIONAL AND TURBULENCE VORTEX
NOISE DISTORTION INDUCED NOISE
EFFECTS
AMPLITUDE :
THRUST BLADE MeLI WAKE AND TRAILING "
AND S SLAP FREQUENCY FIELD EDGE VORTICES
TORQUE FREQUENCY INTERACTIONS VORTICES

Figure 3. Summary and classification of acoustic sources in propellers [16]. Work of the US Gow.
Public Use Permitted.
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3. Acoustic Features of Wing Tip Vortices

Aerodynamic lifting surfaces naturally have a large pressure difference that is neces-
sary to sustain lift. As wings have a finite span, the pressure difference at the tip causes
a counter-rotating pair of trailing vortices to form. The vortices pose a risk to following
aircraft due to the strong downwash-especially during take-off and landing. As a result,
regulators impose conservative separation standards to avoid these potential hazards. The
conservative separation times limit airport capacity and results in wasted time and fuel.

The motivation in the present section is to review the acoustic characteristics of trailing
wake vortices as they relate to their detection via passive acoustic means. Naturally, the
understanding of the acoustics of the tip vortices is directly tied to their hydrodynamic
features, which are reviewed for completeness.

3.1. Characterizing Wing Tip Vortices

The strength of wing tip vortices is directly tied to the circulation of the wake vortex
(T'o), which is proportional to the aircraft mass and inversely proportional to the aircraft
speed. Barbaresco and Meier [72] present a mathematical relation:

Mg

Ih= oTVB 1)

where M, g, p, V, and B are, respectively: the aircraft mass, gravitational constant, density
of the air, aircraft velocity, and wingspan. The factor of ¥ is used in the estimation of an
elliptic lift distribution on the wing.

The separation between the vortex pairs on an aircraft can be approximated by
by = 7B, and their downward induced velocity can be approximated as '/ (27bg) [72].
The evolution of the position of a representative point vortex pair of equal strength can be
described using the Biot-Savart Law as performed by [73]. As the vortices approach the
ground, complexities arise due to the presence of a solid wall [74].

The life of a vortex can be divided into three phases [75]: the rollup, diffusion, and
rapid decay. The rollup, in the extended near field, is characterized by the initial vortex
sheet interaction, which occurs at x < 10B [40]. The diffusion phase occurs in the far field
as the vortex grows and decays. This zone is also characterized by a self- and mutually-
induced evolution of the vortices. Finally, if the vortex is not completely decayed from
the diffusion phase, a rapid decay phase may occur in the presence of instabilities that
can lead to reconnection, or vortex bursting. The primary linear instability mechanism
in a counter-rotating vortex pair emerges due to symmetrical displacement of the vortex
cores first explained by Crow [76], thus called the Crow instability. Under the symmetric
core displacement, the vortices increase their mutual induction thus amplifying this linear
instability until the vortex pair interacts. An illustration of the stages of the vortex life cycle
is shown in Figure 4.

The size of the vortex core is an important quantity to define its aeroacoustic charac-
teristics. Experimentally, it was determined by Delisi et al. [77] that the size of the vortex
core, defined as the radial distance to the point of maximum tangential velocity, is on the
order of 1% of the wingspan, although previous researchers suggested higher values [77].

High-fidelity simulations have provided a more detailed mechanism to understand the
vortex decay in the atmosphere [75,78,79], as well as the Crow instability and subsequent re-
connection [80]. The prediction of the vortex wake dynamics is greatly influenced by lower
atmospheric weather—especially the wind. The trajectory and vortex decay in atmospheric
turbulence were numerically investigated by Zheng and Li [78]. Furthermore, the self- and
mutually-induced dynamics can result in Crow instability and cause vortex reconnection,
which effectively precipitates the vortex decay. The multiple vortex interactions can shift
the spectral peak of the newly merged vortices [81].
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Near field : Extended ! Mid field / far field
near field

Decay
region

Figure 4. The evolution of the vortex pair [27]. Reprinted with permission from Elsevier.

3.2. Analytical Vortex Flow

Typical vortex solutions, often presented as two-dimensional analytical equations,
help represent the main features of an idealized vortex. A simplified vortex can be used to
describe the tangential velocity [72]:

09(r) = 5% (175077 @
where r, Iy, and B represent the radial position, the total circulation, and the wingspan of the
aircraft. The definition of the function g(r/B) depends on the type of vortex model. We can
assume the radial velocity to be null or very small relative to the tangential velocity. Other
analytical vortex solutions such as the Oseen-Lamb or Taylor vortex better account for the
viscous core [82], but the simplicity of the above model is often preferred for analytical
tractability. Some researchers, for example [83,84], use a Kirchoff vortex, characterized by
an elliptical vorticity patch, as it enables them to model the proposed noise emission from
the rotation of the vortex core. A comprehensive review of analytical vortex models was
performed by Ahmad et al. [85].

The hydrodynamic pressure field is an important feature of the vortex. It should be
noted that the hydrodynamic pressure does not propagate as an acoustic wave and it is
therefore not directly perceived by the microphone array unless the vortex directly interacts
with it. The hydrodynamic pressure field about an idealized point vortex can be defined as:

_ peoTg
P =P g 52 ®)

where 7 is the radius to the point vortex and the subscript « corresponds to the freestream
state. Pressure distribution of more complex vortex models can be found in, for example, [82].

3.3. Acoustic Models for Vortex Sound

In order to use passive acoustic methods to detect and localize wake vortices, pressure
fluctuations must propagate from acoustic sources in the vortex. Wake vortices have been
shown to emit noise. The wake vortices were successfully identified using their acoustic
emission captured on a phased array in a number of test campaigns, including at Berlin’s
Airport Schonefeld [86] and Denver International airport [35,87,88]. The exact sources and
mechanisms of aeroacoustic noise from the vortex remain subject to debate, but Hardin
and Yang [73] noted the following likely sources:

¢  Core vibrations are excited by initial conditions or instabilities;
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* Unsteady transport of the vortex, including possible interactions with secondary
vortices, shed from the atmospheric boundary layer;

*  Vortex core motion is excited by intermittent turbulent structure;

*  Unsteady advection of turbulence around the vortex core.

Some works, such as Tang and Ko [89], suggest two main sound generation mecha-
nisms, namely: vortex centroid dynamics and vortex core deformation. It is claimed that
the vortex core deformation is responsible for a higher frequency peak compared to the
centroid dynamics. Zheng et al. [83] studied an analytical Kirchoff vortex—a prototypical
elliptical vortex—and proposed that the self-induction within the vortex core could result
in a core rotation whose frequency aligns with the dominant frequency measured experi-
mentally. Using data from the Denver experiments, they proposed an inverse relationship
between the dominant frequency and the wing span, which is only valid for large aircraft.
Zhang et al. [90] developed an analytical model and proposed that the acoustic signature
during the wake vortex roll-up has a broadband feature with larger sound pressure levels in
the sub 100 Hz range. When considering ground effects, Alix et al. [91] noted a broadband
noise ranging from below 100 Hz to over 2000 Hz.

Although Zheng’s work proposed a mechanism for sound generation in a vortex,
often simpler models are used to compute the vortex sound. From a fundamental point of
view, the governing equations of the acoustic propagation, as well as the acoustic sources
can be derived. Lighthill [92] derived a wave equation by combining the continuity and
momentum equations under the assumption of a static medium. The homogeneous part
represents a hyperbolic wave equation, while the right-hand are the acoustic source terms.

2
%—C%VZPZV' p(v~V)v—v%+(Vp—c%Vp)—V~r 4)

S

where v is the velocity (vector), ¢y is the constant speed of sound of the stationary medium,
and T is the stress tensor. Recent work by Daryan et al. [93] recast the source terms into
physically meaningful terms and investigated the individual contribution of each of those
terms during the vortex evolution and reconnection. Lighthill’s equation, sometimes
written in terms of pressure instead of density, serves as the basis for simpler acoustic
models for vortex sound.

Starting from Lighthill’s equation, Powell [94] proposed a simple vortex sound model
based on the divergence of the Lamb vector:

10%p

- — 2 ~ .
2 9P Vep = pV - (w xv) )

where w represents the vorticity vector. This equation is derived under an inviscid as-
sumption and with the understanding that terms such as the gradient of the kinetic energy
are negligible [95]. The above equation admits an analytical solution that can be used to
propagate a pressure fluctuation to the far field, as performed by [96]. Using a similar
starting point, Mohring derived an approximate acoustic model for an acoustically compact,
vortical flow. The derivation of the equation using asymptotic expansions can be found
in the appendix of [95]. The computational expense of Mohring’s solution is significantly
reduced compared to Powell’s equation but shows an over-prediction compared to direct
numerical simulation of the far-field noise [95]. A comprehensive review of vortex sound
models can be found in [97].

3.4. Spectra of Vortex Wake Acoustics

The spectral features of the acoustics of the vortex wake are central to their identifica-
tion. As mentioned earlier, Zheng et al. [83] proposed an inverse relationship between the
dominant frequency and the wing span. Other researchers proposed that the dominant
frequency of a wing tip vortex, which is tied to the rotation frequency of vortex cores, can
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be related to the circulation and the core radius [40]. They proposed that the peak frequency

of vortex sound to be: r
~ 0
f ~ (27‘[1’C ) 2 (6)

where 7. is the core size, which is a difficult quantity to estimate and varies significantly
in the literature (see discussion and citations in [77]). Bohning et al. [40] tabulated the
estimated peak frequencies for a number of aircraft. They found that the peak frequency is
on the order of O(1 Hz) if we assume that the vortex core is 6% of the wingspan, whereas
the peak frequency varies from 50-80 Hz if we assume that the vortex core is 1% of the
wingspan. The latter estimates align better with the measured acoustic signal. In a later
work, it was found that the dominant acoustic frequencies in the wake are not strongly
influenced by the variation of the core size nor by the distance between the vortices [78]. As
the vortices evolve, the core size increase remains modest. Therefore, the shift in frequency
of the peak noise will be primarily tied to the decay of the circulation of the vortex [40].

As part of the European C-Wake, a number of experimental tests were conducted
and summarized in the technical report by Bohning et al. [40]. Two systematic peaks are
observed; the second, at about f ~ O(100 Hz), is tied to the vortex sound. The first peak
at f ~ O(10 Hz) is unexplained. The measured power spectral density of the wake of a
number of aircraft were investigated at various times during the wake evolution. Sample
results of the power spectral density of the wake vortex noise can be found in [40].

More recently, using highly sensitive infrasonic microphones, Zuckerwar et al. [98]
reported the identification of aircraft wakes using the coherence of their infrasonic signa-
tures among a microphone pair. Similar infrasonic noise was measured a decade earlier
by Rubin [39]. The infrasonic signature of the wake vortices is relevant for passive acoustic
detection as low-frequency acoustic waves can propagate long distances with minimal
attenuation and can be used to identify shuttle launches or clear-air turbulence [99].

3.5. Acoustic Features in the Decay Region

Under strong self and mutual interaction, the vortex pair may undergo a rapid de-
cay resulting from a bursting event or, due to Crow instabilities, some form of viscous
reconnection. The acoustic characteristics are not as well understood in this region. In
recent works, Daryan et al. [93,100] characterized the resulting aeroacoustic noise from the
reconnection of two anti-parallel vortices. Their analysis revealed the decidedly dipole-to-
quadrupole sound pattern in the far-field during the reconnection. The acoustic sources
migrate from the reconnection plane to the bridge as reconnection advances. Figure 5
shows the evolution of the sound pressure level during the reconnection. In a subsequent
work, Daryan et al. [93] showed that the reconnection event caused a very rapid spike in
the overall sound pressure level, which was attributable to a number of acoustic sources
but, most notably, due to the flexion product.

Figure 5. Evolution of the sound pressure level, on two different far-field planes, at three time
instances during reconnection [100]. The directivity of the sound pressure level are shown at the
start (a), end (b), and a long time after reconnection (c). Reprinted with permission from American
Physical Society.
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4. Sound Propagation through the Atmosphere

In order for a passive acoustic detection method to function, the acoustic signal needs
to propagate between the source (aircraft or wake) and the receiver (microphone) while
undergoing minimal loss. Generally, losses in the acoustic signal are tied to either geometric
effects or atmospheric losses [101]; a modern treatise on modeling of atmospheric noise
propagation can be found in [102]. Geometric losses are the result of the spreading of
acoustic energy as the wavefronts expand, usually spherically, from a monopole source,
which is often used to approximate an acoustic source. The atmospheric losses include
the combined effects of absorption—due to viscous and molecular relaxation effects—and
wind or temperature gradients in the atmosphere. The exponential attenuation of the
acoustic noise through the atmosphere is frequency dependent, and modeling strategies
are well established within international standards (see, for example [103]). The frequency
dependence of the attenuation factor, at given atmospheric conditions, can be seen in
Figure 6. As the low-frequency sound has orders of magnitude lower acoustic absorption
coefficient, it can travel large distances compared to higher frequency sound. If the propa-
gation distance through the atmosphere is large—which is only relevant to low-frequency
sound—additional dispersion considerations due to the changing speed of sound in the
atmosphere must be considered. The infrasonic range, often defined as frequencies below
20 Hz, is relevant for the identification of wing tip vortices but can also be used to identify
other infrasonic generating noise sources such as tornadoes [104] or clear-air turbulence [99].
Often, undesirable low-frequency noise due to wind shear, for example, must be mitigated
through the use of screens [105]. The celerity of the wave is tied to the isentropic compress-
ibility of the medium; in air, this is primarily a function of the temperature, thus elevation.
The finite propagation speed of acoustic waves—which is about 345 m/s at sea level at
20 °C and slightly under 300 m/s at cruising altitude.

190 z

Absorption coefficient a (Np/m)
S S S 3
i N (%] P .

—
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o

102 10° 10* 10°
Frequency (Hz)

Figure 6. Acoustic attenuation in the atmosphere (Reprinted from ref. [106]).

5. Acoustic Source Localization

Acoustic localization refers to computing the angles (azimuth and elevation) describ-
ing the direction of arrival (DOA) of an acoustic source or finding its three-dimensional
(3D) position using a microphones [6]. Passive acoustic localization techniques rely on
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the acoustic pressure signal measured from a single or an array of microphones to recon-
struct the position of the detected acoustic source. Passive acoustic source localization
techniques have a long history—especially for military applications—and are increasingly
used in a number of civilian aerospace applications. Chen and Zhao [107] developed the
mathematical formulation for locating low altitude and ground-moving targets using a
small acoustic sensor array. Ref. [108] proposed a new localization method based Doppler-
shifter passive acoustic detection methodology with a distributed microphone array. More
recently, Sedunov et al. [37] presented a passive aircraft detection system specifically for
the tracking, and classification of low-flying aircraft (LFA), which are frequently used for
illicit activities. The system employs a network of passive acoustic sensors containing
microphone clusters, cameras, and electronics. All these elements work cohesively to find
the direction of arrival (DOA), localise the aircraft using triangulation, and then capture
images. Harvey and O"Young [109] investigated the use of passive acoustic sensing as a
collision avoidance technology for UAVs. Anti-collision systems are important for the safe
operation of Unmanned Aerial Vehicles (UAVs) in populated airspace. Blanchard et al. [6]
exploited the characteristic, harmonic nature of the acoustic signals generated by UAVs
for their detection using a microphone array. Tong et al. [110] employed a Doppler-effect
based method to estimate the closest point of approach, speed, direction of arrival, and
other flight parameters of low-altitude flying aircraft using a stationary microphone array.
Similarly, Ferguson [38] and Lo and Ferguson [111] used this same idea to estimate the
motion parameters of propeller-driven aircraft. Piet et al. [112] carried out noise source
localization on an aircraft using a large phased array of dimensions 16 m x 16 m consisting
of 161 microphones. Tracking of moving sources using a ground-based array is compli-
cated by Doppler frequency-shift and the variable amplitude of the signal received which
happens as a result of the variable source-microphone distance during the aircraft flyover.
Both these effects were countered by de-Dopplerization and normalization of the received
microphone signals. Hafizovic et al. [113] used a circular, low-cost microphone array for
acoustic detection and tracking of aircraft as part of a Runway Incursion Avoidance System
(RIAS). It combines the array with the high-resolution Capon beamforming algorithm for
real-time detection and tracking of aircraft. Acoustic tracking can potentially overcome the
complexity, cost, and weather resilience challenges of RADAR-based systems. This review
will focus on the main acoustic source identification techniques based on beamforming
and review some modern approaches using machine learning techniques. But first, some
theoretical considerations will be presented for completeness.

5.1. Theoretical and Experimental Considerations

Often, acoustic sources will be modeled using an idealized noise source. In aeroacoustics,
most of the complex sources can be considered to be composed of a combination of monopole,
dipole, and quadrupole sources. The typical noise sources are described in this section.

5.1.1. Noise Sources

Monopole

A monopole source radiates sound radially in all directions. An example of a monopole
source would be a sphere whose radius expands and contracts sinusoidally. The acoustic
pressure expression for a monopole source is a function of radial distance (r) from the
center of the monopole and is given as [114]:

p(r,1) = 1L itrn @)
The pressure amplitude is then given as:

k
p(r)] = K

T Anr



Fluids 2022, 7, 218 13 of 24

where, Q is the complex source strength, p is the fluid density, c is the speed of sound, k is the
wave number given by k = 27, and r is the distance from the source to the observation point.
Dipole
Two monopoles of equal strength but opposite phase, separated by a small distance d,
make up a dipole. The expression for pressure radiated is [114]:

__.Qpckzd
p(r,0,t) = —i yp

The amplitude of this wave is given as:

os(8)e!(@t=kn) ®)

Qpck

4mtr

lp(r,0,t)| = kd cos(0)

All the terms are the same as before, except for 6. Unlike a monopole, a dipole does
not radiate equally in all directions; its directivity depends on the angle, 0, from the center
of the dipole.

Quadrupole

A quadrupole source is composed of two identical dipoles with opposite phases
separated by a small distance D, which is defined as the distance between the centers of the
two dipoles arranged in either lateral or longitudinal configuration. The distance between
the two monopoles making up a dipole is denoted by d. For longitudinal configuration, the
dipole axes lie along the same line, unlike in the lateral configuration. Just like a dipole,
the directivity of a quadrupole source is a function of the angle 6 from the center of the
quadrupole. The sound pressure amplitude for a longitudinal quadrupole is given as [114]:

1p(r0,0] = L 42ap cos? o) ©)

Similarly, the sound pressure amplitude for a lateral quadrupole is given as:

Qpck

2 .
v 4k=dD cos(6) sin(0) (10)

p(r.6,1)] =

5.1.2. Acoustic Measurement and Transformation

Beamforming is a popular acoustic source localization method. It can be applied
both in the time and frequency domain. Time-domain beamforming is generally used
for moving sources while frequency-domain beamforming is used for the detection of
stationary sources [8]. The microphone array and a data acquisition system are the most
important components needed in acoustic beamforming. An array of M microphones is
placed in the region where the source is to be detected. The signal is measured by the
microphone membrane, thus producing an AC voltage proportional to the pressure. This
signal, from each microphone, then goes through the data acquisition system wherein the
continuous analog pressure signal p(f) is converted to a discrete digital signal p(nAt) and
stored in memory. Here, At = 1/ f; where f; is the sampling frequency and 7 is an integer.
For further processing, the signal has to be transformed to bring it into the frequency
domain. This is performed using the Fast Fourier Transform (FFT) algorithm [115,116].

5.2. Beamforming

A phased microphone array is used for beamforming to identify the acoustic source.
The array is steered or focused towards different points in space to check whether a source
is present. When sound waves emanating from a source reach different microphones, there
is a time delay with respect to the center of the array by virtue of different propagation
distances. During processing, the amplitude and phase of the signals received by the
microphones are modified to compensate for the delay such that constructive interference
occurs if a source is present at the steered location. This suppresses the noise around the
focal point while preserving the sound originating from the focal point [86]. By steering the
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array from one point to another of the assumed scanning grid in space, an acoustic source
map is obtained. This is known as Delay-and-Sum beamforming [117] (Figure 7).

o o—8
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Figure 7. Delay-and-Sum Beamforming. Figure inspired from [118].

Source modeling is another important aspect of beamforming. As mentioned before,
most of the complex source distributions in aeroacoustics can be considered to be com-
posed of a combination of monopole, dipole, and quadrupole sources. Delay-and-Sum
beamforming approach inherently assumes sources to be monopoles. Thus, the processing
is based on the assumption that the sound waves emitted by the sources are spherical, and
their amplitude is only a function of distance. Parameters such as source directivity, which
would mean that the amplitude depends on the emission angle, do not play a role.

For an array of M microphones, delay-and-sum beamforming is given as [118]

M
b(t) = % Zl WP (t = D) (11)

where wy, is a weighting and A, is the time delay applied to the mth microphone.
The beamformer output in the time-domain as given by [116] is

M

4
- pm(x0,t 4 to)|x — xo (12)
—1

M

m

L(t, XQ) =

where p,, is the signal measured by each microphone, M is the number of microphones, x
is the source position and x is the microphone location.

In the frequency domain, the formulation differs slightly. Consider a microphone array
being steered at an arbitrary location in space. The beamformer output of delay-and-sum
beamforming in the frequency domain is given by taking the Fourier transform of the
above beamformer equation as [116]:

4 M i, 18
L(w,xg) = F(z(t)) = ST Y |xm = x0| P(xm, xo, w)e ' = M Y (%, @) P(xm, X0, w) (13)
m=1 m=1

where, P(xy, xo, w) is the Fourier transformed acoustic pressure of the source as measured
by the mth microphone, and s(x, w) = 47t|x,, — xg|e'“" and t,, are the steering func-
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tion and the retarded time for that particular microphone. Since the array consists of M
microphones, the steering function can be expanded into a steering vector g(x, w) as:

47t|xq — xqlett
471|135 — xg|e™"2
g(x,w) = | 47lxs — xole’s

47t|xp1 — xo|e'wtM

Here, the points (x1, X, X3 ... xp1) represent the microphone positions and (¢4, f5,t3 ... tar)
are the propagation times taken by the sound wave to travel from the grid point xj to the
respective microphones. The acoustic pressure P(x, xp, w) detected by each microphone is
written in the form of a combined pressure vector as:

P(x1, %9, w)
P(x2, x9, w)

P(x, xolw) = P(X3, xo,(U) (14)
P(xm, xo, w)
The beamforming output at the steering location x is given as:

g(x, )P (x, xp, w)

M (15)

L(w,xp) =

where g(x,w)™ denotes the conjugate transpose of the steering vector g(x,w). The mean
squared power output of the beamformer is defined as:

Power = |L(w, x9)|* = L(w, x0)L(w, x)* (16)
where L(w, xg)* denotes the complex conjugate of L(w, xo). Since L is a scalar, L* = L.
So the expression for power is simplified as:
H

8(x, @) P (x, xo,w) (g(x,w)"P(x, x0, w))
M M

Power =

(17)
B g(x,w)H(P(x,xo,w)P(x,xO,w)H)
MZ

g(x,w)

The term P(x, xo, w)P(x, xo, w)H is defined as the Cross-Spectral Matrix (CSM), which
is a very important concept in beamforming and is defined as:

CSM = P(x, xp,w)P(x,xq,w)" (18)
Thus, we can define the power as:

g(x,w)™ (CSM) g(x, w)

Power = e

(19)

The beamforming power output is the spectral power output at the particular steering
location. The power at all such scanning points is calculated by steering the array towards
those points to generate an acoustic source map.
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5.3. Machine Learning Approaches

Machine learning-based approaches have been used for acoustic source localization,
which can be adapted for wake detection and tracking [119,120]. In particular, Deep
Learning algorithms have emerged as powerful tools in a variety of disciplines over the
years due to their ability to learn patterns and extract features from limited or unstructured
data. Rapid growth in data and synthetic data generation techniques have added to their
popularity. Deep learning algorithms can recognize and learn the patterns of microphone
acoustic data obtained for various source distributions and then give accurate predictions
for source positions and strengths when challenged with new microphone data.

Xu et al. [119] and Ma and Liu [120] proposed deep learning frameworks based
on the principles of acoustic beamforming. A conventional technique, such as acoustic
beamforming, is a common method for obtaining spectral information about the wake
of acoustic sources. It makes use of phased microphone arrays, which are capable of
suppressing the background noise and giving a reasonably accurate and clean source map.
However, beamforming comes with its own set of limitations. The resolution of the source
map is indirectly proportional to the frequency of the source, and thus beamforming suffers
from spatial aliasing and poor resolution at lower source frequencies. Many of the recent
works propose a deep learning framework that is able to perform well even at low source
frequencies, and as a robust alternative method to acoustic beamforming.

The proposed deep learning framework is a data-driven method. In particular, Ma
and Liu [120] uses a Convolutional Neural Network (CNN) for the detection of acoustic
sources. A Convolutional Neural Network [121] is a type of neural network that finds its
application extensively in image classification and segmentation. The network takes an
image as input and tries to extract and learn its features. An image is essentially a matrix
of pixel values, and thus any matrix that encapsulates the microphone data containing
the acoustic pressure information of the sources can be used to train the network. The
convolution layer applies a series of filters to the image that help the network capture the
various features of the image. A filter is nothing but an array of numbers or weights that
progressively goes over the image, calculating and storing the weighted sum of the pixel
values. This also reduces the dimensions of the image. In the case of a typical image, a filter
might help detect the vertical edges in the image by highlighting them and attenuating
the other features, while another filter might help detect the horizontal edges, and so on.
Multiple filters are used, and the resulting feature maps are stacked together.

The convolution operation is followed by pooling. The purpose of pooling is to
downsample the image to reduce its dimensions and complexity while preserving the
dominant features. Generally, Max-pooling is used [121]. It breaks down the image into
rectangles of a specified dimension and stores the maximum of the pixel values that fall
within each rectangle. Once the convolution and pooling operations are performed, the
final image is flattened into a fully-connected layer and fed to a regular feed-forward
neural network. The most important advantage of a CNN is the significant reduction in the
number of parameters and computational requirements as compared to a regular Artificial
Neural Network (ANN).

The CNN requires image data for training and validation. Since these frameworks
are based on the principles of beamforming, they use the beamforming algorithm for
generating synthetic data to train the network. As in beamforming, the sound sources are
modeled as monopoles and radiate spherical pressure signals. The complex pressure signal
in the frequency domain from a source s on the scanning grid to a microphone m on the

array plane is given as [119]:
e—i27tfr5/c0

Ps(m) = (20)

47t|rs]

where 7, is the distance between the particular source s and the microphone 7 and ¢y is the
speed of sound in air. In beamforming, the total pressure from all the sources is recorded
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by every microphone. Adding the pressure signals from all the S sources present on the
scanning grid at every microphone, the pressure vector P is obtained as:

P=[YS P(1), T1P(2), Y5 P(3),..., X5 P(M)] (1)

The Cross-Spectral Matrix (CSM) can be defined as in Equation (18). Ma and Liu [120]
used the Cross-Spectral Matrix, which has dimensions of M x M as an input to the CNN.
The network trains against the ground truth, which is a matrix containing the actual source
location data from which the Cross-Spectral Matrix has been derived.

Xu et al. [119] used a sophisticated Deep Neural Network (DNN) model known as the
Densely Connected Convolutional Network [122] (DenseNet) for acoustic source imaging.
DenseNet possesses an advantage over other DNN architectures such as ResNet. It contains
multiple Dense Blocks, which in turn contain multiple densely connected convolutional
layers. These Dense Blocks are connected by transition layers that do convolution and
pooling. DenseNet ensures maximum possible information flow between the layers. The
number of parameters during training and computation are also reduced. For these reasons,
Xu et al. [119] used the DenseNet-201 architecture (where 201 denotes the number of layers
in the network). They simulated a virtual 64-channel microphone array, capturing the
acoustic source distribution data from a scanning grid located 1.2 m above the array plane.
The scanning plane of 1 m x 1 m was divided into a scanning grid. Monopole acoustic
sources were simulated randomly across the scanning grid. The real part of the Cross-
Spectral Matrix was used as an input feature, and the network’s prediction was compared
against the ground truth (Figure 8).
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Figure 8. Architecture of the DNN model Xu et al. [119]. Reprinted with permission from Elsevier.

Wake acoustic sources lie in the frequency bands between 100 Hz and 500 Hz, as
established by the Denver Airport Test [35], and possibly at lower frequencies. Multiple
DenseNet models were developed that were trained to detect a fixed and random number
of sources at frequencies ranging from 100 Hz to 20,000 Hz. The network was able to
resolve complex source distributions, and while it naturally performed much better at
higher frequencies, its performance at low frequencies is what separated it from classical
beamforming. Figure 9 shows the DenseNet performance at various frequencies. The
DenseNet was trained to detect 6 sources of equal strength, distributed randomly across a
15 x 15 scanning grid. Frequencies between 200-800 Hz are generally considered relatively
low for beamforming, but the network was able to locate every source from 400 Hz onwards
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and also give a reasonably accurate representation of the ground truth for lower frequencies.
Future work involves building a more robust and generalized model capable of detecting a
variable number of sources for a range of frequencies.
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Figure 9. DenseNet performance at various source frequencies Xu et al. [119]. Reprinted with
permission from Elsevier.

Other Works

The machine learning approaches have also been adopted for non-acoustic detection
methods. Weijun et al. [123] has developed a deep learning based object detection algo-
rithm based on the Doppler LIDAR detection principle. Their results have shown that
the algorithm can facilitate the LIDAR based technique in high-confidence aircraft wake
detection and improve the decision-making and aircraft safety.

Doppler LIDAR transmits pulses of infrared laser light in the airspace being scanned.
Atmospheric molecules and aerosols scatter some portion of the light back to the receiver.
The received frequency is Doppler-shifted by Afp due to the random motion of the atmo-
spheric particles. The velocity field of the wake vortex can be obtained from the relation
between the calculated Doppler shift and the radial velocity of the wake vortex (Vr):

afp =20 = 2w @)

where fy, Ao, and C are the emitted frequency, wavelength, and speed of light, respectively.
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Once the velocity field has been obtained, the target detection algorithm is applied.
The YOLO algorithm is used, which stands for You Only Look Once. YOLO [124] is a type of
convolutional neural network that is used for single-step target detection. The network is
trained to detect a fixed number of objects that are enclosed by bounding boxes. The image
is divided into a grid. For each grid, a prediction vector for each bounding box containing
5 parameters is defined. These parameters are (x,y,w, h,c). Here, (x, ) is the center point
position of the object, w and / are the width and height of the bounding box respectively,
and c is the confidence of the target. The prediction vectors for all the B bounding boxes
are concatenated to generate one large vector which the network uses to train itself against.
The experimental results showed that the model could detect the wake from the LIDAR’s
results with an accuracy of around 94% Weijun et al. [123].

Quaranta and Dimino [125] used an Artificial Neural Network (ANN) to identify
different types of aircraft based on their acoustic signature. For training the network, they
employed a wavelet-based decomposition of the aircraft noise signals. This was followed
by a feature extraction process that involves statistical analysis of the wavelet coefficients
and the evaluation of the energy content of each wavelet decomposition level. The process
ultimately yielded feature vectors corresponding to each aircraft type that could then be
used to design and train a neural network.

6. Conclusions

This work presents a modern bibliographic review of the state of knowledge in the
fields of aeroacoustic noise and acoustic-based detection methods for aerospace applications.
The objective of this work is to advance the field of passive acoustic detection by combin-
ing knowledge from these two distinct fields into a single review paper. Despite being
an established technology with decades worth of practical knowledge, passive acoustic-
based detection is increasingly being explored for novel applications—especially for UAVs.
Acoustic-based methods display clear advantages in terms of cost and weight which makes
them particularly well-suited for on-board detection in smaller vehicles. Recent works by
companies such as Zipline [126] are leveraging acoustic microphones for onboard collision
and avoidance systems. In parallel, a growing number of companies such as XWing [127]
and Ribbit [128] are developing pilotless aircraft for which passive acoustic-based methods
can potentially be integrated, most notably as a redundant safety system.

In this work, a timely review of the characterization of aircraft aeroacoustics is pre-
sented with a focus on the main noise sources, their spectral characteristics, and dominant
sound generation mechanisms that are relevant to passive acoustic detection methods.
The main focus was placed on passenger planes which cover a broad spectrum of fre-
quencies. Smaller UAVs and drones, have decidedly different acoustic features which
were only briefly reviewed in the current paper but should be the focus of future review
works on this topic. Section 3 summarizes the state-of-the-art in vortex and wing tip noise
characterization. Although acoustic detection methods have been applied to locate these
wing tip vortices, the physical mechanisms of noise generation remain plagued with some
uncertainty. There is consensus on the importance of the circulation and core radius, but
the characterization of the core radius, in particular, remains challenging. Given that the
circulation of the tip vortices are proportional to the mass of the aircraft, this section may
not be applicable to smaller vehicles such as drones. Section 4 briefly covers the important
considerations for the sound propagation through the atmosphere, and highlights the
long-distance propagation and low attenuation of infrasonic sound. The long-distance
propagation of low-frequency noise, often in the infrasonic range, presents many advan-
tages in aircraft tracking, especially for outside the line-of-sight but again may only be
applicable to larger aircraft. Finally, in Section 5, we review the main concepts related to
the acoustic source localization with a specific focus on beamforming and modern machine
learning approaches. The main disadvantage of beamforming lies in the difficulty of low-
frequency source localization. Neural network-based techniques have largely overcome
this challenge, which provides new opportunities for wing vortex localization. With the on-
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going success and strengths of the machine learning approaches, it is anticipated that much
of the advances in passive acoustic detection algorithms will utilize emerging technologies.
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