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Abstract: Airplane manufacturers are frequently faced with formidable challenges to improving
both aircraft performance and customer safety. Ice accumulation on the wings of aircraft is one of
the challenges, which could result in major accidents and a reduction in aerodynamic performance.
Anti-icing systems, which use the hot bleed airflow from the engine compressor, are considered one
of the most significant solutions utilized in aircraft applications to prevent ice accumulation. In the
current study, a novel approach based on machine learning (ML) and the Internet of Things (IoT) is
proposed to predict the thermal performance characteristics of a partial span wing anti-icing system
constructed using the NACA 23014 airfoil section. To verify the proposed strategy, the obtained results
are compared with those obtained using computational ANSYS 2019 software. An artificial neural
network (ANN) is used to build a forecasting model of wing temperature based on experimental
data and computational fluid dynamics (CFD) data. In addition, the ThingSpeak platform is applied
in this article to realize the concept of the IoT, collect the measured data, and publish the data in a
private channel. Different performance metrics, namely, mean square error (MSE), maximum relative
error (MAE), and absolute variance (R2), are used to evaluate the prediction model. Based on the
performance indices, the results prove the efficiency of the proposed approach based on ANN and
the IoT in designing a forecasting model to predict the wing temperature compared to the numerical
CFD method, which consumes a lot of time and requires high-speed simulation devices. Therefore, it
is suggested that the ANN-IoT approach be applied in aviation.

Keywords: wing anti-icing system; aerodynamics; piccolo tube; IoT; artificial neural network; CFD;
conjugate heat transfer

1. Introduction

Aviation icing is a common occurrence that arises when super-cooled droplets that
may be present in clouds at air temperatures below freezing are caught on the wings,
engine inlets, and other parts of the aircraft during flight. Ice accumulation on aircraft
components can have major effects on the aircraft’s weight and aerodynamic performance.
Ice accumulation has a major effect on the aircraft’s aerodynamic forces, and can increase
the drag by 40% and decrease lift by 30% [1–7]. Many accidents and incidents occurred
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due to ice accumulation, as stated in a report on U.S. inflight icing [8]. Systems to protect
against the accumulation of ice can be placed into two categories: anti-icing systems and
de-icing systems. Before entering conditions that can lead to icing, anti-icing mechanisms
are activated and are intended to stop ice formation while continuously providing energy.
Conversely, de-icing systems are usually used to remove ice that regularly accumulates to a
considerable thickness [7,9–12]. Anti-icing bleed air technology is widely used in the aircraft
industry [13,14]. Generally, the anti-icing system of the aircraft uses a piccolo tube installed
at the wing leading edge and receives the hot bleed air from the intermediate stages of
the engine’s compressor to heat the wing surfaces. The hot bleed airflow discharges from
the holes of the piccolo tube at a certain angle with high-velocity jets that impinge on the
leading edge of the wing’s inner surface, which is defined as the part of the wing that
first contacts the air, and, thereby, transfers heat to the metal skin. Next, heat conduction
through the metal skin from the inner surface of the wing to the wing outer surface results
in the wing outer surface (LE) remaining hot enough to prevent ice accumulation [15–17].

Many researchers have investigated geometric and airflow factors to increase anti-
icing system performance. In [18], a computational anti-icing model with a full-span
model (FSM) is examined to show how the flow develops inside the wing piccolo tube,
and a computational anti-icing model with a partial-span model (PSM) is investigated to
estimate the performance of the hot air system. The results show that a good agreement
between computational results and experimental data was obtained. In [19], an airfoil
section with an electro-thermal system of ice protection is investigated, and a mathematical
model technique is proposed to analyze mass and heat transmission over wet and dry
surface regions.

In [20], a computational model of the three-dimensional segment of a wing with
thermal anti-icing (piccolo-type) bays leading into the leading edge of the wing is pre-
sented. This model simulated the integrated external and internal thermal flow with heat
conductivity through the wing’s solid skin using the NS Fluent software 2019 as a solver. It
investigated the (CFD-derived) model under several flight conditions, hot air jet conditions
of the piccolo tube inlet, and shape modifications. In [21], a numerical investigation was
carried out of the heat and flow transfer properties of the impinging hot air jets on the
aircraft’s wing at the surface of the leading edge. This study is grounded in real-world
engineering applications, particularly for a UAV flying through areas with severe icing
conditions as it climbs to a mid–high altitudes. Two models are constructed with many
anti-icing parameters, such as the geometry of the piccolo tube, the structure of holes on the
piccolo tube, the spacing between the leading edge and the piccolo tube, and the angle of
the holes. Experimental work was carried out by the authors of [22] to cool a semicircular
concave surface with impingement cooling. It was observed that the wall jet thickness
and the rate of stagnation transfer of heat are both influenced by the distance between
the nozzle exit and the target surfaces. In [23], a review of correlations of heat transfer
was carried out. In order to assess how well the correlations applied to the piccolo tube of
the anti-icing system, they were later included in the LEWICE program. The results were
compared quantitatively to examine the results on a considered piccolo tube anti-icing
system. In [24], 2D and 3D numerical models of the NACA 2412 airfoil wing section are
investigated with an anti-icing bleed air system. The numerical investigation was executed
for a constant Mach number of about 0.3 and a bleed airflow pressure and temperature of
90,000 Pa and 453 K, respectively. Other parameters, including the spacing and number of
jets, and distance between the piccolo tube and the wing inner surface at the leading edge,
were varied. Based on previous research, this study predicted the thermal effectiveness
of the wing anti-icing system with the flow parameters and geometric shape of the wing
anti-icing model. It investigated some of the parameters, such as the suitable organization
of hot bleed air jets along the piccolo tube, the impingement angle (α) of hot air jets ensuing
from the piccolo tube, the horizontal distance (H) between the inner surface of the wing
and the piccolo tube, and the air mass flow rate of the hot jets.
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The technology of deep learning (DL) has been used in many different applications,
including smart homes, banking, marketing, airlines, and the aviation field [25–35]. In
addition, DL has been used to improve the results of simulation software, controllers, and
forecasting models. Recently, researchers have been interested in exploiting this approach
to improve the performance of CFD-based simulations and build an accurate and robust
prediction model.

It is worth noting that one of the classic problems in the field of heat transfer is the
analysis of natural convection in different spaces, such as containers. In [25], two different
methods were used to analyze the convection resulting from a heat source in a can, namely,
ANN and CFD. An accurate design of an expert system for predicting the time required for
convergence and the number of iterations based on CFD and ANNs is presented in [26].
The introduced expert system is able to build a distinct prediction model for the required
convergence time and the number of iterations of a CFD analyzer. In [28], a combination
of CFD and soft computing techniques was used to design a model to predict the 3D flow
variables in curved channels based on ANN and support vectors. In addition, support
vector machines (SVM) were designed with CFD to estimate the velocity variables and flow
depth in a 60-degree curve [27]. ANNs with wavelet packet transform (WPT) were used
to design a model to predict the accumulation of layers of ice on the airfoil surface [28].
This combination has also been used in the design of cold room parameters [29]. The
study includes an evaluation of the model performance. In [30], a model using ANNs was
presented for the prediction of the accumulation of ice particles on the surface for different
types of ailerons, which, based on the results of the numerical experiments, performed
well. The results of the numerical experiment were obtained using the foam solver tool for
four different ailerons. In [31], a good CFD-based method is presented for constructing a
model that simulates ice on the plane using a reduced model. In addition, ANNs have been
used as methods to improve CFD efficiency [32]. ANNs have also been used in designing
other models for other applications—for example, they have been proposed to implement
a model for the sugar crystallization process [33]. In [34], a model is presented to predict
the accumulation of ice on aircraft based on the Stack AutoEncoder (SAE) and the Deep
Belief Network (DBN). The networks were built based on samples that were collected using
the numerical calculation of ice [34]. In addition, an integrated CFD and ANN approach
has been applied to build an improved model to forecast the cavitation volume and real
performance of a propeller under various physical and geometrical characteristics [35].

Through the previous discussion, we can see that ANNs have been used efficiently
in improving the performance of CFD-based approaches for several different case studies.
In addition, ANNs have been used in other applications, for example, to improve the
performance of controllers in aircraft and hybrid electric vehicles [36,37]. As a result of the
emergence of Industry 4.0 and its close connection with the IoT, researchers are interested
in exploiting the IoT and applying it in many applications, such as BMS, economics,
management, aviation, and many other fields [38–46]. For example, the IoT and ANNs
were combined to predict, control, and observe the temperature, humidity, and other
parameters for a building management system [38].

The ThingSpeak analytics platform was developed for realizing IoT systems for differ-
ent applications [39–42]. For example, ThingSpeak has been used to monitor the number of
people in a library [39] and, in combination with an Arduino UNO to monitor an environ-
mental system [40]. It has also been applied to the monitoring of humidity and temperature
in a room in real time [41]. A Matlab-based analysis combined with ThingSpeak was
used to build a monitoring and sensing system for different environmental parameters,
including temperature, heat, light intensity, humidity, rain-sensing, barometric pressure,
and air quality [42]. CFD is combined with the IoT to simulate changes in temperature
in a greenhouse and execute real-time analysis and implement an intelligent temperature
cooling control in the greenhouse [43]. The use of the IoT is proposed for carrying out
augmented-reality-enhanced maintenance of aircraft on the ground [44]. In addition, the
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IoT is used to implement minimization of power consumption in batteries for aviation
applications [45]. An energy-efficient smart home was created based on IoT technology [46].

It is known that the design of modern aircraft depends on three important stages:
theoretical results, experimental testing, and computational simulation [3,4,8,9,11]. As a
result, CFD models are being utilized in aviation on a wide scale [12,16,17]. When using
CFD approaches, accuracy is required in selecting many parameters in order to obtain
successful and acceptable results, as the computational time for the program to complete
the simulation depends greatly on the correct selection of these parameters [16,17]. As a
result of the time consumed in adjusting the parameters of the CFD model, as well as the
difficulty in making accurate adjustments and the need for the program to have high-speed
computers to implement the simulation, due to the large number of cells and grids needed
to increase the accuracy, CFD is both time and resource consuming. Therefore, one of the
aims of this work was to present a modern and innovative method to improve the results
of CFD simulation programs.

Based on the above discussion of previous research, this paper presents the application
of ANNs with the possibility of monitoring the system temperature using IoT technology
in order to design a system that can predict the temperature in an aircraft wing anti-icing
system. In addition, the performance of CFD simulation software can be improved by
training different ANNs using data collected from the CFD simulation. The aims of the
paper can be summarized as follows:

• Build an accurate model of an aircraft wing anti-icing system;
• Estimate the heat transfer performance of aircraft wing anti-icing system based

on CFD;
• Evaluate the results of CFD simulations based on different criteria;
• Design an intelligent ANN model to predict heat transfer based on experimental data

and CFD data;
• Compared the CFD model and ANN model based on different evaluation tests;
• Monitor the temperature of an aircraft wing anti-icing system using the IoT.

2. Numerical Validation and Verification

It is well known in the field of aircraft that experimental testing is used to estimate
the heat transfer performance of aircraft wing anti-icing systems under different flow
conditions and geometric parameters. However, this process is very laborious and costs
more than numerical methods, such as the CFD approach. CFD-based techniques have
become an important tool for supporting, developing, optimizing, verifying, innovating,
and, specifically, validating procedures [47–49]. In this research, one of the objectives is
to estimate the heat transfer performance of an aircraft wing anti-icing system using a
CFD-based approach and then improve the approach through the use of ANNs. Figure 1
shows the schematic of an aircraft wing anti-icing system using a piccolo tube. The design
optimization of this system is a complex effort because of the huge number of geometric
parameters and airflow (internal and external) factors that affect the performance of the
anti-icing system. The computational simulation applied in this investigation consisted of
three phases (Figure 2). The CFD investigation was initiated during the preprocessing phase
of geometry arrangement and grid mesh generation. The model geometry was created
by the Design Modeler (DM) 2019 software program and the meshing grid was generated
using ANSYS MESH®. The second phase was the generation of the computational solution
using the ANSYS® 2019 software and the Finite-Volume Approach. The final stage is the
post-processing stage, in which the thermal characteristics of the wing anti-icing system
are investigated. Using the CFD model, pressure contours, velocity contours, heat flux
contours, streamline contours, temperature contours, and the distribution of temperature
on the aircraft wing surface are investigated.
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2.1. Anti-Icing Model Geometry

The wing anti-icing system with a NACA 23014 airfoil section is investigated
through experiments testing as described in [23]. The experimental results are veri-
fied and validated using a CFD-based model based on the same wing anti-icing system
design. The anti-icing system is solved numerically using the computational heat trans-
fer method (CHT). The technique of conjugate heat transfer was used to solve three
physical domains; first, the external airflow domain composed of the gas phase (atmo-
spheric air), second, the compressible internal flow domain with hot air jets, and third,
thermal conduction in the airfoil skin from the interior surface of the wing leading edge
to the runback flow on the external surface of the wing (Figure 3). Figure 3a shows the
three physical domain dimensions used in the computation (x-y plane and x-z plane).
Illustrated is a wing anti-icing system with a NACA 23014 section with a chord (C)
length of about 1.52 m. For the x-y plane, the external domain has a half-circular shape
with a radius of five times the chord length and a rectangular shape with dimensions of
ten times and five times the chord length. For the x-z plane, the wing anti-icing system
computational domain has a span length of 0.132 m and a swept angle of 8 deg. The
internal domain length (L) is 0.05 m.
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Three views of the internal flow domain with all dimension parameters are shown in
Figure 3b. The front view presents the internal domain showing dimensions parameters
such as the piccolo tube diameter (D) of 0.038 m, the horizontal distance on the center
line of the piccolo tube between the wall of the piccolo tube and the point of reference on
the inner surface of the wing leading edge (H) of 0.00901 m, the outlet area height (k) of
0.001 m, and jet angles (α) of 45 degrees. The intersection of the piccolo tube center line
and the inner surface at the leading edge of the wing is taken as the defined reference
point. The side view presents the internal domain showing dimensions parameters such as
the diameter (d) of the three jets of 0.00132, the width of the internal flow domain (W) of
0.132 m, and the pitch distance between two columns of jets (P) of 0.066 m. The top view
presents the length of the internal flow domain (L). A piccolo with three rows of jets is
investigated using an appropriate periodic condition. In the computational internal flow
domain, each row of jets is reduced to a single inlet jet.

One of the three rows of jets in the piccolo tube has a jet angle (α) of 0 degrees and is
called jet 1. The other two rows of jets in the piccolo tube have jet angles (α) of +45 and
−45 degrees and are called jet 2 and jet 3, respectively, as shown in Figure 3b.

2.2. Boundary Conditions of Computational Domain and Solver Settings

The external and internal flow domains of the aircraft wing anti-icing system with
boundary conditions are shown in Figure 4. The values for the boundary conditions for
the validation model used in this study are the same as those given in [23] (Table 1). The
internal flow domain mass flow (

.
m), and temperature for each jet hot air inlet are selected

to be equal to 0.327 g/s and 449.82 K, respectively. The liner walls are set as adiabatic
walls and the wall of the piccolo tube is set to a constant temperature of about 449.82 K. In
addition, the outlet of the internal flow domain is set as zero-gauge pressure. Moreover,
the external flow domain, inlet flow velocity, temperature, density, and dynamic viscosity
are selected to be equal to 59.16 m/s, 268.21 K, 0.9031 kg/m3, and 1.692 × 10−5 Ns/m2,
respectively. The inlet flow of the angle of attack (AOA) is set to 3 degrees. An opening
boundary is set on the down and up surfaces and zero-gauge pressure is set for the outlet
flow surface. An open boundary condition describes boundaries in contact with a large
volume of fluid. Fluid can both enter and leave the domain on boundaries with this type
of condition. An open boundary is also a boundary that doesn’t completely enclose the
domain but lets it extend to infinity in at least one direction. In this study, both the external
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domain and the internal domain are air. Aluminum is used for the material of the solid
wing, and it is investigated via fluid–solid interfaces between hot flow, cold flow, and the
solid wing to allow the transfer of heat flux.

Aerospace 2023, 10, x FOR PEER REVIEW 7 of 35 
 

 

investigated via fluid–solid interfaces between hot flow, cold flow, and the solid wing to 
allow the transfer of heat flux. 

Table 1. Boundary conditions for computational domains. 

External Flow Domain Internal Flow Domain 
Inlet air velocity 59.2 m/s Mass flow of hot air jets (𝑚) 0.327 g/s 
Temperature of external flow 268.21 K Temperature of hot air jets  449.82 K 
AOA 3 degrees Temperature of piccolo tube wall 449.82 K 
Density 0.9031 kg/m3 H 9.01 mm 
Dynamic Viscosity 1.692 × 10−5 N s/m2 α 45 degrees 
Altitude above Sea Level 3069.34 m   

 
Figure 4. The wing anti-icing system computational internal and external flow domains boundary 
conditions. 

Figure 5 illustrates the flow chart for the anti-icing model simulation. The anti-icing 
model splits the physical domain into three domains: (1) the external domain with a tem-
perature of 268.21 K, which is solved by conservation equations (CFD Model Forced Con-
vection) to update the temperature of the solid external surface; (2) the internal domain 
with a temperature of 449.82 K, which is solved by the same method to update the tem-
perature of the solid internal surface; and (3) the solid domain, which conducts heat from 
the internal surface of the leading edge to the runback flow on the wing external surface. 

Figure 4. The wing anti-icing system computational internal and external flow domains boundary
conditions.

Table 1. Boundary conditions for computational domains.

External Flow Domain Internal Flow Domain

Inlet air velocity 59.2 m/s Mass flow of hot air jets (
.

m) 0.327 g/s

Temperature of external flow 268.21 K Temperature of hot air jets 449.82 K

AOA 3 degrees Temperature of piccolo tube wall 449.82 K

Density 0.9031 kg/m3 H 9.01 mm

Dynamic Viscosity 1.692 × 10−5 N s/m2 α 45 degrees

Altitude above Sea Level 3069.34 m

Figure 5 illustrates the flow chart for the anti-icing model simulation. The anti-icing
model splits the physical domain into three domains: (1) the external domain with a
temperature of 268.21 K, which is solved by conservation equations (CFD Model Forced
Convection) to update the temperature of the solid external surface; (2) the internal domain
with a temperature of 449.82 K, which is solved by the same method to update the tempera-
ture of the solid internal surface; and (3) the solid domain, which conducts heat from the
internal surface of the leading edge to the runback flow on the wing external surface.

2.3. Computational Domain Discretization

The mesh grid is generated and discretized using ANSYS MESH® 2019 software. To
achieve accurate aerodynamic and heat transfer performance on a 3D wing anti-icing system,
grids near the 3D wing airfoil section and internal flow domain must be dense enough and
the external domain must be large enough to balance calculation time versus the accuracy of
the solution. However, extreme fields and grid numbers will consume too many computing
resources and slow the speed of the computing process. The hexahedral element is used for
the mesh of the external flow domain to minimize the computation time of the solution and
the mixed tetrahedral and prism mesh are used for the internal flow domain to get accurate
results. For the external flow domain, the multi-block structured grid method is utilized to
increase grids near the wing airfoil section using the sizing method, as shown in Figure 6A. In
addition, in the internal flow domain, an unstructured multi-block grid type is used to increase
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the grids near hot air jets by creating a sphere around each jet and using body inflation (see
Figure 6B). The method of body sizing is applied to adjust the grid to a small size for the
boundary layers of the internal flow domain hot air jets and to increase the size of the grid far
from the boundary at a precise growth rate. The domain meshing has an average Skewness of
about 0.186035. As a result, it is considered a high-quality mesh. Finally, the total cell number
of the full model is about 2,666,876 cells.
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3. Internet of Things (IoT)

The IoT is defined as a collective network that combines connected devices and
different types of technology, which in turn, facilitates communication between the cloud
and these devices [38–40]. Due to the emergence of cheap microchips for computers as well
as high-bandwidth communication systems, the world now has many devices connected
to the Internet that have different functions and tasks [38–41].

This means that most devices and equipment can exploit sensors to collect data and
benefit from them in allowing the design and use of AI to help with ease of use and improve
the performance of these systems with the addition of many functions [39–43]. One of the
most important tasks of an efficient IoT system is to collect and exchange data from sensors
in real time. Among the most important components of an IoT system are smart devices,
the IoT application program, and a graphical user interface (GUI) [44–46]. Smart devices
are devices that have computing capabilities. In these devices, data are collected from the
environment of the devices, user inputs, or user patterns, and these data are transmitted via
the internet to and from the IoT application. Various methods are used to analyze this data,
including AI and ML, in order to make correct and distinct decisions [45,46]. After decisions
are made, they are sent back to the IoT device, and then the system responds to implement
these decisions, relying on smart inputs. A common example is the use of a website or
mobile application to record all data, make decisions, and control devices [38–46].

3.1. IoT in Aviation

The IoT gives the aviation industry and airlines access to advanced analytics that
unlock new opportunities [38–46]. Through the application of the IoT, it is possible to
know the behavior and condition of aircraft components. As for airlines, they can create
extensive advertising campaigns by collecting data on customers’ opinions, requirements,
and behaviors [42–46]. In the case of merging AI with the IoT, the data are converted into
actions and decisions in aircraft. The data collected from sensors distributed across the
aircraft and historical trends can be used to predict the future behavior of the aircraft’s
equipment and components. For example, this method can be applied to predicting aircraft
maintenance accidents by pairing warranty information with collected IoT data [38–44].

The application of the IoT also helps in increasing safety, as the continuous monitoring
of aircraft parts leads to improved efficiency and reduces potential safety risks that may
occur in the aircraft. For example, the data collected from the plane’s de-icing system can
be used to predict potential disasters as a result of the risks caused by ice on the aircraft. It
is also possible to record problems that constantly occur in the aircraft and then predict
their occurrence and find solutions to these problems [40–43].
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3.2. ThingSpeak Platform

In light of the continuous progress and the emergence of Industry 4.0, control and
monitoring systems have been designed using sensors that have aroused the interest of
many researchers and engineers [39–42]. In addition, mobile phones and various websites
have been used to implement these solutions. Users are able to control and monitor
electrical and mechanical services from thousands of kilometers away using IoT technology.

Remote control tools are used via the Internet. ThingSpeak is a platform that acts as a
carrier for data packets between host microcontrollers [39]. Through ThingSpeak, users
can choose the method of controlling the connection and whether it is private or public.
Therefore, in recent times, it has become one of the most popular methods for collecting
information from sensors and realizing the IoT. ThingSpeak has an open API on the Internet
that allows users to create channels to monitor and send information [39–42]. It is open-
source software written in Ruby that allows users to control and monitor Internet-enabled
devices. It also facilitates the recording and dissemination of data by providing an API
for each of the social networking sites and devices used [41]. It was designed in 2010 by
ioBridge as a tool to assist IoT applications and has since been integrated with Matlab. It is
considered an important tool that allows researchers to develop prototypes to analyze and
visualize data and send important alerts to IoT systems without the need to develop web
programs or set up servers [42].

4. Artificial Neural Network (ANN)

ANNs are considered a subset of ML [25–37]. ANNs are considered one of the most
important elements of deep learning, as they lie at the heart of the algorithms underlying
this learning. In terms of their structure and components, ANNs are similar to the human
brain [28–34] and mimic the way that biological neurons work with each other. One of
the most important components of an ANN is the node. Each ANN consists of a set of
node layers. The layers consist of an input layer, a number of hidden layers, and an output
layer. Each node, or artificial neuron, connects to another and has an associated weight
and threshold. If the output of any individual node is higher than the specified value of
the threshold, that node is exited and activated, and data are sent to the next network
layer [25–37]. Otherwise, no data will be sent to the next network layer. Neural networks
depend on training data to learn and improve their accuracy over time, which will ef-
fectively affect the efficiency of this structure. However, once the learning algorithm has
been fine-tuned, ANNs become one of the most powerful tools in artificial intelligence and
computer science, allowing users to classify and aggregate data at high speed [25–34]. For
example, an image or speech recognition task can be completed in minutes using ANNs
compared to hours using manual recognition by human experts. Therefore, neural net-
works have been applied in many applications, such as the Google search algorithm—the
most famous example—weather prediction, and the classification and control of aircraft
malfunctions [25–37]. The structure of the proposed data transfer in the wing anti-icing
system is given in Figure 7. In this article, the data are organized based on the availability
of data. The data consist mainly of experimental data taken directly from anti-icing system
measurements. The time needed to implement a typical ANN inference or operation may
change depending on the complexity and size of the network and the hardware required
for computation. Overall, simpler and smaller ANNs can be executed in a matter of mi-
croseconds or milliseconds, while complex and larger ANNs can require several seconds or
minutes to finish a single inference [25–37]. In this paper, the time required for the trained
ANN to make an inference is of the order of minutes.

The performance of the proposed forecasting network structure is evaluated based on
the following metrics: mean square error (MSE), max relative error (MAE), and absolute
variance (R2) (Equations (1)–(3)). The m stands for experimental or CFD data. If the
CFD data are used, Tm = TCFD, Tm−max = TCFD−max and Tm−min = TCFD−min. The same
concept applies to the experimental data. These criteria are considered acceptable tests for
the behavior of ANNs. In addition, R2 = 1 means an excellent fit and an R2 of near 1 means
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a good fit. As a result, there is a proportional relation between the values of R2 and the
quality of the fit.

MAE (%) = Max
(

|TANN − Tm|
(Tm−max − Tm−min)

)
× 100 (1)

MSE (%) =

√
1
n ∑n

i=1(TANN − Tm)
2

(Tm−max − Tm−min)
× 100 (2)

R2 = 1− ∑n
i=1(TANN − Tm)

2

∑n
i=1(TANN − TANN−mean)

2 (3)

where: n is the number of samples, TANN is the temperature predicted by the neural
network, Tm is the actual measured or CFD-calculated temperature, Tm−max, Tm−min are
the maximum and minimum measured or CFD-calculated temperature, respectively, and
TANN−mean refers to the mean value of the temperature predicted by the ANN.
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5. Results and Discussion

The discussion is divided into three scenarios based on the methodology used. The
three scenarios are based on a numerical analysis based on CFD, predictions provided by
ANNs, and the use of ANNs with an IoT platform.

5.1. Scenario 1: Numerical Analysis Based on CFD
5.1.1. Grid Dependency Check

To decrease the number of grid elements without compromising accuracy, a grid
independence check was performed. In general, utilizing more cells makes a numerical
answer more precise, but doing so also increases the amount of computer memory and
processing time needed. To inspect the independence of the results versus cell number,
nine kinds of meshes were investigated (Table 2). Grid one has about 166,140, 12,348, and
164,319 elements for the external domain, solid domain, and internal domain, respectively.
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While grid nine has about 685,250, 28,560, and 1,953,066 elements for the external domain,
solid domain, and internal domain, respectively.

Table 2. Nine kinds of meshes with each sub-domain and total elements for wing anti-icing system.

No. Grid(1) Grid(2) Grid(3) Grid(4) Grid(5) Grid(6) Grid(7) Grid(8) Grid(9)

External Domain
Elements 166,140 364,470 364,470 364,470 520,500 658,250 658,250 658,250 685,250

Solid Domain
Elements 12,348 19,488 19,488 19,488 28,560 28,560 28,560 28,560 28,560

Internal Domain
Elements 164,319 1,024,413 1,085,252 1,259,010 1,477,181 1,477,181 1,608,800 1,777,585 1,953,066

Total Elements 342,807 1,408,371 1,469,210 1,642,968 2,026,241 2,163,991 2,295,610 2,464,395 2,666,876

In common with [23], in this study, the shape of the ice on the NACA 23014 airfoil is
modeled using LEWICE 2019 software. In the experimental procedure, thermocouples are
used to measure temperature along three lines on the wing leading edge surface. The points
of line 1 are set over the centerline of hot air jets 2 and 3, while, the points of line 3 are set
over the centerline of hot air jet 1, and the points of line 2 are set at the span location between
the hot air jets, as shown in Figure 8. The thermocouple used is a composite of iron and
copper-nickel materials. It consists of a brass tip, 1/4 thread adapter (BSP), 19 mm diameter
aluminum bayonet, 2 × 24 metallic braid cable, and pin or fork connection terminals. The
measuring range of the thermocouple is −40 to 750 C. The average thermoelectric power is
about 5.65 mV/100 C. The produced electromotive force is about 0 to 42,922 mV. Figure 9a–c
show the effect of the number of grid cells on the temperature in (K) measured along the
three lines of the wing anti-icing system. After the seventh grid, it is very clear that the
results are almost unaffected by increasing the number of grid cells. Thus, eight grids can
be used to maintain accuracy while reducing the time of solution. All these calculations
were carried out by using the ANSYS CFX® 19 solver and a computer with an Intel Core i7
and 16 GB RAM, and the criterion of convergence was set to decrease the scaled residual
below the value of 10−6.
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5.1.2. Verification of Numerical Model

The grid size and type are developed to verify the numerical model with the experi-
ment results based on the same boundary conditions reported in [23]. The experimental
data are obtained from [23]. Figure 10 shows the comparison between the obtained nu-
merical results with various turbulence models (k–ε, k–ω SST, and Spalart–Allmaras) and
experimental measurements for temperature distribution on the three-line surface distance
per chord (S/C). The surface distance per chord (S/C) is measured from the reference point
on the wing leading edge. Negative (S/C) values are described for the lower surface and
positive for the upper surface. It can be seen that the temperature is high in surface nodes
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opposite to inlet jets and decreases gradually on other surface nodes. A good agreement
between the numerical and experimental results is demonstrated for the three lines of
thermocouples. The k–ω SST turbulence model provides numerical results closer to the
experimental measurements than those of the other turbulence models along all three lines,
as shown in Figure 10a–c. The average percentage error of the numerical results with the
k–ω SST turbulence model compared to experimental measurements for lines 1, 2, and
3 is 5.62%, 4.23%, and 5.36%, respectively. The use of the k–ω SST turbulence model for
anti-icing models is recommended in many studies [23,50–52].
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The streamlines of the internal flow domain are investigated in this study. Hot air is
ejected from the tube through three jets and fills the leading edge area with large eddies
and vortices. The stagnation points of three of the hot air jets are illustrated in Figure 11a.
From Figure 11b, the contours of the heat flux in W/m2 are illustrated over the wing’s
outer surface. There is a high heat flux in the area opposite the jet outlets, which reduces
gradually across the surface. Figure 11c,d illustrate the temperature contours (K) on the
leading edge outer and inner surfaces. There is a high temperature in the area opposite the
jet outlets, which reduces gradually across the surface.
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Figure 11. Computational wing anti-icing system contours: (a) streamlines of internal flow domain
(m/s), (b) heat flux contours on wing outer surface (W·m2), (c) temperature contours on wing inner
surface, and (d) temperature contours on wing outer surface.

It is apparent that the temperature on the outer surface was lower than the temperature
on the inner surface due to conduction losses in the solid wing.

The shape of the velocity streamlines of the internal and external coupled flow domains
was also investigated. Figure 12A illustrates the shape of the velocity streamlines of the
internal flow domain.

The hot air is ejected from jets and it fills the leading edge area with large eddies and
vortices. Figure 12B illustrates the shape of the velocity streamlines of the external flow
domain. The cooled air flows smoothly along the airfoil configuration with an angle of
attack of 3 degrees.

The velocity contours of the internal and external coupled flow domains are obtained
(see Figure 13A). In addition, the velocity values of the external domain with zero value at
the stagnation point are obtained at an angle of attack of 3 degrees, representing cooled
air impinging on the external solid surface. Figure 13B shows an expanded section of the
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velocity contours around the internal flow domain. The velocity values of the internal
domain, with maximum values at the hot air jets, are demonstrated, representing hot air
impinging on the internal solid surface.
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The shape of temperature contours of the internal and external coupled flow do-
mains are illustrated in Figure 14. A modular method that split the physical domain into
three domains was used to explain the hot-air anti-icing challenge (internal, external,
and solid domain). Intended for the internal domain, the hot air is ejected from holes in
the piccolo tube for forced convection heat transfer between the internal flow domain
and the internal surface of the solid domain. In the case of the external domain, the
cooled air flows around the airfoil surface for forced convection heat transfer between
the external flow domain and the external surface of the solid domain. The solid domain
conducts heat from the internal surface of the leading edge to the runback flow on the
wing’s external surface.
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5.2. Scenario 2: ANN Model Based on Experimental and CFD Data

In this article, the use of ANNs is proposed for predicting the temperature of an aircraft
wing anti-icing system. The data used for training, validating, and testing is collected from
experimental studies and the results of the CFD simulation. We built two different ANNs
based on the data. The first is built from experimental data and then compared with the
CFD results. The second ANN is built from data from obtained the CFD simulation. The
two types are both presented to facilitate the forecasting process based on the available
data, as, in many cases, it is very difficult to obtain experimental data on aircraft to build a
forecasting model. The ANNs have four temperature inputs and one output (Figure 15).
The inputs are delayed by one sample, two samples, and three samples. The performance
of the obtained ANNs is compared based on mean square error (MSE). In addition, the
Levenberg–Marquardt method is adopted for training the ANNs.
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The data used for building ANNs are divided into three categories: training (70%),
validation (15%), and testing (15%), with samples from 2019, 2021, and 2017 utilized for
lines 1, 2, and 3, respectively (Table 3). The experimental data are used to build an ANN
for line 1, as given in Table 3 and Figures 16–18. Figure 16 demonstrates the performance
of the ANN based on experimental data, which shows a decreasing error with increasing
epochs. While Figure 17 demonstrates the good regression performance with values of
about 0.99 for training, testing, and validation, In Figure 18, the states of training have been
shown for the obtained ANN for line 1. The ANN based on CFD data for line 1 is shown in
Figures 19–21. Figure 19 shows the training performance for line 1 based on CFD data. It
demonstrates the decreasing MSE with an increasing number of trials. Figure 20 presents
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the regression performance of the ANN based on CFD data for line 1. The regression
for training, testing, and validation is 0.99, which means this is an accurate model for
predicting the temperature in an aircraft wing. Figure 21 shows a good performance for
ANNs for line 1. An epoch is defined as the ANN training with all the training data for
one cycle.

Table 3. Performance data of neural networks for line 1, line 2, and line 3 based on CFD and
experimental (Exp.) data.

ANN Samples MSE Regression Performance

Li
ne

1 Ex
p.

Training 1421 1.12 1.0

0.977Validation 304 1.01 1.0

Testing 304 1.18 1.0

C
FD

Training 1421 2.50 1.0

2.13Validation 304 2.61 1.0

Testing 304 2.78 1.0

Li
ne

2 Ex
p.

Training 1415 3.16 × 10−2 1.0

2.08Validation 303 3.51 × 10−2 1.0

Testing 303 3.89 × 10−2 1.0

C
FD

Training 1415 2.617 × 10−1 1.0

3.9Validation 303 2.683 × 10−1 1.0

Testing 303 2.647 × 10−1 1.0

Li
ne

3 Ex
p.

Training 1411 2.65 × 10−1 1.0

156Validation 303 2.75 × 10−1 1.0

Testing 303 2.72 × 10−1 1.0

C
FD

Training 1411 1.16 × 10−2 1.0

0.624Validation 303 1.11 × 10−2 1.0

Testing 303 1.36 × 10−2 1.0
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Figure 17. Training regression of ANN for line 1 based on experimental data.
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Figure 19. Training performance of ANN for line 1 based on CFD data.
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Figure 21. Training state of ANN for line 1 based on CFD data.

The measured best validation performance is about 0.21447 at epoch 0 for the obtained
ANN based on experimental data for line 2. The performance of the training process for
line 2 is depicted in Figure 22. In this figure, the MSE is less than 0.5, which indicates a
good ANN model. Moreover, the evaluation of training, testing, and validation is around
0.999 for training regression, as given in Figure 23. The training state performance for
line 2 is shown in Figure 24. The obtained CFD data were also used to build an ANN for
line 2. The performance of the ANN is presented in Figures 25–27. These figures indicate
an acceptable performance for the obtained model for line 2. The performance data for
the ANN model for line 3 built using experimental and numerical data are displayed in
Figures 28–33. The ANN for line 3 based on experimental data gives a good performance,
as shown by Table 3 and Figures 28–30. The model for line 3 based on CFD data also gives
a good performance, as shown by Table 3 and Figures 31–33.
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Figure 22. Training performance of ANN for line 2 based on experimental data.
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Figure 23. Training regression of ANN for line 2 based on experimental data.
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Figure 25. Training performance of ANN for line 2 based on CFD data.
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Aerospace 2023, 10, 676 25 of 34

Aerospace 2023, 10, x FOR PEER REVIEW 26 of 35 
 

 

 
Figure 27. Training state of ANN for line 2 based on CFD data. 

 
Figure 28. Training performance of ANN for line 3 based on experimental data. 

100

Gradient = 0.0043417, at epoch 1000

10-6

10-4

Mu = 1e-05, at epoch 1000

0 100 200 300 400 500 600 700 800 900 1000
1000 Epochs

0

500

1000
Validation Checks = 1000, at epoch 1000

0 200 400 600 800 1000
1000 Epochs

101

102

103
Best Validation Performance is 169.4241 at epoch 0

Train
Validation
Test
Best

Figure 27. Training state of ANN for line 2 based on CFD data.
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Figure 29. Training regression of ANN for line 3 based on experimental data.
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Figure 30. Training state of ANN for line 3 based on experimental data.
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Figure 31. Training performance of ANN for line 3 based on CFD data.
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Figure 32. Training regression of ANN for line 3 based on CFD data.
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Figure 33. Training state of ANN for line 3 based on CFD data.

The values of weights and biases were tuned through trial and error using the ANN
toolbox in Matlab. It is known that these values affect the performance of the forecasting
results. Therefore, it is very important to select accurate biases and weights for the network
training process. The forecasting results prove that the ANNs provide more efficient pre-
dictions than the numerical method based on CFD. The detailed results of the performance
metrics for the CFD and ANN approaches are listed in Table 4.

Table 4. Performance metrics for the three lines for the CFD and ANN approaches.

Line 1 Line 2 Line 3

Performance

Type

C
FD

A
N

N
-C

FD

A
N

N
-E

X
P.

C
FD

A
N

N
-C

FD

A
N

N
-E

X
P.

C
FD

A
N

N
-C

FD

A
N

N
-E

X
P.

MAE (%) 40.09 24.49 6.06 59.69 38.5 4.34 38.47 4.29 3.58
MSE (%) 22.69 5.82 0.72 27.36 5.65 0.25 23.5 0.682 0.684

R2 0.54 0.99 0.99 0.53 0.93 0.998 0.56 0.998 0.998

The temperatures along the three lines were predicted using the ANN models, and
the results are presented in Figures 34–36 for lines 1, 2, and 3, respectively. In Figure 34,
there are four curves representing the temperature predictions of the obtained ANNs.
These are the experimental temperature curve, ANN-predicted temperature based on
experimental data (ANN_Exp.), temperature based on CFD simulation (CFD), and ANN-
predicted temperature based on CFD data (ANN_CFD). The performance of the ANNs
based on experimental and CFD data is evaluated using different performance metrics,
including MAE, MSE, and R2. The results in Table 4 prove the efficiency of ANNs in the
prediction of temperature when compared with the numerical CFD method. The table
shows minimum values of MAE and MSE of around 6.06% and 0.72%, respectively, with
the ANN models. In addition, the variance is near 1, which efficiently fits the experimental
data through a trained network, in contrast with the results of CFD simulation, which has a
variance of about 0.54. The results of the ANNs based on experimental data are closer to
the experimental measurements than the results of the CFD simulation.
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The results also show that the ANNs models based on the CFD data are closer to the
experimental data than the CFD simulation results. For lines 2 and 3, the curves derived
from the CFD simulation are different from those derived from the experimental data.
However, the predictions from the ANN are very close to the experimental temperatures.
The results show that the MAE for the ANNs has minimum values of around 6.06%, 4.34%,
and 3.58% for lines 1, 2, and 3, respectively. Moreover, the minimum MSE values for the
three lines are found with the ANN-based temperature predictions, at around 0.72%, 0.25%,
and 0.684%, respectively. Finally, the ANN-predicted temperatures have very small errors
and are almost the same as the experimental temperatures. In addition, the temperature
curves for the ANNs based on CFD data and those for the CFD data are nearly the same,
demonstrating that the two approaches perform very similarly. Figures 34–36 alongside the
performance metrics given in Table 4, show the calculated differences between the ANN
and CFD results.

5.3. Scenario 3: IoT Based on ANNs

In the third scenario, the IoT is used to control and monitor the temperature of an
aircraft wing via an anti-icing system. The IoT can make a suitable decision based on a
certain threshold for the temperature. In addition, it can provide a visualization system for
the temperature based on the data collected from the thermocouples. We implement the
concept of the IoT using a commonly used platform, ThingSpeak.

Thermocouple temperature sensors collect temperature measurements from three
lines in an aircraft wing and these are used to build an ANN, which is then used to predict
the temperature. These data are then published through an IoT platform (Figures 37–39).
Figure 37 demonstrates the predicted temperature for line 1 based on ANNs published
through the IoT ThingSpeak platform in a private channel. In this figure, the figure on the
right shows the predictions of an ANN model based on experimental data, while the figure
on the left shows the predictions of an ANN model based on CFD data. Figures 38 and 39
show the equivalent representations for line 2, and line 3, respectively.
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6. Conclusions

In this study, the use of a neural network is proposed to build a prediction model of the
temperature of an anti-icing system for an aircraft wing. In addition, the IoT was selected
to monitor the temperature. The PSM of the wing anti-icing model constructed with the
NACA 23014 airfoil is investigated. Various scenarios for verifying and validating the
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ANN and numerical CFD results with previous experimental thermocouple measurements
are discussed. In the CFD analysis, a grid-independency check to decrease the number
of grid elements without decreasing accuracy is investigated using the ANSYS software.
The results of this test show that, after the seventh grid, the accuracy is almost unaffected
by increasing the number of grid cells. Nine grids with about 2,666,876 cells are judged
to be satisfactory for retaining accuracy while reducing the computation time of the so-
lution. After a deep study, the results proved that there was a good agreement between
ANN predictions and experimental measurements in all lines on the leading edge of the
aircraft wing. They also show that the ANN predictions are much closer to experimental
measurements than the CFD results, demonstrating that the neural network is a better tool
for predicting the behavior of the system than a complicated and time-consuming tool
such as CFD software. In future works, the effects of perturbations of flow, pressure, air
temperature, and angle of attack will be taken into account to evaluate the performance
of the ANN models. The domain size will also be studied. In addition, an experimental
Hardware-in-the-Loop simulation will be implemented based on the IoT to emulate aircraft
wing anti-icing systems with different fault scenarios, enabling the IoT platform to make
suitable decisions based on the situation.
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