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Abstract: Psychological distance from climate change has emerged as an important construct in
understanding sustainable behavior and attempts to mitigate and/or adapt to climate change. Yet,
few measures exist to assess this construct and little is known about the properties of the existing
measures. In this article, the author conducted two studies of a psychological distance measure
developed by Wang and her colleagues. In Study 1, the author assessed the test–retest reliability of
the measure over a two-week interval and found the scores to be acceptably stable over time. In Study
2, the author conducted two exploratory factor analyses, using different approaches to the correlation
and factor extraction. Similar results were observed for each factor analysis: one factor was related to
items that specified greater psychological distance from climate change; a second factor involved
items that specified closeness to climate change; and a third involved the geographic/spatial distance
from climate change. The author discussed the results and provided recommendations on ways that
the measure may be used to research the construct of psychological distance from climate change.

Keywords: climate change; construal level theory; exploratory factor analysis; psychological distance
from climate change; polychoric correlation; social science; test–retest reliability

1. Introduction

The psychological distance from climate change is a person’s subjective perception
of the distance they are from climate change or an impact that follows from climate
change [1–3]. In this definition, distance can involve a point in time, a geographical place
or space, the social distance or impacts of climate change, and hypothetical distances [3].
As a subjective perception of the proximity of climate change or its impacts, psychologi-
cal distance can encompass one or more of these dimensions singly or a combination of
them [1]. Psychological distance from climate change is an application of the concepts of
psychological distance and construal level theory (CLT) developed by Yaacov Trope and
Nira Liberman in 2010 [4]. Spence and her colleagues first applied psychological distance
to the topic climate change in 2012, where the researchers developed a brief self-report
scale of psychological distance and studied its relationships with other variables [5].

Since the emergence of the psychological distance from climate change construct over
10 years ago, researchers have examined its relationship with a number of variables that
include, among others, efficacy in adapting to climate change [6], risk perceptions of climate
change [6,7], mitigation and adaptation behaviors [8], direct experiences of climate change
impacts [8,9], global identity salience [10], individual difference variables [9], and pro-
environmental intentions and behaviors [1,11]. Within descriptive and exploratory studies,
some researchers have assessed the perceptions of psychological distance qualitatively and
linguistically [12,13]. A larger proportion of researchers have assessed the psychological
distance from climate change quantitatively using Spence’s measure [5]. More recently,
Susie Wang and her colleagues adapted Spence’s original 12-item measure of psychological
distance from climate change by adding items that assessed psychological distance for
single or combinations of time, space, social, and hypothetical dimensions; the full measure
possesses 18 items [1].
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The present article examines several psychometric characteristics of Wang’s measure
of the psychological distance from climate change (PDCC), which the author refers to as the
PDCC scale. The research in this article is important for several reasons, the first of which
is that the PDCC scale, and the earlier version (Spence et al.) on which it is based, has
been used frequently in quantitative studies [1,3,5]. Second, Spence’s original measure was
developed using samples from Australia and Wang’s PDCC scale was evaluated using sam-
ples from the United Kingdom [1,5]. To date, no research has examined the functionality of
the PDCC scale with a sample of respondents from the United States. Third, no existing
research has ever examined the temporal stability (i.e., test–retest reliability) of any mea-
sure of the psychological distance from climate change. Fourth, although the underlying
CLT possesses four different dimensions of psychological distance, researchers frequently
have treated the empirical measurement of psychological distance as unidimensional. In
addition, Wang has reported that her PDCC scale is essentially unidimensional [1]. Thus, it
becomes important to explore the number of latent variables underlying the observed items.

In the next section, the author first briefly reviews the concepts of CLT, psychological
distance, and the psychological distance from climate change. This is followed by a
review of the quantitative measurement of PDCC and the PDCC scale. The author then
presents the results of two studies of the psychometric characteristics of the PDCC scale,
the first of which examines the test–retest reliability. Temporal reliability in this regard
is significant to assess because it necessarily limits the magnitude of subsequent validity
coefficients one may expect to observe [14]. The second study undertakes an exploratory
factor analysis of the PDCC scale items using two different approaches. After presenting
descriptive statistical data based upon the factor analytic results, the author then describes
the limitations of the studies and discusses the results in terms of the implications of the
measurement of the psychological distance from climate change in future studies.

1.1. Construal Level Theory and Psychological Distance

Trope and Liberman based their construal level theory upon prior work in cognitive
and personality psychology that dealt with how people categorize objects, events, and
people [15,16]; how people form concepts [17]; and how they cognitively represent their
actions [18]. Construal within CLT refers to people actively or implicitly constructing a
cognitive representation of something. High-level construals pertain to something that
is general, encompassing, and correspondingly more abstract. Alternatively, low-level
construals are more circumscribed, specific, and concrete [4]. “Construal levels refer to
the perception of what will (or did) occur: the processes that give rise to the (cognitive)
representations of the event itself” [4] (p. 442) (author added parenthetical terms).

In contrast, according to Trope and Liberman [4] (p. 442), “[p]sychological distance
refers to the perception of when an event occurs, where it occurs, to whom it occurs, and
whether it occurs”. Here, perception is the person’s subjective experience that an event
is proximal or distal to the self in the present time [4]. The terms in the quote refer to
the four dimensions of psychological distance: when (temporal distance), where (spatial
distance), to whom (social distance), and whether the event occurs (hypothetical distance).
The four dimensions of psychological distance are oblique to each other, rather than
orthogonal. Thus, events usually find meaningful representation on the four dimensions
taken together. Generally, events that are experienced as psychologically close involve low-
level construals—things that are near, specific, concrete, and capable of being experienced.
Conversely, the high-level construal of an event involves abstraction and generalization
that can make it seem psychologically distant, especially in space and time [4].

1.2. Psychological Distance and Climate Change

Trope and Liberman developed CLT and psychological distance as general concepts
that could find wide applications within cognitive and social psychology [4]. The nature
of CLT and psychological distance make them appealing constructs for understanding
how people understand and perhaps respond to global climate change [3,5]. The global
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climate and the climate system [19,20] easily represent high-level constructions given the
impacts of anthropogenic forcing of the climate by greenhouse gases on a global scale and
on longer timeframes. In addition, the global climate system, defined as the long-term
thermodynamic (energy) and hydrodynamic (water) balances of the Earth, gives rise to
the weather over various spatiotemporal scales [20,21]. Here, as something that is more
immediate, sensible, and tangible, weather functions as a low-level construal. Weather
and weather changes readily satisfy the criteria as events that develop over time and
space [22,23]. In Trope and Liberman’s framework, climate is the (global) what that produces
weather at smaller and more concrete scales where it is possible to ask about whether, when,
where, and to whom [4]. In this way, global climate and climate change may be more distant
psychologically from people than the immediate past, present, and/or upcoming forecasted
weather. Support for this conceptualization of CLT and psychological distance within
weather and climate is provided by several research groups that have inquired whether it is
possible to experience climate immediately and whether the occurrence of severe or extreme
weather events leads people to be more mindful of climate change [24–27]. In addition,
there is some evidence that construal level and psychological distance may not always be
highly correlated [28] and that climate change that occurs locally does not preclude being
concerned about its effects on distant places and further in time [29].

1.3. Measuring the Psychological Distance from Climate Change

Thus far, CLT has strongly informed the measurement of psychological distance from
climate change [1,3,5]. Spence, Poortinga, and Pidgeon developed the first set of survey
items to assess the perceived distance from climate change incorporating the four dimen-
sions two years after the original CLT paper by Trope and Liberman [4,5]. In addition to
exploring the nature of psychological distance among a large sample of British respondents,
the authors also desired to assess how psychological distance was related to concerns about
climate change and sustainable behavior intentions [5]. Spence’s psychological distance
measure included 10 items: 2 for geographic distance, 1 for temporal distance, 2 for social
distance, and 5 items relating to uncertainty and skepticism about climate change (i.e., hy-
pothetical distance). After its development, researchers used Spence’s measure in all or
part to explore the relationships of psychological distance from climate change with other
variables [1,7,11,30–33].

Wang and her colleagues adapted and supplemented Spence’s measure of psychologi-
cal distance to investigate its relationships with construal level in an Australian sample [1].
In her modification, Wang added items to the spatial, temporal, and social dimensions
so that each dimension was indicated by four items. In addition, two hybrid items were
added, one of which assessed temporal and spatial distance together with the other assess-
ing temporal and social distance. This resulted in 18 items that people responded to with
a 1 (Strongly Disagree) to 5 (Strongly Agree) rating scale. The PDCC scale items appear in
Appendix A (Table A1).

The PDCC scale items (PD1 in [1]) exhibited good internal consistency for the sample
that responded to them (Cronbach’s α = 0.93). Here, it is possible that the additional
items resulted in a more homogenous item pool compared with Spence’s initial measure
and hence greater internal consistency [5]. In addition, increasing the number of items
results in a larger sample of behavior from respondents from which to infer the underlying
construct [14]. Wang’s principal components analysis revealed that all the items except one
loaded onto a single component [1]. Again, the four dimensions of psychological distance
were significantly intercorrelated.

The work of both Spence and Wang has been influential in focusing researchers’
attention upon CLT, psychological distance to climate change, and the relationship between
these constructs [1,5]. At the time of this article, 747 researchers have cited Spence’s
work and 83 have referenced the work of Wang according to the respective journals in
which the research was published. Many researchers have used the items that Spence and
Wang developed, in all or part, to assess one or more dimensions of the psychological
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distance from climate change [2,3,8,32–41]. With this ongoing interest in the measurement
of the psychological distance from climate change, it becomes important to assess the
psychometric characteristics of the measures that researchers employ. This is especially the
case for the psychological distance from climate change because empirical results are used
both to evaluate theory (i.e., CLT) and to suggest ways to decrease psychological distance
so that people may behave in a more pro-environmental and sustainable manner [2]. The
focus of the research in this article is to describe the psychometric characteristics of the
PDCC scale items that Wang developed with a sample of undergraduate respondents from
the United States. The author chose the PDCC scale items for further examination in this
article because they were derived directly from the work of Spence and exhibited promising
levels of internal consistency in prior research [1].

1.4. Research Questions

The author pursued two research questions in this article:

1. To what extent are the 18 items of the PDCC scale reliable over a two-week test–
retest interval?

2. Given the correlation matrices of the PDCC items, how many latent variables are
required to best reproduce these correlations? Relatedly, for the given latent variables,
what are the relations (factor structure) of the measured variables to them?

Study 1 reports on the temporal stability of the PDCC items and Study 2 presents
results of exploratory factor analyses of the items.

2. Study 1: Test–Retest Reliability

How reproducible are the responses that people make to the 18 items of the PDCC over
a short interval of time? Establishing the test–retest (or replication) reliability of the PDCC
scale can give researchers an indication of the extent to which people respond to the items
in a stable manner [14,42]. In addition, knowledge of the test–retest reliability of a measure
can help researchers when designing new research with the measure [43]. Although one’s
perceived distance from climate change may be malleable by climate events that may occur
in their locality or perhaps by a new report about the status of the global climate in the
media, it is reasonable to expect that over a short period of time such as two weeks, the
perceived distance from climate change would be stable. With such a test–retest interval,
therefore, a low test–retest reliability coefficient could indicate problems with how people
interpret and/or respond to the items (e.g., the items are ambiguous in meaning) [14,42].
The first study examined the test–retest reliability of the PDCC items over a two-week
interval and estimated the internal consistency of the item set.

2.1. Materials and Methods
2.1.1. Participants and Procedures

The participant sample consisted of undergraduate students at a large state university
located in the southeastern United States who were part of a research pool in a college of
education. Participation in the study was voluntary. The incentive for the study was credit
in the research pool. The participants were able to see the study along with other research
alternatives online and then elected to participate. The participants would register for an
initial session followed by one that was two weeks afterwards.

At the initial session, the participants received a written informed consent document
along with the researcher’s explanation of it. After obtaining consent, the researcher
distributed a packet of measures that people usually completed within 30 min. The packet
contained several scales used in research involving the psychology of weather and climate
in addition to the PDCC scale items. The order of the measures within the packets was
randomized. The participants worked in a quiet setting and were asked to refrain from
checking or using digital devices while completing the measurement packet.
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The participants returned after two weeks and completed the measurement packet a
second time. Again, the order of the measures was randomized. After completing the pack-
ets, the participants received a written debriefing form, and the session was concluded. The
participants completed the measures in groups of approximately 5–15 people. The study
procedures and measurement packets were reviewed and approved by the Institutional
Review Board at the author’s university (approval: PROJECT00005184).

2.1.2. Data Analysis

The author used the R Statistics Package and the psych package for R for the data
analyses in Study 1 [44,45]. The psych package allowed for the calculation of item-to-total
score correlations, the Cronbach’s α for the scale if an item were removed, and the total
scale (no items removed) value of α. Because Cronbach’s α has some limitations [46], the
author also used the psych package to calculate McDonald’s total omega (ωt) [45,47]. To
examine the test–retest reliability between the two administrations, the author used R to
calculate the Pearson’s correlation (rtrt) and used psych to calculate the intraclass correlation
(ricc). Finally, a within-subjects t-test was used to check for differences in the mean PDCC
total scores (i.e., all items summed) across the test–retest interval.

2.2. Results
2.2.1. Sample Characteristics

The participants in Study 1 were 66 undergraduate students at a large public university
in the southeastern United States. The participants ranged in age from 19 to 29 years
(M = 21.1 years, SD = 1.35). The gender identifications were the following: 14% male, 85%
female, and 1% gender-fluid or non-binary. Regarding the participants’ race, 68% were
white/Caucasian, 14% African American/Black, 11% Asian, 3% Hispanic/Latino/a, and
4% multiracial or another race.

2.2.2. Item-to-Total Correlations, Internal Consistency, and Test–Retest Correlations

The item-level Cronbach’s alpha and item-to-total correlations appear in Table 1. No
items were identified that, if removed from the scale, would noticeably improve Cronbach’s
alpha. It was observed, however, that items 8 and 11 each exhibited lower associations
with the total scores at each administration of items over the two-week test–retest interval.
Items 8 (I can identify with victims of climate related disasters) and 11 (If climate change is to
happen, it will happen in the remote future.) each correlated in the 0.20 to 0.30 range with the
total scores, whereas most of the remaining items exhibited item-total correlations in the
0.50 to 0.80 range.

Overall, the items at each administration exhibited good internal consistency. At the
first administration, α = 0.91, 95% CI: 0.87–0.93. Similarly at the second administration,
α = 0.91, 95% CI: 0.87–0.94. McDonald’s [47] omega total (ωt) coefficient at each admin-
istration was 0.93, which suggested that the items formed an internally consistent set of
indicators for assessing the psychological distance from climate change for the participants
in the study.

To what extent were the total PDCC scale scores correlated with each other over the
two-week test–retest interval? The Pearson correlation suggested that the items exhibited
an acceptable level of temporal stability, rtrt = 0.80, p < 0.0001, 95% CI: 0.68–0.89. Similar
results were observed when assessing the temporal stability through intraclass correlation,
ricc = 0.80, p < 0.0001, 95% CI: 0.69–0.87. The author also evaluated the effects on the
internal consistency and test–retest reliability of removing items 8 and 11. The internal
consistency estimates increased by approximately 0.01; however, the test–retest reliabilities
were unchanged. Finally, the mean PDCC total scale score at the first administration
(M = 40.49, SD = 11.02) was not statistically different from the mean score at the second
administration (M = 41.77, SD = 11.04) (t (65) = 1.15, p = 0.26).
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Table 1. Standardized Cronbach’s alpha (α) coefficients and item-to-total correlations for each
administration of the PDCC Scale (n = 66).

Item

First Administration Second Administration

Standardized α

If Item Removed
Item-to-Total
Correlation

Standardized α

If Item Removed
Item-to-Total
Correlation

1 0.90 0.68 0.91 0.67
2 0.91 0.54 0.90 0.78
3 0.90 0.59 0.91 0.44
4 0.91 0.48 0.91 0.70
5 0.90 0.75 0.90 0.77
6 0.90 0.58 0.91 0.61
7 0.90 0.55 0.90 0.75
8 0.91 0.28 0.92 0.20
9 0.90 0.73 0.91 0.69
10 0.90 0.71 0.91 0.62
11 0.91 0.23 0.92 0.31
12 0.90 0.60 0.91 0.62
13 0.90 0.84 0.90 0.75
14 0.91 0.49 0.91 0.41
15 0.90 0.81 0.91 0.65
16 0.90 0.66 0.90 0.81
17 0.90 0.74 0.91 0.60
18 0.90 0.63 0.91 0.73

Note: The item-to-total correlations were corrected for item overlap and scale reliability.

2.3. Discussion

The participants in this study exhibited an acceptably good level of reliability when
responding to the PDCC items over a two-week period with both the Pearson and the
intraclass correlations at a value of approximately 0.80. Because the items were part of a
larger reliability assessment effort that included several additional weather and climate
measures whose presentation order was randomized, the likelihood that participants
remembered or became familiar with the PDCC items seems low, although the general
topics of weather and climate were probably salient. Beyond this, the test–retest reliability
estimates, from the perspective of Classical True Score Theory [14], represent the squared
value of the correlation between the observed scores and the true scores (latent construct
scores). That is, with a test–retest reliability of 0.80, the observed scores correlate with
the latent, true scores on this construct at a value of 0.90 (i.e., 0.902 ≈ 0.80). This suggests
that the PDCC items function well in indicating the construct of psychological distance
from climate change but that they do not measure or completely tap the construct, with
the remaining proportion of variance being measurement error and/or some aspect of
psychological distance that was not assessed.

It was noteworthy that two items (8 and 11) did not exhibit higher item-to-total score
correlations. This was observed in both instances of the PDCC scale administration. It
is possible that for item 8, that the term identify may be ambiguous with respect to what
it means for psychological distance from climate change. Also, it is possible that this
term may be agreed with regardless of the proximity of climate change impacts. Another
possibility is that this item has perhaps a social or interpersonal quality that results in its
measuring something other than (or in addition to) psychological distance. Item 11 was
interesting because people possibly could interpret it to mean that climate change has not
yet occurred (If climate change is to happen. . ..) or perhaps that its occurrence is still a matter
to be determined for some individuals [48]. The performance of both items 8 and 11 will
be evaluated with the larger sample of Study 2, which involved two exploratory factor
analyses of these items.
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3. Study 2: Exploratory Factor Analyses

The second study involved completing exploratory factor analyses (EFAs) on the
PDCC items. As a relatively new measure with potential for use in subsequent studies,
conducting an EFA on the PDCC items will allow for an assessment of the number of
latent variables (factors) that are necessary to reproduce the pattern of observed PDCC
item correlations. Wang and her colleagues developed the PDCC items to assess the
four dimensions of psychological distance [1,4]. Are four latent variables thus necessary
to model the intercorrelations of the PDCC items or might a smaller number of latent
variables be necessary? Although the items ostensibly were written to correspond to the
four dimensions, empirically, are four latent variables discernible and necessary? An EFA
can assist in addressing these questions and in developing a measurement model for the
PDCC items. Once this is determined, then researchers can subsequently assess this model
with different samples of respondents using confirmatory factor analyses [49,50].

Wang and her colleagues used a sample of Australian respondents to conduct a
principal components analysis (PCA) of the PDCC items [1]. PCA is not the same as EFA and
has a different purpose from EFA, although the two techniques can produce similar results.
PCA is useful as a data reduction technique for identifying a smaller number of factors that
can represent, via linear composites, the observed variables [49]. In contrast, EFA assumes a
common latent variable (factor) and assumes that measurement error exists in the observed
variables [49]. Thus, as a tool for assessing and developing a measure of psychological
distance from climate change, EFA is the procedure of choice [49,51]. Although Wang
observed a single factor in her PCA of the PDCC items with Australian participants, would
a similar result be obtained using EFA with participants in the southeastern United States?

3.1. Materials and Methods
3.1.1. Participants and Procedures

Like Study 1, the participant sample consisted of undergraduate students at a large
state university located in the southeastern United States who were part of a research pool
in a college of education. Participation in the study was voluntary. The incentive for the
study was credit in the research pool. The participants were able to see the study along
with other research alternatives online and then elected to participate. After signing up for
the study online, the participants were then shown the informed consent document and
then were directed to the project measures.

The Study 2 measures were administered online using the Qualtrics survey platform.
In addition to the PDCC scale items, the participants completed other measures relating
to the psychology of weather and climate as part of a larger research effort. The order
of the measures was randomized. The participants completed the demographics items
at the conclusion of the project, just before receiving their online debriefing and research
pool credits. This study was conducted approximately a year after Study 1. The study
procedures and measures were reviewed and approved by the Institutional Review Board
at the author’s university (approval: PROJECT00005498).

3.1.2. Data Analysis

The author used the R statistics package to compute the sample and item descriptive
statistics [44]. The author also used the psych package for R to compute the item-to-total
statistics and internal consistency statistics (α, ωt) for the PDCC item set [45]. The MVN
package in R was used to assess the univariate and multivariate normality of the PDCC
items [52]. The EFAtools package in R provided for the calculation of Bartlett’s test of
sphericity [53]. A histogram of scores was plotted using the ggplot2 package [54]. The
author used the FACTOR program (release 12.04.01, May 2023) to perform the exploratory
factor analyses [55]. The FACTOR program has been developed specifically to perform
exploratory factor analyses and contains built-in features that allow one to follow the best
practices for EFA [50,51,56]. This software is available free of charge at https://psico.fcep.
urv.cat/utilitats/factor/ (accessed on 12 May 2023).

https://psico.fcep.urv.cat/utilitats/factor/
https://psico.fcep.urv.cat/utilitats/factor/
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Given the exploratory scope of the factor analyses in this study, the author adopted a
broad approach in evaluating the structure and performance of the PDCC items in their
contributions to the measurement of the latent variables of psychological distance from
climate change. The author conducted two different implementations of EFA that reflect
some of the current thinking about the nature of self-response rating scales like that which
was used in the PDCC.

First, researchers in psychometrics have argued that rating scales (i.e., 1 to 5 ratings)
should be treated statistically as ordinal variables (ordered categories) rather than as
metrical variables that possess equal divisions between rating points [51,57–63]. Making
this assumption properly requires the calculation of polychoric correlations among the
items. Such polychoric correlation matrices are best factor analyzed with factor extraction
methods such as diagonally weighted least squares (DWLS) or unweighted least squares
(ULS) [64,65]. Then, if two or more factors are retained for interpretation, they can be
rotated obliquely to allow for some degree of intercorrelation as indicated by CLT and
psychological distance research [4].

Second, other researchers in psychometrics have maintained that Pearson correlations
work acceptably well with ordered data and that maximum likelihood (ML) factor extrac-
tion methods of Pearson correlation matrices can be used to produce an EFA [66,67]. The
adherents of this approach cite the strengths of the ML algorithm and its wide use in the
development of psychological instruments [67]. The ML method of factor extraction in
EFA is limited, however, by the assumption that the observed data follow a multivariate
normal distribution [49,68]. Further, the DWLS method can provide more accurate pa-
rameter estimates than the ML method when working with ordinal-level data that are
non-normal [64,65].

In appreciating the contribution of each of these perspectives, the author conducted
two factor analyses using the FACTOR program [55]: 1. Calculating polychoric correlations
and then extracting the factors with DWLS methods. 2. Calculating Pearson correlations
and extracting the factors with the ML method. In the case of multiple factors, which may
correspond to the different dimensions of psychological distance from climate change, the
author used the promin rotation to interpret the factors. The promin rotation allows for
correlation among the factors [69].

The next analytic issue involved the number of latent variables (or factors) to retain
in the EFAs. The use of heuristics such as “eigenvalues greater than one” or examining
the leveling-off of scree plots are outdated, given the availability of better methods of
determining the likely number of latent variables that exist in a measurement model [70].
Thus, at the inception of each EFA, the author used the FACTOR program to estimate
the possible number factors using parallel analyses, Hull’s method, and the Bayesian
information criterion (BIC) [55]. In addition to these indices, in each factor analysis, the
author used several indices of the EFA model fit that the FACTOR program provides: 1. the
root mean square error of approximation (RMSEA); 2. the Tucker–Lewis index; 3. the root
mean squared residual; and 4. the minimum fit chi-square statistic (χ2) [55,71,72]. These
indices were useful in ascertaining the number of factors in the EFA that resulted in the
optimal model fit for the sample that the author used.

Finally, the author reported indices of factor determinancy (FDI), factor simplicity
(FSI), and construct replicability (i.e., the G-H index). The FDI indicates the extent to which
factor score estimates represent the latent factor scores; generally, FDI values at or above
0.80 are considered adequate [72]. The construct replicability index assesses the ability
of the items to indicate the latent variables; it also provides an indication of the possible
replicability of the EFA factor solution in subsequent studies. Values of 0.80 or higher
suggest an acceptable degree of representation and potential for replicability [72]. Bentler’s
factor simplicity index ranges from 0 to 1 and indicates the extent to which the PDCC items
in the factor pattern matrix were simple rather than complex; higher values of the index
suggest that a simple solution was obtained [71].
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3.2. Results
3.2.1. Sample Characteristics

The participants in Study 2 were 342 undergraduate students at a large public univer-
sity in the southeastern United States. The participants ranged in age from 18 to 41 years
(M = 20.9 years, SD = 2.04). The gender identifications were the following: 16% male, 81%
female, and 3% gender-fluid or non-binary. Regarding the participants’ race, 73% were
white/Caucasian, 8% African American/Black, 6% Asian, 5% Hispanic/Latino/a, and 8%
multiracial or another race.

3.2.2. Item Descriptive Statistics

Prior to conducting the factor analyses, the author calculated descriptive statistics for
each of the 18 PDCC items; these statistics appear in Table 2. Most of the individual item
mean values fell within the mid-ranges of the 1 to 5 response scales and suggested that the
sample experienced climate change as psychologically closer to them rather than distant.
For example, the participants somewhat disagreed with item 5, “I don’t see myself as someone
who will be affected by climate change”. Similarly, for item 9, which was reverse-scored,
people somewhat agreed that “Climate change is happening now”.

Table 2. Item descriptive statistics (n = 342).

PDCC
Item Mean * Variance Skew Kurtosis Shapiro–Wilk

W Statistic **

Anderson–
Darling

Statistic †

Item-to-Total
Correlation

1 2.67 0.98 0.31 −0.76 0.88 19.71 0.62
2 2.68 1.06 0.34 −0.86 0.87 21.42 0.58
3 2.32 0.75 0.82 0.77 0.84 26.31 0.64
4 1.99 0.72 1.02 1.48 0.81 26.14 0.70
5 2.35 1.04 0.62 −0.23 0.87 19.05 0.79
6 2.67 1.22 0.25 −0.95 0.89 17.03 0.53
7 2.49 0.84 0.35 −0.40 0.88 18.78 0.72
8 3.39 1.04 −0.16 −0.63 0.90 13.71 0.15
9 1.75 0.66 1.14 1.74 0.78 27.98 0.68
10 2.13 1.01 0.74 0.14 0.86 17.77 0.70
11 2.83 1.05 0.03 −0.65 0.91 13.55 0.33
12 3.12 0.91 −0.18 −0.47 0.90 15.94 0.51
13 2.45 0.89 0.33 −0.48 0.89 17.33 0.71
14 1.93 0.82 0.97 0.86 0.82 22.78 0.55
15 2.69 1.03 0.22 −0.53 0.91 13.99 0.64
16 2.16 0.85 0.74 0.33 0.85 21.15 0.81
17 2.22 0.80 0.64 0.33 0.86 20.55 0.79
18 2.42 0.85 0.35 −0.15 0.89 16.97 0.69

Note: * Mean values indicate the location on the 1 to 5 rating scale for each item. ** The significance level for
each W-statistic was <0.0001, which results in the rejection of the null hypothesis that the population from which
the sample was drawn was normally distributed for each of the 18 PDCC items. The statistics were calculated
after reverse scoring the necessary items. † The significance level for the Anderson–Darling tests of univariate
normality were all significant, p < 0.001.

Regarding the item response distributions, most of the items exhibited moderate
positive skew; item #9 demonstrated the highest value of positive skew (see Table 2).
Similarly, most items demonstrated slight positive or negative kurtosis; items 4 and 8 re-
sulted in the sharpest peaks for the present sample. Table 2 also shows that the null
hypothesis that the population from which the individual item responses were drawn was
normally distributed was rejected for each item according to both the Shapiro–Wilk and the
Anderson–Darling tests. Three tests of multivariate normality (Mardia, Henze–Zirkler, and
Royston) each suggested that the 18 PDCC items taken together did not exhibit multivariate
normality [73–75].
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The participants in this study responded in an internally consistent manner to the
18 PDCC items, α = 0.91, 95% CI: 0.90–0.93. A comparable value was observed for Mc-
Donald’s [47] omega total, ωt = 0.93. The item-to-total correlations were also computed
for the present sample (see Table 2). Most of the items exhibited item-to-total correlations
in the 0.50 to 0.80 range. The exceptions to this were, again, items 8 and 11 that exhibited
noticeably lower magnitudes of correlation with the total score.

3.2.3. EFA Using Polychoric Correlations with the DWLS Extraction

The lower triangle of polychoric correlations for the PDCC items is provided in
Table A2. An inspection of this matrix shows a generally moderate degree of intercorrela-
tion among the items. Within this matrix, the average correlation using the Fisher r-to-z
transformation [76] was 0.47 and the median correlation was 0.49. The median polychoric
correlation of an item with all other items ranged from 0.09 for item 8 to 0.60 for item 16.

This EFA was conducted with 16 PDCC scale items. Items 8 and 11 were removed
from further analysis for three reasons. First, items 8 and 11 exhibited the lowest levels of
polychoric correlations with the remaining PDCC items (see Table A2). Second, in both
Tables 1 and 2, these items demonstrated low item-to-total correlations. Third, an initial
EFA that included all 18 items revealed that items 8 and 11 had very low communalities
(h2), which denotes the square of the item correlation with the factor. In this initial analysis,
for item 8, h2 = 0.018, and for item 11, h2 = 0.134. These values suggested that the items
were very weakly related to the latent variable (psychological distance from climate change)
that would indicate them. Thus, these items were removed from the two EFAs performed
in this study.

The Kaiser–Meyer–Olkin (KMO) test for sampling adequacy for the factor analysis of
the 16 items resulted in a value of 0.883; this result suggested that there was a sufficiently
high amount of common variance among the items for the EFA to produce meaningful
results. Bartlett’s test of sphericity that the matrix of correlations was different from an
identity matrix was statistically significant, with χ2 (120) = 3273.38 and p < 0.001. Thus,
the data appeared suitable for factor analysis. Regarding the potential number of latent
variables that may underlie the item correlations, the parallel analysis criteria suggested
two factors when considering the mean. Similarly, the Bayesian Information Criterion
(BIC) suggested two factors. Hull’s method for selecting the number of common factors
suggested the existence of a single factor among the 16 items.

Because two of the above factor indices suggested the possibility of two factors, the
author explored the fit statistics for EFA models that contained one to four factors. The fit
of the one-factor model was poor with a root mean square error of approximation (RMSEA)
value of 0.114 and a root mean square of residual (RMSR) value of 0.106. The degree of EFA
model fit was improved slightly with two factors, with RMSEA = 0.07. The three-factor
model, however, provided a degree of fit that was significantly improved over one with
two factors, with χ2 (14) = 174.85 and p < 0.001. The four-factor model also resulted in a
good fit; however, only two items loaded onto the fourth factor and, overall, the loadings
of this model became more difficult to interpret than those of the three-factor solution.
Along with this, the four-factor model did not significantly improve the fit of the model,
with χ2 (13) = 20.05 and p < 0.094. Thus, the author selected the three-factor EFA model
of the PDCC items. The first three eigenvalues for this factor analysis appear in Table 3;
these factors accounted for 72.6% of the variance among the items. The fit indices appear in
Table 4. Both the RMSEA and RMSR indicated good model fit. In addition, the minimum
fit chi-squared statistic was not statistically significant, suggesting also that this EFA model
fit the data well. Finally, the Tucker–Lewis index indicated a good degree of model fit (see
Table 4).
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Table 3. Eigenvalues and proportion of variance for the 3-factor DWLS and ML analyses.

Polychoric Correlations/DWLS Extraction Pearson Correlations/ML Extraction

Eigenvalue Proportion of
Variance

Cum. Prop.
Variance Eigenvalue Proportion of

Variance
Cum. Prop.

Variance

8.744 0.547 0.547 7.663 0.479 0.479
1.886 0.118 0.664 1.875 0.117 0.596
0.990 0.062 0.726 1.018 0.064 0.660

Table 4. Fit indices for the 3-factor DWLS and ML EFA models.

Fit Index for a
3-Factor Model

Polychoric Correlations/DWLS
Extraction

Pearson Correlations/ML
Extraction

Fit Index Value 95% CI Fit Index Value 95% CI

RMSEA 0.051 0.038–0.056 0.084 0.082–0.087

Tucker-Lewis
Index 0.992 0.990–0.996 0.966 0.950–0.970

RMSR 0.044 0.038–0.046 0.033 0.028–0.034

Minimum Fit χ2 68.997, df = 75, ns -- 252.262, df = 75,
p < 0.00001 --

The indices of factor determinancy, factor simplicity, and construct replicability appear in
Table 5. Overall, the FDI and G-H index suggested that factor scores well represented scores
on the latent factors and that the items performed well in indicating the latent variables. The
higher values for the G-H index also suggested that the solution obtained in this EFA may be
replicable in future studies. The FSI index conveyed that the three-factor solution from the
EFA was simple and parsimonious in nature, rather than factorially complex.

Table 5. Indices of factor determinancy, factor simplicity, and construct replicability.

Factor Index

Polychoric Correlations
with DWLS Extraction

Pearson Correlations with
ML Extraction

Index Value 95% CI Index Value 95% CI

Factor Determinancy Index (FDI)

Factor 1 0.966 0.943–0.976 0.920 0.879–0.937
Factor 2 0.979 0.971–0.994 0.966 0.956–0.981
Factor 3 0.958 0.927–0.981 0.948 0.927–0.960

Construct Replicability Index (G-H Index)

Factor 1 0.870 0.835–0.891 0.846 0.773–0.877
Factor 2 0.958 0.922–0.991 0.932 0.914–0.962
Factor 3 0.893 0.844–0.932 0.899 0.859–0.921

Factor Simplicity Index (FSI) 0.956 0.728–0.991 0.980 0.868–0.996

The promin-rotated factor loadings appear in Table 6. Generally, the three factors were
related to items representing a mixture of the dimensions of psychological distance from
climate change. On the left side of Table 6, Factor 1 was related to two temporal items
(items 9 and 10), a temporal social item (12), two geographic items (3 and 4), and two items
representing the hypothetical dimension (14 and 15). There is a component of temporal
distance from climate change represented in Factor 1; however, this content is muted or
mixed with geographic and hypothetical distance.
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Table 6. Rotated factor loadings and communalities for the DWLS and ML factor analyses.

Polychoric Correlations/DWLS Extraction Pearson Correlations/ML Extraction

PDCC Item Factor 1 Factor 2 Factor 3 Comm. Factor 1 Factor 2 Factor 3 Comm.

1 0.578 0.597 0.555 0.524
2 0.908 0.864 0.792 0.679
3 0.674 0.525 0.573 0.392 0.68 0.512
4 0.822 0.353 0.702 0.827 0.642
5 0.641 0.708 0.629 0.645
6 0.715 0.739 0.728 0.617
7 0.713 0.693 0.593 0.604
9 0.839 0.859 0.829 0.694

10 0.701 0.747 0.668 0.622
12 0.415 0.377 0.308 0.3 0.363 0.261
13 0.676 0.606 0.671 0.529
14 0.726 0.573 0.699 0.48
15 0.54 0.557 0.467 0.455
16 1.022 0.892 0.99 0.792
17 0.784 0.808 0.757 0.701
18 0.986 0.681 0.884 0.588

Note: Only rotated factor loadings greater than 0.3 are shown. Given that the promin factor rotation method
allows factors to be correlated, it is possible for factor loadings to exceed a value of 1.0.

The correlations of Factor 2 with the items suggested that this latent variable pertained
to a mixture of hypothetical and social distance from climate change. The items loading
onto this factor included two social distance items (5 and 7), one hypothetical distance item
(16), one item assessing hypothetical geographical distance (17), one assessing hypothetical
social distance (18), and finally one assessing temporal geographic distance (13).

Factor 3 corresponded most clearly to geographical distance from climate change.
The four items assessing geographic distance (1 to 4) possessed loadings onto Factor 3. In
addition, one social item (6) and one temporal social item (12) were also correlated with
this factor.

Table 7 shows the Pearson correlations of the three factors. Because the promin rotation
allowed for the factors to be related to one another, the correlation in Table 6 suggested
that the EFA factors are all related and in the same direction (i.e., there were no negative
correlations). Factors 1 and 3 each exhibited higher magnitudes of correlation with Factor 2.
The temporal psychological distance associated with Factor 1, however, was somewhat less
correlated with the geographical distance content of Factor 3.

Table 7. Factor correlations for the DWLS and ML factor analyses.

Factors
DWLS Analysis ML Analysis

1 2 1 2

1. Factor 1 1.00 1.00
2. Factor 2 0.71 1.00 0.60 1.00
3. Factor 3 0.27 0.64 0.30 0.73

Note: All correlations were statistically significant, p < 0.05.

3.2.4. EFA Using Pearson Correlations with the ML Extraction

The lower triangle of Pearson correlations for the PDCC items is provided in Table A3.
Like the polychoric correlation matrix (Table A2), a generally moderate degree of intercorre-
lation existed among the items. Within the Pearson matrix, the average correlation was 0.37
and the median correlation was 0.41. The median correlation of an item with all other items
ranged from 0.08 for item 8 to 0.51 for item 16. Again, items 8 and 11 were eliminated from
the factor maximum likelihood factor analysis for the same reasons described previously
in Section 3.2.3 above. EFA with maximum likelihood factor extraction methods assumes
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an underlying multivariate normal distribution in the data, which was not observed
(Section 3.2.2 above). Because a robust ML EFA was performed, however, the author
assumed, according to Robitzsch, that the results produced would be unbiased [55,67].

The KMO statistic for this analysis was 0.92, which suggested that there was a suffi-
ciently high amount of common variance to produce meaningful factor analytic results.
Identical to the results in Section 3.2.3, Bartlett’s test indicated that the correlation matrix
was significantly different from an identity matrix (χ2 (120) = 3273.38, p < 0.001). Regard-
ing the number of factors, the parallel analysis criterion suggested the existence of two
factors while both Hull’s method and the Bayesian information criterion suggested only a
single factor.

The author again fitted EFA models that contained between one and four factors.
The one-factor model produced a poor fit (RMSEA = 0.10 and RMSR = 0.10). The fit of a
two-factor model to the data improved slightly (RMSEA = 0.89, RMSR = 0.05), although
the robust chi-square statistic still indicated a statistically significant degree of misfit
(χ2 (89) = 331.77, p < 0.0001). A three-factor model resulted in a statistically better degree of
fit (χ2 (14) = 76.73, p < 0.0001), with improvements in the RMSEA, RMSR, and the TLI (see
Tables 3 and 4). By the chi-square criterion, however, the three-factor model still exhibited
a degree of misfit (Table 4). Because the four-factor solution did not appreciably improve
the fit or result in substantially less misfit, the author chose the three-factor solution.

The indices of factor determinancy, factor simplicity, and construct replicability appear
for the ML EFA of the Pearson matrix in Table 5. Like the first EFA, the FDI and G-
H index suggested that factor scores well represented scores on the latent factors and
that the items performed well in indicating the latent variables. The values of the G-H
index also suggested that the solution obtained in this EFA may be replicable in future
studies. The FSI index conveyed that the three-factor solution from the ML EFA was simple
and parsimonious.

The right portion of Table 6 shows the rotated factor loadings for the ML EFA. The
results for the ML EFA were quite like those of the DWLS analysis in that the same items
loaded onto Factor 2 for each EFA. Factor 1 from the ML analysis corresponded to Factor 3
from the DWLS EFA. Factor 3 from the ML EFA corresponded to Factor 1 from the DWLS
analysis. Factor 2 was highly correlated with items that originally were designed to assess
social and hypothetical distance from climate change. Factor 1 in the ML analysis of the
items corresponds to a mix of geographic and social distance from climate change, whereas
in the DWLS analysis, this factor involved more item content related to geographic distance.
Factor 3 represented an amalgam of geographic, temporal, and hypothetical distance from
climate change. Regarding factor intercorrelations (see Table 7), both Factors 1 and 3
exhibited higher intercorrelations with Factor 2 than they did with each other. Again, the
pattern of correlations from the ML-derived factors was quite like that obtained from the
DWLS EFA.

3.2.5. Descriptive Statistics for the PDCC Full Scale and Factor Subscales

The author used the item–factor associations produced by the polychoric and DWLS
approach (see Table 6, left side) to calculate the descriptive statistics for the full 16-item
PDCC scale and for the sum of items related to each of the three factors. The author chose
the DWLS solution here because of its generally better fit compared to the ML approach.
This descriptive data may be useful to other researchers who use the PDCC items in the
future and wish to have some basis for comparing or possibility interpreting magnitudes
of scores that they obtain when using the measure.

The descriptive statistics appear in Table 8. The scores were obtained by summing the
items for the relevant full or factor-related subscales after the appropriate items had been
reverse-scored according to Table A1. The scores for the full PDCC scale were calculated
after omitting items 8 and 11, as in the factor analyses. Also, because three of the items
are part of more than one factor subscale, the sums of scores on the factors will exceed
the total score. Generally, the mean and median values were quite close and each score
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distribution showed some slight positive skew. The values of Cronbach’s α were all within
the acceptable range. The author checked for score differences between men and women.
Although men in the sample tended to report higher mean scores on each of the three factors,
none of the score differences between men and women achieved statistical significance.

Table 8. Descriptive statistics for the PDCC full scale and factor subscales (n = 342).

Scale Mean Median Stand.
Dev. Skewness Kurtosis Cronbach’s α

(95% CI)

PDCC-Full 38.0 37 10.38 0.41 0.74 0.92 (0.91–0.94)
Factor 1 15.9 16 4.76 0.88 1.94 0.86 (0.83–0.89)
Factor 2 14.1 13.5 4.65 0.46 0.25 0.91 (0.89–0.92)
Factor 3 15.5 15 4.13 0.08 0.20 0.80 (0.76–0.84)

Note: The PDCC-Full scores are the sum of the 16 retained items after reverse-scoring the appropriate items.

Figure 1 shows the distribution of the PDCC full/total scores with a superimposed
normal curve (using the mean and standard deviation in Table 8). Although the distribution
was approximately mound-shaped, Mardia’s test indicated that it deviated significantly
from a standard normal curve, p < 0.0001.
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3.3. Discussion

The results of the DWLS and ML factor analyses were noteworthy in two respects.
First, despite making different assumptions about the nature of the five-point response
scale (either as an ordinal variable or one that is metrical and continuous) and what this
means for the appropriate methods of intercorrelating the PDCC items and subsequently
performing the EFAs, the two methods yielded nearly identical results. That is, for both the
DWLS and ML methods of EFA, a three-factor model was appropriate when considering
some of the common fit indices. Beyond this, the promin rotation of the DWLS and ML
factor solutions produced item–factor loadings that were very comparable (see Table 6).
The differences in the magnitudes of the loadings between the two EFA methods may have
stemmed from the more precise estimates of the polychoric and DWLS approach for ordinal
data compared to the Pearson and ML approaches [51,57,59,60,62–65]. Further, it is also
possible that because the data did not satisfy the assumption of multivariate normality,
some of the ML estimates may have differed from those of the DWLS approach, despite
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having used robust ML methods. Nonetheless, observing comparable results using two
different EFA approaches provides a degree of convergent support for the factor structure
of the PDCC scale.

The second noteworthy feature of the EFA results concerned the actual composition of
the three observed factors. Although one may have expected initially that the EFA would
reflect the four dimensions of psychological distance from climate change (i.e., geographi-
cal/spatial, temporal, social, and hypothetical) in the factor loadings, this was not the case.
Instead, items from multiple dimensions were associated with each factor. An examination
of the wording, especially as it conveys nearness to climate change impact or distance from
it, lends clarity to what the factors were assessing (refer to Table A1). Within each of the
four content dimensions, some items are worded such that climate change impacts are
distant while the remaining items in the dimension are worded such that the perceived
climate changes are proximal. Thus, Factor 1 in the DWLS analysis (or Factor 3 in the ML
analysis) represents items that are associated with smaller psychological distances in space
and time: 3. My local area will be affected by climate change and 9. Climate change is happening
now. All the items associated with this factor were the ones to be reverse-scored when
calculating a total psychological distance score. Factor 2 in both EFAs contained items that
were worded such that climate change impacts across the four dimensions were distal.
Thus, it is possible that the wording used in the respective items was responsible for the
factor loadings more than the dimensions of psychological distance were.

Factor 3 in the DLWS EFA (or Factor 1 in the ML EFA) appeared to come the closest
of the three latent variables in reflecting the geographic or spatial dimension of distance
from climate change (see Table 6). The first four PDCC items were designed to assess
geographic distance (with items 3 and 4 being worded such that climate change impacts
were close). Beyond this, other items that loaded onto this factor implied geographic
distance (6. Serious effects of climate change will mostly affect people who are distant from me.)
or emphasized a geographic region (12. The region where I live is already experiencing serious
effects of climate change.).

The descriptive statistical data (see Table 8) may be useful for future researchers who
wish to characterize or compare the degree of psychological distance from climate change
that is observed in their samples. This analysis also was useful in suggesting that, at
least for this sample, there may have been a floor effect at the proximal end of the scale.
That is, there was a greater proportion of people in the sample who perceived climate
change as psychologically close to them compared to being psychologically distant. Use of
the PDCC scale with other samples can assess whether this is a trend, especially among
demographically diverse groups.

3.4. Limitations

Both studies in this article were limited by the nature of the samples that the author
used. Each sample included a preponderance of people who identified as White in race and
female in gender. In addition, the participants were university students in the southeastern
United States. Although the sample demographics in the first study may have had less
impact on the nature of the results regarding the PDCC’s reliability, the nature of sample
could have had more impact on the results of the EFAs. People who live in different and
more climatically vulnerable regions of the world could respond differently to the PDCC
items. Similarly non-students may have different associations with the PDCC items. Thus,
the results of the studies presented here should be interpreted and used with caution.
Beyond these limitations, the results of the studies suggest that it would be worthwhile to
explore the functionality of the PDCC items with different samples of people.

4. Conclusions and Recommendations

The results from Study 1 suggested that the total PDCC scores were acceptably stable
over a two-week test–rest interval. This result can provide researchers with some confidence
that people can respond reliably to the PDCC items over a short time. In both Study 1
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and Study 2, the participants were able to respond in a consistent way to the items taken
together according to the α and ωt statistics. These results suggested that people can
respond in a consistent and reliable manner to the PDCC items.

The issue of the number and nature of latent variables that underly the PDCC items
was less clear. From both EFAs in Study 2, two of the three factors may have been an artifact
of the wording of the items in terms of the perceived proximity of climate change impacts.
In both EFAs, Factor 2 represented a greater distance from climate change across the
four dimensions of space, time, social effects, and hypothetical outcomes, whereas Factor 1
(DWLS EFA) and Factor 3 (ML EFA) represented a lesser perceived distance to these impacts.
The remaining factor (Factor 3 in the DWLS analysis and Factor 1 in the ML analysis) came
the closest in representing one of the four dimensions of psychological distance from
climate change, that of spatial distance. That the two different EFA approaches largely
produced the same overall outcome regarding the factor loadings reduces the likelihood
that the findings of Study 2 were an artifact of using a single EFA approach. Beyond this, it
is possible that the results from Study 2 are limited by using a younger, university-based
sample and that the inclusion of a wider cross-section of adults in the United States may
have produced different results.

Two recommendations can be made about the use of the PDCC scales. First, it seems
acceptable given the results from both studies to sum the items (after reversing the items
listed in Table A1 in Appendix A) to provide an overall indication of psychological distance
from climate change. This could be accomplished with all 18 items or, preferably, using
16 items and omitting items 8 and 11 because of their small degree of association with
the other items. The author has followed this approach and found meaningful results
in the association of the PDCC total scores with measure of climate change worry and
anxiety [77].

The second recommendation stems from the results of Study 2 and is offered here to
encourage future researchers to experiment with the items to discover what they may offer.
That is, if none of the items in Table A1 are reversed for scoring, then the items associated
with the Factor 2 (5, 7, 13, 16, 17, and 18) represent perceptions of climate change impacts as
distal or distant. Conversely, the Factor 1 items from the first EFA (3, 4, 9, 10, 12, 14, and 15)
represent perceptions of climate change impacts as closer (or immediate). Without reverse-
scoring the items, these item sets would then be expected to be negatively correlated with
each other at a substantial level (see Table 7). If the arithmetic average of items in Factor
1 and Factor 2 were calculated, then this may allow for a more nuanced assessment of a
person’s perceptions of the closeness to or distance from climate change impacts. The items
from Factor 3 in the DWLS EFA could be used to indicate geographic/spatial distance from
climate change. To score this factor, items 3, 4, and 12 would need to be reversed; higher
scores would indicate greater spatial distance from climate change.

Beyond these practical recommendations for use of the PDCC scale, additional research
to assess the measurement model of the items with geographically and demographically
different samples would help to develop and refine the measurement of this important
construct. In some respects, as Keller and colleagues have observed [2,3], the measurement
of the psychological distance of climate change has occurred largely within the framework
of CLT, which may have been somewhat constraining. As researchers have observed,
the construct of psychological distance within the realm of climate change is complex
and layered [2,3]. It is possible that broader theoretical and empirical approaches may
be needed to assess the construct of perceived and/or experienced distance from climate
change impacts. Experimentation with different response formats beyond Likert-type
ratings also may be beneficial, especially if the perceptions of climate change impacts can
be anchored or calibrated with known psychological distances within the person.
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Appendix A. Wang’s PDCC Scale Items, Instructions, Rating Scale, and
Scoring Procedure [1]

Table A1. Items of the PDCC scale.

1. I feel geographically far from the effects of climate change. (G)
2. Serious effects of climate change will mostly occur in areas far away from here. (G)
3. My local area will be affected by climate change. (G)
4. Climate change will have consequences for every region, including where I live. (G)
5. I don’t see myself as someone who will be affected by climate change. (S)
6. Serious effects of climate change will mostly affect people who are distant from me. (S)
7. My family and I will be safe from the effects of climate change. (S)
8. I can identify with victims of climate related disasters. (S)
9. Climate change is happening now. (T)
10. We will see the serious effects of climate change in my lifetime. (T)
11. If climate change is to happen, it will happen in the remote future. (T)
12. The region where I live is already experiencing serious effects of climate change. (T,S)
13. Climate change will not change my life, or my family’s lives anytime soon. (T,G)
14. Climate change is virtually certain to affect the world. (H)
15. It is almost certain that climate change will change my life for the worse. (H)
16. It is extremely unlikely that climate change will affect me. (H)
17. My local area is very unlikely to be affected by climate change. (H,G)
18. It is virtually certain that my family will be safe from the effects of climate change. (H,S)

Note: The item associations with the four dimensions of psychological distance are indicated in the table by the
following: (G) Geographic Distance, (S) Social Distance, (T) Temporal Distance, and (H) Hypothetical Distance.
Wang and her colleagues designed items 12, 13, 17, and 18 to measure a combination of distance dimensions.

The following instructions were provided for responding to the items:
Please read each statement and then indicate the extent to which you disagree or agree with each statement
using the following scale:
1 = Strongly Disagree
2 = Somewhat Disagree
3 = Neither Disagree nor Agree
4 = Somewhat Agree
5 = Strongly Agree
Scoring:
Most of the scale items are designed so that a greater level of agreement (higher numerical ratings)
corresponds to a greater degree of psychological distance from climate change. The ratings of the
following items should be reversed in the scoring process: 3, 4, 8, 9,10, 12, 14, and 15. The total
score of psychological distance from climate change is the sum of the 18 items after
reverse-scoring the listed items.
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Table A2. Polychoric correlations of the PDCC items.

PDCC Item 1 2 3 4 5 6 7 8 9

1 1.000
2 0.697 1.000
3 0.501 0.459 1.000
4 0.436 0.345 0.788 1.000
5 0.616 0.493 0.575 0.587 1.000
6 0.588 0.775 0.310 0.317 0.522 1.000
7 0.609 0.571 0.531 0.503 0.720 0.619 1.000
8 0.140 0.104 0.127 0.074 0.101 0.071 0.031 1.000
9 0.321 0.263 0.577 0.708 0.604 0.231 0.471 0.040 1.000
10 0.362 0.300 0.503 0.648 0.570 0.210 0.465 0.125 0.783
11 0.180 0.318 0.181 0.187 0.294 0.291 0.235 0.046 0.250
12 0.358 0.434 0.467 0.423 0.359 0.289 0.328 0.348 0.351
13 0.473 0.490 0.485 0.497 0.676 0.423 0.642 0.047 0.523
14 0.331 0.188 0.415 0.616 0.470 0.166 0.326 0.118 0.703
15 0.333 0.240 0.417 0.537 0.531 0.202 0.459 0.222 0.635
16 0.513 0.468 0.492 0.601 0.762 0.404 0.664 0.064 0.639
17 0.548 0.496 0.578 0.656 0.702 0.434 0.652 0.005 0.667
18 0.488 0.437 0.421 0.472 0.651 0.408 0.683 0.007 0.481

PDCC Item 10 11 12 13 14 15 16 17 18

10 1.000
11 0.301 1.000
12 0.424 0.119 1.000
13 0.595 0.363 0.398 1.000
14 0.587 0.128 0.291 0.408 1.000
15 0.666 0.196 0.434 0.570 0.581 1.000
16 0.647 0.390 0.388 0.703 0.552 0.604 1.000
17 0.596 0.299 0.460 0.687 0.520 0.502 0.856 1.000
18 0.508 0.303 0.320 0.614 0.407 0.468 0.743 0.726 1.000

Table A3. Pearson correlations of PDCC items.

PDCC Item 1 2 3 4 5 6 7 8 9

1 1.000
2 0.591 1.000
3 0.421 0.375 1.000
4 0.356 0.266 0.663 1.000
5 0.546 0.427 0.492 0.503 1.000
6 0.512 0.682 0.252 0.261 0.456 1.000
7 0.538 0.488 0.451 0.421 0.648 0.552 1.000
8 0.118 0.084 0.129 0.084 0.091 0.055 0.025 1.000
9 0.246 0.187 0.487 0.617 0.503 0.166 0.378 0.043 1.000
10 0.304 0.240 0.442 0.583 0.501 0.173 0.398 0.110 0.697
11 0.153 0.266 0.150 0.154 0.255 0.255 0.211 0.040 0.182
12 0.303 0.373 0.386 0.367 0.318 0.261 0.288 0.304 0.299
13 0.398 0.414 0.395 0.398 0.597 0.368 0.575 0.035 0.424
14 0.262 0.128 0.364 0.537 0.397 0.127 0.262 0.105 0.626
15 0.282 0.189 0.360 0.459 0.466 0.171 0.404 0.200 0.539
16 0.442 0.393 0.413 0.511 0.693 0.351 0.582 0.059 0.534
17 0.469 0.417 0.487 0.562 0.636 0.371 0.574 0.002 0.551
18 0.434 0.369 0.359 0.410 0.579 0.357 0.610 0.006 0.400
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Table A3. Cont.

PDCC Item 10 11 12 13 14 15 16 17 18

10 1.000
11 0.251 1.000
12 0.371 0.111 1.000
13 0.518 0.317 0.343 1.000
14 0.505 0.092 0.247 0.317 1.000
15 0.591 0.178 0.383 0.506 0.493 1.000
16 0.572 0.330 0.332 0.622 0.456 0.522 1.000
17 0.528 0.251 0.399 0.580 0.435 0.433 0.773 1.000
18 0.443 0.263 0.286 0.543 0.339 0.414 0.659 0.652 1.000
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