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Abstract: To further improve the accuracy and speed of UAV inspection of transmission line insulator
defects, this paper proposes an insulator detection and defect identification algorithm based on
YOLOv4, which is called DSMH-YOLOv4. In the feature extraction network of the YOLOv4 model,
the improved algorithm improves the residual edges of the residual structure based on feature reuse
and designs the backbone network D-CSPDarknet53, which greatly reduces the number of parameters
and computation of the model. The SA-Net (Shuffle Attention Neural Networks) attention model is
embedded in the feature fusion network to strengthen the attention of target features and improve
the weight of the target. Multi-head output is added to the output layer to improve the ability of
the model to recognize the small target of insulator damage. The experimental results show that
the number of parameters of the improved algorithm model is only 25.98% of that of the original
model, and the mAP (mean Average Precision) of the insulator and defect is increased from 92.44% to
96.14%, which provides an effective way for the implementation of edge end algorithm deployment.

Keywords: UAV inspection; insulator defect; DSMH-YOLOv4; feature reuse; SA-Net; multi-head

1. Introduction

As an important part of the overhead transmission line, insulators assume the role
of mechanical support and electrical insulation of the line [1,2]. In addition, insulators
work under high voltage and high load for a long time and are often eroded by all kinds
of bad weather. Insulators are thus prone to damage, which seriously threatens the safety
and stability of transmission lines [3,4]. Therefore, the detection of insulators and defects
on high-voltage transmission lines has become an important task in power inspection. In
recent years, due to its rapid rise, drone inspection technology has begun to gradually
replace manual inspections [5,6]. To achieve real-time high-precision detection of insulators
and their defects by UAVs [7], the ability to deploy detection algorithms on UAVs at the
edge is a necessary prerequisite [8,9]. At the same time, it is necessary to further improve
the recognition speed and accuracy of the algorithm for small targets such as insulator
defects in complex backgrounds, to improve the algorithm performance and increase the
detection efficiency [10,11].

With the continuous development of deep learning technology [12], methods related to
the detection of insulators and their defects have been proposed one after another [13–15]. At
present, the commonly used deep learning algorithms are mainly divided into two categories:
the first category comprises the regression-based one-stage algorithms, such as SSD (Sin-
gle Shot MultiBox Detector), YOLO (You Only Look Once), YOLOv2, YOLOv3, and
YOLOv4 [16–20]. The second category comprises the two-stage algorithm based on re-
gion candidates, such as R-CNN (Region-Convolutional Neural Network), Fast R-CNN,
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Faster R- CNN, and Mask R-CNN [21–24]. The one-stage algorithm directly zones the
input image without generating candidate frames, providing faster detection than the
two-stage algorithm, but with slightly lower detection accuracy. However, after several
generations of development, the YOLO family of algorithms has the potential to com-
bine accuracy and speed and is one of the main algorithms in current research into target
detection applications.

YOLOv3, a classic algorithm in the first stage, is also quite good at recognizing small
targets while maintaining its speed advantage. Jia et al. [25] proposed a YOLOv3 improve-
ment algorithm for insulator detection, which can speed up the computation by improving
the residual structure in the backbone feature extraction network to a depth-separable
convolution; however, the accuracy is low. Liu et al. [26] replaced the YOLOv3 backbone
network with DenseNet, which effectively improved the feature extraction capability of
the images, but still used the original FPNs (Feature Pyramid Networks) network for the
detection of broken small targets, which was not sufficient for the recognition of small
targets. Zhu et al. [27] reduced the residual blocks in the YOLOv3 backbone network,
which reduced the network depth and the number of operations, but lost some of the
feature information, leading to a reduction in accuracy. Yang et al. [28] replaced the back-
bone feature extraction network of YOLOv3 with a lightweight Mobilenet network, which
sped up the computation. However, the extraction of features by downsampling does
not increase the number of channels sufficiently, the higher-level semantic information is
lost, and the accuracy is low. YOLOv4 is a successor to YOLOV3 in terms of speed and
accuracy, making it a valuable tool in the detection of insulators and defects. Yang et al. [29]
incorporated an attention mechanism into the YOLOv4 feature extraction network, which
enabled the model to better capture valid information, but with lower accuracy for target
detection in complex contexts. He et al. [30] introduced a feature fusion structure in the
YOLOv4 model to map shallow information to a feature pyramid and fuse deeper semantic
information, but the increased number of model parameters and slower detection speeds
led to poorer detection in UAV-embedded devices. Gao et al. [31] used migration learning
and super-resolution generation networks based on YOLOv4. The overall performance
of the model was improved and the network detection speed was accelerated, but the
detection accuracy of small targets for insulator defects was insufficient. Han et al. [32]
introduced the Self-Attention Mechanism and Channel Attention Mechanism modules in
Tiny-YOLOv4, which greatly reduced the complexity of the model and allowed portability
to embedded platforms; however, the model was slightly less accurate. Although the
above algorithms can better detect insulators, it is difficult to meet the requirements of
real-time recognition for small targets with broken insulators in complex contexts and these
targets cannot be detected in real time during UAV inspections. Most techniques increase
the size of the model while improving accuracy, making it difficult to perform embedded
applications on UAVs.

Based on the above analysis, this paper proposes an improved algorithm for insulator
and defect detection based on YOLOv4, called DSMH-YOLOv4, which further improves
the recognition accuracy of small targets with broken insulators in complex backgrounds
while increasing the insulator detection speed. The main improvements are as follows:

1. Replacing the original backbone feature extraction network with a lightweight back-
bone network, D-CSPDarknet53, through feature reuse, which greatly reduced the
number of parameters and computation of the model.

2. Embedding the SA-Net attention module [33] between the backbone network and
the feature fusion layer to improve the focus capability of the model for the complex
background where the detection target is located.

3. Adding multiple outputs to the prediction module to improve the detection accuracy
of the model for the small target of insulator defects.
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2. YOLOv4 Basic Structure

The YOLOv4 model consists of a feature extraction module, a feature enhancement
module, and a detection module, as shown in Figure 1. In the feature extraction mod-
ule, the input image is first pre-processed to change the image size to 416 × 416 × 3.
The pre-processed images are passed through the CSPDarknet53 backbone network and
three multi-scale feature maps containing different dimensional information are output:
13 × 13 × 1024, 26 × 26 × 512, and 52 × 52 × 256. In the feature enhancement module,
three different scales of feature maps need to be sampled in both directions and stacked.
Then, these feature maps are fully fused to obtain an optimized feature layer with more
generalizability. The detection module uses the resulting optimized feature layer to identify
and localize targets at different scales and optimizes the output of the final prediction
through non-maximum suppression.
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Figure 1. YOLOv4 structure diagram.

Figure 2 shows the structure of the residual module, The upper layer feature informa-
tion Input enters the residual module and is directly extracted by the convolution units of
the two paths to obtain the feature matrices X and Y. X will continue to enter the residual
unit. After extracting features by two convolutions, X stacks itself to form the residual struc-
ture. In the figure, n indicates the number of stacks of residual units, and the function of
the feature extraction module is mainly achieved by five residual modules, Resblock_body
(n = 1, 2, 8, 8, 4). Y is transmitted to the bottom of the module via a residual path with
a large span. It is then stacked and convolved with the residual unit output feature Z to
output the extracted feature Output. This operation allows for maximum retention of the
original information. As shown in Figure 1, the SPP (Spatial Pyramid Pooling) network
after the 5 residual modules then processes the final output feature layer having a size of
13 × 13 × 1024. This feature layer is first convolved to further extract features. Then, it
is maximally pooled through 1 × 1, 5 × 5, 9 × 9, and 13 × 13 maximum pooling kernels.
Finally, the results of each pooling are stacked and output.

The acquisition of deep image features through the series of residual structures de-
scribed above leads to a large number of parameters in the backbone network, which adds
significantly to the complexity of the model. Thus, lightweight improvements are necessary
to suit the requirements of edge-end deployments, while maintaining the accuracy of the
model detection.



Electronics 2023, 12, 933 4 of 16Electronics 2023, 12, x FOR PEER REVIEW 4 of 16 
 

 

 

Figure 2. Residual module structure diagram. Conv: Convolution with kernel size 3 × 3, Strides = 2; 

BN: Batch Normalization; Relu: Rectified Linear Unit. 

The acquisition of deep image features through the series of residual structures de-

scribed above leads to a large number of parameters in the backbone network, which adds 

significantly to the complexity of the model. Thus, lightweight improvements are neces-

sary to suit the requirements of edge-end deployments, while maintaining the accuracy 

of the model detection. 

3. Improved YOLOV4 Model Network Structure 

3.1. Subsection Feature Extraction Module Lightweighting Improvement 

Convolutional neural networks can lead to degradation problems if the performance 

of the network is enhanced only by increasing the depth of the network. That is, the gra-

dient disappears as the network deepens to a certain point, resulting in a loss of accuracy. 

However, residual neural networks can deepen the information fusion between different 

feature layers by establishing short-circuit links [34]. This allows a deeper model to be 

built that still has better recognition results. 

The DenseNet network [35] is a modified residual structure. It is possible to create a 

tight fully connected structure between the upper and lower feature layers, thus effec-

tively linking the features between the different feature layers. It can also be used to re-

duce the number of model parameters and computational effort by communicating 

through feature reuse in the process of establishing tight connections. The structure of its 

feature reuse DenseBlock is shown in Figure 3. The input feature 0T  outputs 1T  

through the transfer function 0H ; at the same time, 0T  is transmitted directly from the 

branch. 0T  and 1T  constitute the input of the transfer function 1H . 

 

Figure 3. DenseBlock structure diagram. 

Figure 2. Residual module structure diagram. Conv: Convolution with kernel size 3 × 3, Strides = 2;
BN: Batch Normalization; Relu: Rectified Linear Unit.

3. Improved YOLOV4 Model Network Structure
3.1. Subsection Feature Extraction Module Lightweighting Improvement

Convolutional neural networks can lead to degradation problems if the performance of
the network is enhanced only by increasing the depth of the network. That is, the gradient
disappears as the network deepens to a certain point, resulting in a loss of accuracy.
However, residual neural networks can deepen the information fusion between different
feature layers by establishing short-circuit links [34]. This allows a deeper model to be built
that still has better recognition results.

The DenseNet network [35] is a modified residual structure. It is possible to create a
tight fully connected structure between the upper and lower feature layers, thus effectively
linking the features between the different feature layers. It can also be used to reduce
the number of model parameters and computational effort by communicating through
feature reuse in the process of establishing tight connections. The structure of its feature
reuse DenseBlock is shown in Figure 3. The input feature T0 outputs T1 through the
transfer function H0; at the same time, T0 is transmitted directly from the branch. T0 and T1
constitute the input of the transfer function H1.

Electronics 2023, 12, x FOR PEER REVIEW 4 of 16 
 

 

 

Figure 2. Residual module structure diagram. Conv: Convolution with kernel size 3 × 3, Strides = 2; 

BN: Batch Normalization; Relu: Rectified Linear Unit. 

The acquisition of deep image features through the series of residual structures de-

scribed above leads to a large number of parameters in the backbone network, which adds 

significantly to the complexity of the model. Thus, lightweight improvements are neces-

sary to suit the requirements of edge-end deployments, while maintaining the accuracy 

of the model detection. 

3. Improved YOLOV4 Model Network Structure 

3.1. Subsection Feature Extraction Module Lightweighting Improvement 

Convolutional neural networks can lead to degradation problems if the performance 

of the network is enhanced only by increasing the depth of the network. That is, the gra-

dient disappears as the network deepens to a certain point, resulting in a loss of accuracy. 

However, residual neural networks can deepen the information fusion between different 

feature layers by establishing short-circuit links [34]. This allows a deeper model to be 

built that still has better recognition results. 

The DenseNet network [35] is a modified residual structure. It is possible to create a 

tight fully connected structure between the upper and lower feature layers, thus effec-

tively linking the features between the different feature layers. It can also be used to re-

duce the number of model parameters and computational effort by communicating 

through feature reuse in the process of establishing tight connections. The structure of its 

feature reuse DenseBlock is shown in Figure 3. The input feature 0T  outputs 1T  

through the transfer function 0H ; at the same time, 0T  is transmitted directly from the 

branch. 0T  and 1T  constitute the input of the transfer function 1H . 

 

Figure 3. DenseBlock structure diagram. Figure 3. DenseBlock structure diagram.

The calculation process is shown in Equation (1):

TL = HL−1(T0, T1, · · · , TL−1) (1)

In Equation (1), TL denotes the input at layer L.
Compared with the original residual structure, DenseNet’s residual edges directly

connect the upper and lower features, using the original upper features combined with the
lower features. This reduces the process of calculating the residual edges in the original
residual structure and reduces the model volume. It reduces computation time by directly



Electronics 2023, 12, 933 5 of 16

using upper-level feature parameters and also allows for higher utilization of shallow-level
information. It also prevents the problem of local information loss as the network deepens,
speeds up convergence, and improves detection efficiency.

Therefore, this paper uses the idea of DenseNet using D-CSPDraknet53 as the backbone
network of the model, as shown in Figure 4.
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kernel size 7 × 7; 1 × 1 Conv: Convolution with kernel size 1 × 1; 2 × 2 AvgPool2D: Avg-Pooling
with kernel size 2 × 2, Strides = 2.

The five original residual modules, Resblock_body, are replaced by a maximum
pooling and four DenseBlocks (m = 6, 12, 24, 16), with m being the number of stacks
of DenseBlocks. This design approach makes the connection between the layers of the
network tighter, greatly simplifies the model complexity, reduces the number of operations,
and improves the model detection speed. This type of connection mitigates gradient
disappearance during network training. However, at the same time, the feature extraction
effect of the model is reduced and the accuracy is slightly degraded. Thus, attention
mechanism can be embedded to compensate and simultaneously enhance the model’s
detection accuracy in complex background situations.

3.2. Improvements to Enhance Feature Focus Based on Attention Mechanisms

The attention mechanism takes a reference from the human behavior of selectively
focusing on the important parts of the received information and constructs a model that
can redistribute the weight of target information from the irrelevant information in the
information received by the network. The spatial attention mechanism is primarily de-
signed to capture the correlation between pixel points in the input features. The channel
attention mechanism aims to enhance the feature channels and amplify the target weights.
Using them in combination results in better performance, but also inevitably increases
the computational effort and number of parameters of the model. This paper introduces
the SA-Net attention model using the idea of grouped convolution. SA-Net is not only a
lightweight feature attention module but also allows feature attention in different dimen-
sions. As shown in Figure 5, SA-Net receives the input features and splits the features into G
sub-features in the channel dimension. The principle is shown in Equation (2). The feature
weights are then updated in a parallel processing manner for each group of sub-features
in multiple dimensions. To minimize the number of parameters in the attention model,
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SA-Net further dichotomizes the groups of sub-features by the number of channels. The
process is shown in Equation (3):

X = [X1, · · · , XG], Xk ∈ RC/G×H×W (2)

Xk = [Xk1, Xk2], Xk1, Xk2 ∈ RC/2G×H×W (3)
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In Equations (2) and (3), X is the input feature and X ∈ RC×H×W , C is the number of
input channels, H is the input height, W is the input width, Xk is the kth sub-feature.

The dichotomized features are rescaled for channel and spatial attention weights so
that the model focuses on channel and location information relevant to the target. The
principle of the channel attention module is shown in Equations (4) and (5), and the
principle of the spatial attention module is shown in Equation (6):

s = Fgp(Xk1) =
1

H ×W

H

∑
i=1

W

∑
j=1

Xk1(i, j) (4)

X′k1 = σ(F(s)) · Xk1 = σ(W1s + b1) · Xk1 (5)

X′k2 = σ(W2 · GN(Xk2) + b2) · Xk2 (6)

In Equations (4)–(6), Fgp is the global average pooling operation, σ is the sigmoid
function, GN is the group normalization operation, W1, W2, b1, b2 are the parameters and
W1, W2, b1, b2 ∈ RC/2G×1×1.

The two-dimensional branches are then connected to output a new feature layer after
feature attention, as shown in Formula (7):

X′k = [X′k1, X′k2] ∈ RC/G×H×W (7)

Finally, all updated sub-features are re-aggregated. However, there is no information
communication between the feature layers. They are independent of each other and the
feature updates in the channel dimension and the spatial dimension cannot be fused. Thus,
it is also necessary to describe the joint relationship of features in space and channels in
terms of channel interaction before output. This results in information fusion between
different sub-features at the pixel level and makes the SA-Net module more efficient.

3.3. Improve Detection Module for Small Target Recognition

While considering the model’s light weight and targeting of complex backgrounds,
enhancing the algorithm’s ability to recognize small targets is also key to evaluating the
algorithm’s performance.

As can be seen from Figure 6, the insulator defect targets occupy too small an area
within the insulator as a whole. A large amount of shallow information is lost when deep
features are used for prediction, resulting in deep features accounting for more global
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information and less detailed information. This is not conducive to the identification of
small targets for insulator defects.
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Figure 6. (a–f) Insulator defect pictures.

The principle of convolution operation is shown in Figure 7; when a 5 × 5 feature
map is convolved once, a new 3 × 3 feature map is obtained. The S26-pixel point in this
new feature map will contain the feature information from the 9 pixel points from S1 to S9.
After another convolution, the pixel S27 will contain the feature information of the 25 pixel
points from S1 to S25. Each detail of information in the 5 × 5 feature layer is given less
weight in S27, which has higher overall information content. The network is deepened
and the shallow detail information is compressed so that small target features cannot be
easily identified.



Electronics 2023, 12, 933 8 of 16

Electronics 2023, 12, x FOR PEER REVIEW 8 of 16 
 

 

  

(e) (f) 

Figure 6. (a–f) Insulator defect pictures. 

The principle of convolution operation is shown in Figure 7; when a 5 × 5 feature map 

is convolved once, a new 3 × 3 feature map is obtained. The S26-pixel point in this new 

feature map will contain the feature information from the 9 pixel points from S1 to S9. 

After another convolution, the pixel S27 will contain the feature information of the 25 pixel 

points from S1 to S25. Each detail of information in the 5 × 5 feature layer is given less 

weight in S27, which has higher overall information content. The network is deepened 

and the shallow detail information is compressed so that small target features cannot be 

easily identified. 

 

Figure 7. Convolution operation principle. 

Therefore, in this paper, we add a shallow feature layer with a higher resolution of 

104 × 104 to the original three feature detection layers of the YOLOv4 network. This oper-

ation facilitates the identification and localization of small broken targets by the detection 

module and improves the model’s ability to identify small broken targets. 

3.4. DSMH-YOLOv4 Model 

The improved algorithm proposed in this paper is manifested in the following three 

aspects: firstly, the original YOLOv4 backbone feature extraction network is replaced by 

D-CSPDraknet53; secondly, the SA-Net attention mechanism is added between the back-

bone feature extraction network and the feature fusion layer; thirdly, a shallow feature 

layer is added to the feature detection layer to obtain more small target information. The 

structure diagram of the DSMH-YOLOv4 model is shown in Figure 8. 

The input image is extracted by the backbone network to obtain four effective feature 

layers of different sizes. In addition, the SA-Net rescales the initial effective feature layers 

from the miscellaneous ones to amplify the target weights and update the information 

interaction in the feature layers. PANet performs bi-directional sampling fusion using a 

feature layer with the target weights amplified by an attention mechanism, combining the 

information in the different scale feature layers to provide a database for improving the 

accuracy of the detection module. 

Figure 7. Convolution operation principle.

Therefore, in this paper, we add a shallow feature layer with a higher resolution
of 104 × 104 to the original three feature detection layers of the YOLOv4 network. This
operation facilitates the identification and localization of small broken targets by the
detection module and improves the model’s ability to identify small broken targets.

3.4. DSMH-YOLOv4 Model

The improved algorithm proposed in this paper is manifested in the following three
aspects: firstly, the original YOLOv4 backbone feature extraction network is replaced by D-
CSPDraknet53; secondly, the SA-Net attention mechanism is added between the backbone
feature extraction network and the feature fusion layer; thirdly, a shallow feature layer is
added to the feature detection layer to obtain more small target information. The structure
diagram of the DSMH-YOLOv4 model is shown in Figure 8.
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The input image is extracted by the backbone network to obtain four effective feature
layers of different sizes. In addition, the SA-Net rescales the initial effective feature layers
from the miscellaneous ones to amplify the target weights and update the information
interaction in the feature layers. PANet performs bi-directional sampling fusion using a
feature layer with the target weights amplified by an attention mechanism, combining the
information in the different scale feature layers to provide a database for improving the
accuracy of the detection module.

4. Experimental Results and Analysis
4.1. Experimental Environment

This study used a deep learning framework based on the PyTorch 1.6 environment,
with Ubuntu 18.08, Python 3.8.0, and CUDA = 11.2, where the training graphics card
configuration was an RTX A6000/48G graphics card.
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As this experimental dataset is partly from a publicly available dataset and partly
collected in the field, the data were amplified and screened for labeling. The total number
of datasets was 1588, of which the ratio of the training set, validation set, and test set was
8:1:1. This resulted in a training set of 1272, a validation set of 158, and a test set of 158. The
number of positive and negative samples in the dataset was the number of insulators and
insulator breakage samples. The numbers were 2908 and 715, respectively, with an overall
ratio of around 4:1.

4.2. Experimental Process

During the training process, freeze training and thaw training were performed for
the disclosed target detection model by loading the pre-trained model using the idea of
migration learning. The frozen layer was trained with 50 epoch rounds and 300 rounds of
thawing training. For the improved model, retraining was used, again set for 300 rounds.
The initial learning rate of the model was 0.001, the batch size was set to 16, the momentum
was 0.9, and the weight decay was 0.0005.

The loss curve obtained from the training is shown in Figure 9, where the horizontal
coordinate represents the number of training rounds and the vertical coordinate is the
loss change value during the training process. As shown in Figure 9, the loss values are
greatly reduced at the beginning of the training process, indicating that the learning rate
is appropriate. The curve levels off when the iteration reaches 200 epochs, indicating that
the model had converged. The training loss and the validation loss of DMSH-YOLOv4
are lower than those of YOLOv4, respectively, and DMSH-YOLOv4 converges faster than
YOLOv4. It is concluded that our model has lower overfitting and higher accuracy.
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4.3. Experimental Evaluation Indicators

To compare the performance of different algorithms, the performance of the algorithms
was evaluated using average precision (AP), mean average precision (mAP), parameters,
model size, FLOPs, and detection speed.

The average precision is the sum of the area of the curve enclosed by precision (P)
and recall (R). The P-R graph is shown in Figure 10. The mAP is the average of the APs
of the targets to be classified. Accuracy refers to the probability that a positive sample is
predicted out of all the samples predicted to be positive, and recall refers to the probability
that a positive sample is predicted out of the positive samples. The number of parameters
affects the size of the model and the amount of computation affects the speed of the model.
FLOPs refer to the number of floating point operations, i.e., the amount of computation,
and are often used to measure the complexity of the model. FPS is the number of images
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per second detected by the model and is often used to measure the detection speed of the
model. Accuracy, recall, AP value, and mAP are calculated as shown in Equations (8)–(11):

P =
TP

TP + FP
(8)

R =
TP

TP + FN
(9)

AP =

R∫
0

P(r)dr (10)

mAP =
APinsulator + APdefect

2
(11)
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In Equations (8) and (9), TP is the number of samples that the model considers to be
positive and are indeed positive. FP is the number of samples that the model considers to
be positive but which are actually negative. FN is the number of samples that the model
considers to be negative but which are actually positive.

4.4. Comparison of Experimental Results

Table 1 shows the test results of comparison experiments between the algorithm in
this paper and the current mainstream algorithms Fast R-CNN, SSD, YOLOv3, YOLOv4,
YOLOv5, and YOLOX, with the same dataset and experimental parameters in this paper.

Table 1. Comparison of evaluation indicators of mainstream detection algorithms.

Model Insulators AP
(%)

Defects AP
(%) mAP (%) Parameters Model Size

(MB) FLOPs (G) Speed (FPS)

Faster R-CNN 94.36 75.74 85.06 137,098,724 522.99 370.406 9.68
SSD 90.18 84.95 87.57 26,285,486 100.27 62.798 35.62

YOLOv3 92.15 91.27 91.71 61,949,149 236.32 66.096 23.58
YOLOv4 93.32 91.56 92.44 64,363,101 245.53 60.334 19.97
YOLOv5s 93.30 90.63 91.96 7,276,605 27.76 17.060 58.18
YOLOXs 96.35 91.88 94.11 8,968,255 34.21 26.806 46.18

DSMH-YOLOv4 95.75 96.54 96.14 16,718,580 63.78 29.347 29.33

As can be seen in Table 1:
(1) The mAP values of DSMH-YOLOv4 showed different degrees of improvement

compared to the other six models, with a significant improvement of 11.08% and 8.57%
compared to Faster R-CNN and SSD, respectively, and 4.43% and 3.7% compared to
the YOLOv3 and original YOLOv4, and 4.18% and 2.03% compared to YOLOv5s and
YOLOXs, respectively. The algorithm in this paper improved the detection accuracy of
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insulator breakage even more, reaching 96.54%, compared to YOLOv4 and YOLOXs; the
improvement was 4.98% and 4.66%, respectively, indicating that the improved algorithm in
this paper has a more accurate localization effect on insulators and their defects.

(2) From the comparison of the number of parameters and computation, we can see
that the computation and number of parameters of the original YOLOv4 model are 60.334 G
and 64,363,101 respectively, and the model size is 245.53 MB. There is a degree of difficulty
in deploying at the edge section. DSMH-YOLOv4 was lightened and improved to reduce
the number of calculations and parameters by 51.36% and 74.02%, respectively, and the
model size was reduced from 245.53 MB to 63.78 MB, indicating that the algorithm in this
paper can achieve the requirements of lightening and real-time detection.

(3) The detection speed of DSMH-YOLOv4 was 29.33 FPS, which is 46.87% higher
than the 19.97 FPS of the original YOLOv4 model. Although the detection speed is not as
fast as that of SSD, YOLOv5s, and YOLOXs, the detection accuracy has a clear advantage.
This indicates that DSMH-YOLOv4 can meet the requirements of deploying embedded
devices with a combination of both detection accuracy and speed.

Table 2 shows the results of the experiments for the current mainstream lightweight
YOLOv4 network.

Table 2. Comparison of evaluation indicators of mainstream lightweight YOLOv4 network.

Model Insulators AP
(%)

Defects AP
(%) mAP (%) Parameters Model Size

(MB) FLOPs (G) Speed
(FPS)

MobilenetV1-YOLOv4 91.00 83.21 87.11 12,692,029 53.51 10,540 53.12
MobilenetV2-YOLOv4 90.66 87.68 89.71 10,801,149 48.70 8153 51.74
MobilenetV3-YOLOv4 91.36 87.12 89.25 11,729,069 56.3 7599 46.55

D-CSPDarknet53-YOLOv4 92.92 90.70 91.81 16,483,909 62.71 26.315 32.34
Xu et al. [6] 91.21 93.00 92.11 14,963,517 57.08 10,905 44.25

DSMH-YOLOv4 95.75 96.54 96.14 16,718,580 63.78 29,347 29.33

As can be seen in Table 2, based on the lightweight model, the YOLOv4 model using
D-CSPDarknet53 as the backbone network has the highest mAP value compared with the
YOLOv4 model under the Mobilenet series backbone network. The mAP of D-CSPDarknet53-
YOLOv4 is 4.7%, 2.1%, and 2.56% higher than that of MobilenetV1-YOLOv4, MobilenetV2-
YOLOv4, and MobilenetV3-YOLOv4, respectively. Although the detection speed of D-
CSPDraknet53-YOLOv4 is inferior to that of MobilenetV1-YOLOv4, MobilenetV2-YOLOv4,
and MobilenetV3-YOLOv4, the detection accuracy of D-CSPDraknet53-YOLOv4 has obvious
advantages. The improved algorithm proposed in [6] effectively improves the detection
accuracy of insulator defects, but the average detection accuracy is still low, and the mAP
value of the DSMH-YOLOv4 model is 4.03% higher than that of the improved algorithm
proposed in literature 6.

Table 3 shows the results of the ablation experiments for the three modified methods.

Table 3. Comparison of evaluation indicators of various improved algorithms.

Model D-CSPDarknet53 SA 4Head Insulators
AP (%)

Defects
AP (%)

mAP
(%) Parameters Model Size

(MB)
FLOPs

(G)
Speed
(FPS)

YOLOv4 93.32 91.56 92.44 64,363,101 245.53 60.334 19.97
Algorithm 1

√
92.92 90.70 91.81 16,438,909 62.71 26.315 32.34

Algorithm 2
√

95.64 93.16 94.40 64,363,213 245.53 60.344 19.20
Algorithm 3

√
94.65 94.14 94.39 65,423,452 249.57 70.762 15.60

Algorithm 4
√ √

95.04 93.58 94.31 16,439,021 62.71 26.316 31.74
Algorithm 5

√ √
94.53 94.82 94.67 16,718,460 63.78 29.346 30.97

DSMH-YOLOv4
√ √ √

95.75 96.54 96.14 16,718,580 63.78 29.347 29.33

SA: Shuffle Attention Neural Networks; 4Head: add a shallow feature layer with 104 × 104 to the original three
feature detection layers. The position of “

√
” in the table indicates that the improved algorithm adopts the

corresponding strategy.

As can be seen in Table 3:
(1) Algorithm 1 replaces the backbone network with D-DSPDarknet53 only; the model

size is compressed from 245.53 MB to 62.71 MB, the number of parameters is only 25.54%
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of the original model, the computation is only 43.62% of the original model, the detection
speed is improved by 12.37 FPS, and the compression effect is significant, but the insulator
detection accuracy is decreased compared to that of the original YOLOv4 model by 0.4 %
and the recognition accuracy of the defect decreased by 0.86%.

(2) Algorithm 2 embeds the SA-Net module in the original YOLOv4 model, with almost
no increase in the number of parameters and computation, and no significant decrease in
detection speed. The insulator detection accuracy increases by 3.06% compared to the
original YOLOv4 model, and the recognition accuracy of the defect increases by 2.8%.

(3) Algorithm 3 adds a shallow feature layer to the detection layer of the original
YOLOv4 model, increasing the number of parameters by 1.65% of the original model and
decreasing the detection speed by 4.37 FPS, but the insulator detection accuracy increases
by 1.33% compared to the original YOLOv4 model, and the defect recognition accuracy
increases by 2.58%.

(4) The results of ablation experiments with Algorithms 3–5 show that D-DSPDarknet53
compresses a large number of parameters of the original model, and SA-Net improves the
detection accuracy of the model and, while adding more detection layers, further improves
the model’s detection of small targets. The improved DSMH-YOLOv4 shows a 2.43%
improvement in the detection accuracy of the insulator itself and a 4.98% improvement in
the identification of small targets for insulator defects. The model compression is 25.98% of
the original model, and the detection speed is improved by 46.87% compared to 19.97 FPS
of YOLOv4, which is feasible for high-accuracy detection of edge-end insulator faults.

Table 4 further demonstrates the prediction results of each improved algorithm by
selecting three typical aerial images of insulators. In Table 3, the red boxes are insulators
and the blue boxes are defects. It can be seen from the recognition of Image 1 that when
there are obscured insulators in the image, only Algorithm 2 with the fusion model can
identify them, indicating that SA-Net is helpful in the recognition process for the obscured
insulator targets. From the recognition of image 2, it can be seen that when there are
multiple insulators in the image and the size difference is too large, only Algorithm 1
with the fusion improvement can identify the insulators of small targets, indicating that
D-CSPDarknet53 does help in the recognition of small targets. From image 3 it can be
seen that the addition of a multiple output detection layer can be of great help in the
identification of broken targets.

Table 4. Test image comparison.

Model Image 1 Image 2 Image 3

YOLOv4
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To further visualize the attention region in the model, this paper presents a fractional
heat map visualization analysis of the predicted results of the DSMH-YOLOv4 model. As
can be seen from Figure 11, the heat map focuses on the center of the target detection box,
with the focal area at the center of the target in red and a decreasing proportion of attention
spreading outwards. This further validates the model improvements. The green boxes
represent detected insulators and the orange boxes represent detected defects.
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Figure 11. Heat map of the detection of the DSMH-YOLOv4 model. (a) Seven insulators have
been detected; (b) four insulators and a defect have been detected; (c) six insulators have been
detected; (d) one insulator and two defects have been detected; (e) five insulators have been detected;
(f) five insulators and a defect have been detected.

5. Conclusions

This paper proposes an improved algorithm, DSMH-YOLOv4, for insulator and defect
detection based on YOLOv4. Firstly, the backbone feature extraction network is replaced
with D-CSPDarknet53 to significantly reduce the number of parameters and computational
effort in the model. In addition, an attention mechanism is embedded before the feature
fusion and the promiscuous feature layers are used to enhance the feature extraction
capability of the network. Finally, a large-size detection layer is added to enhance the
network’s ability to identify small targets for insulator defects.

The experimental results show that the number of parameters of the improved net-
work model is only 25.98% of that of the original model; the detection speed is improved by
9.36 FPS; the recognition accuracy of insulator defect is 96.54%, which is 4.98% higher than
that of the original YOLOv4 network; and the mean average accuracy of mAP for insulators
and their defects is improved from 92.44% to 96.14%. The improved algorithm signifi-
cantly improves the performance and provides an effective way to realize the embedded
application of real-time transmission line insulator location and defect recognition.
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