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Abstract: Current microprocessor-based relay protection and automation (RPA) devices supported
by IEC 61850 provide access to a large amount of information on the protected or controlled electric
power facility in real time. The issue of using such information (Big Data) in order to improve the
parameters of technical modification of intelligent electronic devices at digital substations remains
unaddressed. Prerequisites arise for designing modern power systems with relay protection devices
of a new generation based on new information algorithms. In particular, it is expedient to develop
multi-parameter protections using more than one information parameter: modules of current, voltage,
derivatives thereof, phase angles, active and reactive resistances, etc. An information approach based
on multiple modeling and statistical processing of modeling results is also promising. This article
explores the issues of enhanced sensitivity of multi-parameter relay protection using long-range
redundancy protection as an example. Transition to “generalized features” is proposed in order to
simplify multi-parameter protection and reduction in the computational load on the RPA device. Out
of a large number of analyzed indicators (currents, voltages, their derivatives, resistances, increments
of currents, angles between current and voltage, etc.), we specify the most informative by using the
method of “data compression”. The transition to generalized features simplifies the parameterization
of settings, and the process of making a decision by the relay protection device is reduced to obtaining
a generalized feature and comparing it with a dimensionless setting in relative terms. For the
formation of generalized information features, two mathematical methods are studied: the method of
principal components and Fisher’s linear discriminant.

Keywords: multi-parameter relay protection; long-range redundancy; sensitivity; data compression;
simulation; principal component analysis method; Fisher’s linear discriminant analysis

1. Introduction

Reliability is one of the four main principles of relay protection (RP) building. Redun-
dancy is used to increase reliability. This makes it possible to avoid major system accidents
in case of equipment failures, increase the survivability of the entire system, and minimize
damage and material losses in case of various types of faults [1–3]. Redundancy is divided
into short-range and long-range [4–7].

To ensure long-range redundancy protection (LRP) by traditional means of RP, it
is necessary to tune the operation setting from the calculated operating modes of net-
works [8–10]. When detuning, the following are taken into account: the influence of the
motor and complex load both on the short-circuit currents (SC) and on the load currents,
the influence of the transient resistance at the point of appearance of the short circuit, and
the presence of branches to other substations (SS) in the line. These factors significantly
reduce the sensitivity of the protection installed at the beginning of such a transmission line.
The detuning in time leads to long-term dynamic effects of the SC on the power system
and large losses in the resource of electrical equipment [11–14].
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The development of software and hardware complexes for simulation makes it possible
to create accurate digital twins of energy systems. On verified models, it is possible to
perform multiple model experiments using the Monte Carlo method [15] and obtain
statistical data (currents, voltages, powers, resistances, phase angles, etc.) for normal and
emergency modes.

Thus, in order to increase the sensitivity of protection, and in particular the LRP, it is
necessary to improve RP and develop and implement new algorithms and functions based
on previously unused methods for constructing RP systems [16–18].

The purpose of the article is to study an approach to building a multi-parameter [19–21]
relay protection that uses several observable features. This approach makes it possible to
form a more informative “generalized feature” that increases sensitivity when recognizing
emergency modes by long-range reliability protections and reduces the computational load
on the RP device. To do this, protections are analyzed using various data compression
methods that implement the mode classifier with a decrease in the number of features,
without losing the recognition ability of protections. The study analyzes protections using
various “data compression” methods that implement a mode classifier with a decrease in
the number of features, without losing the recognition ability of protections. The basis for
obtaining the initial statistical samples for the modes of the electrical network operation is
a preliminary simulation on the digital twin of this electrical network.

The use of a large number of different feature parameters is a promising method and
should provide more information for mode recognition [22–24]. The modes in the electrical
system are characterized by many different parameters (phase currents, voltages, active
and reactive powers, etc.). Such parameters may or may not be directly related. A set
of information features allows not only to characterize the modes but also to distinguish
(classify) them, including separating the normal operation mode from the emergency
one [25–29].

There are two main ways to increase the recognition of modes by RP.
The first way is to search for the most informative features that contribute to the

greatest separation of the modes of operation of the system. For example, for distribution
networks from phase-to-phase short circuits (SC), maximum current protection is used.
The most informative feature in this case is the current value. For complex protection
options, voltage protection triggering is used, and a second feature is added for greater
recognition of modes (for example, the difference between a short circuit mode and a
self-starting load mode). Therefore, it is necessary to determine the settings for both current
and voltage [30–32].

The second way is the use of various methods and algorithms of “data compres-
sion” [33–36], which can be helped by proceeding to “generalized features”—more infor-
mative than each of the original ones separately. Such a transition will allow you to extract
the maximum useful information from the dataset, as well as make decisions with fewer
calculations, thereby simplifying RP.

As methods for the transition to generalized features, the two most simple and ef-
fective methods were chosen: the method based on linear discriminant analysis [37–40]
and the method of principal components [41–45]. Both methods lead to obtaining gener-
alized features with the help of significance coefficients for each of the original features
(parameters) with their subsequent summation.

2. Materials and Methods

In order to implement the methods of “data compression” and apply them to long-range
redundancy protection, it is necessary to have training samples for normal and emergency
modes [46–48]. Such training samples can be formed either by the accumulation of statistics
at the place where the protection is installed or by using simulation. Since the first option
requires considerable time, a PSCAD model of a 110 kV network section (Figure 1) was
developed for research. It contains 110/10 kV transformers, power transmission lines with
branches, complex and motor load, and simulating self-starting modes [49–51]. The model
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provides for obtaining large starting currents and small short-circuit currents to complicate
the process of recognizing the emergency mode.
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Figure 1. PSCAD model of a 110/10 kV network section (LRP – long-range redundancy protection;
SS-1, SS-2, SS-3—substations; SC-1, SC-2, SC-3—short-circuit currents points).

The program of simulation experiments assumed the n-th number of runs in the given
network modes that would ensure the formation of training samples under conditions in
which the protection of long-range redundancy should and should not work [52–55]. The
model parameters at each run changed randomly in the ranges (Table 1).

Table 1. Randomly changing parameters of the PSCAD model.

Parameter Change Range

System Voltage [0.95 . . . 1.05] p.u.
System impedance modulus [6 . . . 12] Ohm

System resistance angle [80 . . . 90] deg.
Line resistance [0.95 . . . 1.05] p.u.

Load value SS-1
Active load power [9 . . . 36] kW

tgϕ [0.2 . . . 0.6] p.u.

Load value SS-2
Active load power [1.2 . . . 6] kW

tgϕ [0.2 . . . 0.6] p.u.

Load value SS-3
Active load power [5 . . . 18] kW

tgϕ [0.2 . . . 0.6] p.u.

For short circuits
Transient resistance [0 . . . 5] Ohm
Type of short circuit ABC; AB; BC; CA

In emergency modes, short circuits were randomly simulated behind the transformers
on the low side of 10 kV at different points. In the self-start modes, two variants for
switching on the load were simulated: All engines on SS-1 are started; all asynchronous
engines on SS-3 are started [56]. Additionally, the mode of successful automatic reclosing
of the 110 kV transmission line was studied. In this case, the LRP should not work. In
this mode, self-starts of engines after the implementation of automatic reclosure were
considered. Thus, the result of the simulation is a “normal modes sample” and “emergency
modes sample”. In this case, the LRP should be detuned from normal modes. The total
number of simulation iterations was 20,000.

As a result of the simulation, the complex values of phase currents (
.
I = Iejϕi ) and

voltages (
.

U = Uejϕu ) are calculated at times of normal operation and various SC (emergency
modes). Having received the complexes of currents and voltages, the values can be easily
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determined by the following informative parameters for the RPA operation: active and
reactive current, power and resistance, phase, emergency components of active and reactive
current, positive and negative sequence currents, and full current module [57]. It was
determined that not one of the features by itself gives an unambiguous separation of the
two training samples among themselves. As an example, this is shown in Figures 2–4. The
current values in Figures 2 and 3 are presented in relative units (r.u.).
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2.1. Implementation of the “Data Compression” Algorithm by Principal Component
Analysis Method

One of the options for compressing information and forming generalized features
of the relay protection operation is the use of the principal component analysis (PCA)
method, also known as the Karhunen–Loev decomposition. This is one of the methods for
reducing the dimension of the feature space, which is used in recognition and regression
issues [41–45].

The essence of the method lies in the fact that in the initial space of features, a hy-
perplane of lower dimension is allocated from the condition of the minimum error of
projecting the points of the original sample onto this hyperplane. It is proved that the
resulting hyperplane will have the following property: The dispersion of the projections of
the initial sample on the selected hyperplane will be greater than on any other hyperplane
of the same dimension. In other words, the PCA method allows the transition from the
feature space of a higher dimension to the space of a lower dimension, while preserving
the information contained in the original data as much as possible.

Let us consider a point sampling located in three-dimensional space (Figure 5).
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Despite the fact that the sample was initially set in three-dimensional space, Figure 5
shows that the points practically lie in the same plane, which means that their description
by three coordinates is redundant. The projection of the sample onto the plane specified by
the axes C1 and C2 preserves the internal structure of the initial data with minimal losses.
However, due to its smaller dimension, it requires less storage space and is easier to analyze
using computer technology.

Thus, by combining the available features for measurement into a single multidimen-
sional space and applying the PCA method to it, we can obtain a dataset of a significantly
smaller dimension but reflecting the crucial features of the initial sample. Projections onto
the axes of the new feature space (principal component axes) can be considered as new,
synthetic features. They have a certain information value, different from the information
value of the initial values. In the simplest case, the original feature space can be compressed
to one-dimensional, that is, to a straight line. The resulting straight line will “penetrate”
the initial sample in the direction of maximum variance.

The Karhunen–Loev transformation is appropriate for use in recognition problems,
since it allows one to abandon complex multidimensional classification algorithms and
introduce a single generalized feature or feature space that has a significantly lower dimen-
sion than the initial training set.
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Let us illustrate the application of the PCA method on the following simple example.
Let it be necessary to build a one-dimensional classifier that separates two sets of vectors
belonging to the classes α and β in the three-dimensional feature space defined by the X,
Y, and Z axes. In this case, the features of each class are random variables independent of
each other. They are evenly distributed within the given ranges. The distribution ranges of
values are given in Table 2.

Table 2. Distribution ranges of features in the training sample.

Feature Class α Class β

X −1.1 . . . 0.1 −0.1 . . . 1.1
Y −1.1 . . . 0.1 −0.1 . . . 1.1
Z −1.1 . . . 0.1 −0.1 . . . 1.1

The location of the points of the training sample in the three-dimensional space of
features is shown in Figure 6a. Figure 6b shows a distribution histogram of the sample
points projection on the X-axis, and a similar histogram is typical for the other two axes.
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If we use projections of sample points on any of the X, Y, or Z-axes as a sign for the
functioning of the classifier, then it is possible to accurately classify no more than 90% of
the training sample size. Thus, the recognition error will be about 10%.

Let us determine the dispersion D of the distribution of features along the initial axes
by Equation (1):

D =
1
N ∑N

n=1(an − a)2, (1)

where N is the total size of the training sample, which includes classes α and β, an is the
projection of the current selection element onto the given axis, and a is the mathematical
expectation of the sample projections on a given axis.

For the example under consideration, the dispersion of the distribution of features
along the axes take the following values:

Dx = Dy = Dz = 0.61

Figure 6 shows that the projection of the training sample points onto a straight line
passing through the origin at an angle of 45◦ to each of the X, Y, and Z axes gives the
maximum dispersion. Indeed, the calculation shows that the dispersion in the case under
consideration is 0.94. Let us construct histograms of the distribution of the training sample
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projections onto the straight line that specifies the direction of the maximum dispersion
(Figure 7). From the analysis of Figure 7, it becomes obvious that the projection under
consideration is more informative than the projections on the initial X, Y, and Z axes.
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The resulting generalized feature (Figure 7) makes it possible to implement a classifier
whose error does not exceed 0.25% of the size of the training sample. The considered
example shows that the formation of the initial sample projections on the axes, which
provide the greatest dispersion, is expedient for data classification. This allows you to
reduce the number of coordinates, while maintaining informativeness. The PCA method is
designed to obtain such projections and is applicable for feature space compression [45].

In accordance with this example, it is possible to use only the first principal component
and build a one-dimensional relay protection on its basis. Such protection will have the
simplest possible implementation, in terms of calculations. It is enough just to compare the
linear combination of primary features with the setting.

To find a new feature by the PCA method, it is necessary to perform a number of
operations on the training samples that had been obtained earlier (Figure 8).
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The correlation between two random variables is determined by Equation (2):

ρ(X, Y) =
cov(X, Y)√
D(X)D(Y)

, (2)

where cov(X, Y) is the covariance of two random variables X and Y, and D(X), D(Y) is the
dispersions of the random variables X and Y, respectively.

A correlation matrix is a matrix that presents the correlation coefficients between
features. Its general form is presented in Equation (3):

Rx =


1 r12 . . . r1k

r21 1 . . . r2k
. . . . . . . . . . . .
rk1 rk2 . . . 1

 (3)

where r is the pairwise correlation coefficients between different k features.
Calculation of eigenvectors and eigenvalues of the correlation matrix is implemented

by the rotation method [58]:

1. The initial correlation matrix A is set, and the initial value k = 0 and the error value
E > 0 are set.

2. In the upper triangular over-diagonal part of the matrix A, the maximum modulo
element aij is singled out.

3. This element is compared with the error value E . If this element is less than the speci-
fied error, then the iterative process ends; if it is greater, then the process continues.

4. The angle of rotation is found by Equation (4):

ϕ(k) =
1
2
·

2 · a(k)ij

a(k)ii − a(k)jj

. (4)

5. The rotation matrix H is compiled.
6. The next approximation of the matrix A is calculated by Equation (5):

A(k+1) =
(

H(k)
)T

A(k)H(k). (5)

Further, it is necessary to assume that k = k + 1, and proceed to the second point.
After the completion of the iterative process, the main diagonal of the matrix A will

contain the eigenvalues of the correlation matrix.
In order to find the eigenvectors, it is necessary to multiply all the rotation matrices

H(k). Eigenvectors will be the columns of the matrix obtained as a result of multiplication.
To project the training data onto a new coordinate, the principal component (PC),

it is necessary to multiply the autoscaled training sample (B) by the eigenvector of the
correlation matrix V1:

PC1 = B ·V1. (6)

The direction coordinates of such a principal component will essentially be weight
coefficients. The input values of the samples are multiplied by them, thereby projecting
these values onto this new component.

The above algorithm was implemented by programming in the VBA (Visual Basic for
Applications) environment.

2.2. Implementation of the “Data Compression” Algorithm by the Fisher Linear Discriminant
Analysis Method

Similar to the PCA method, linear discriminant analysis (LDA) [39,40,59] makes it
possible to single out a subspace of a lower dimension in the initial feature space.
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In order to try to separate two samples based on a linear discriminant, an additional
criterion is used—the Fisher criterion. Thus, the linear discriminant analysis turns into
essentially Fisher’s linear discriminant (FLD).

This method is based on the following conditions:

• Maximizing the distance between the means of training samples;
• Minimization of the dispersion within each sample.

The last principle allows you to minimize the overlap of classes.
Suppose we have a set of n d-dimensional samples x1, . . . , xn, n1 in the subset X1 and

n2 in the subset X2. Let us form a linear combination of the components of the vector X
and obtain a scalar value:

y = WtX. (7)

Let us introduce the corresponding set n of samples y1, . . . , yn, divided into subsets
Y1 and Y2. If ||W|| = 1, then each component yi is the projection of the corresponding xi
onto the line in the direction W.

In this case, FLD is defined as such a linear separating function WtX for which the
function is maximum [33]:

J(W) =
(m2 −m1)

2

s2
1 + s2

2
(8)

where m2 and m1, the averages for projected points samples on the resulting axis; s2
1 and

s2
2 are the scatter for each of the samples. This is an analogue of the dispersion within the

sample. That is, the larger it is, the more scattered are the values in this sample.
To obtain J as an explicit function of W, we define the scatter matrices Si and SW by:

Si = ∑x∈Xi
(x−mi)(x−mi)

t. (9)

and
SW = S1 + S2. (10)

Then,

S2
i = ∑x∈Xi

(
Wtx−Wtmi

)2
= ∑x∈Xi

Wt(x−mi)(x−mi)
tW = WtSiW, (11)

So,
S2

1 + S2
2 = WtSWW. (12)

The SW matrix is called the intra-class scatter matrix. It is proportional to the sample
covariance matrix for the d-dimensional dataset. It will be symmetric, positive semi-definite,
and as a rule, non-degenerate if n > d.

Based on the criterion presented above (Equation (8)), the Fisher linear discriminant is
determined. The direction of the new W component onto which the samples are projected
maximizes the J(W) function. In the W direction, the projections of the initial samples
x1, . . . , xn are maximally removed from each other.

Fisher determined that the function J(W) reaches its maximum value at:

W = S−1
W · (m1 −m2) (13)

where S−1
W is the inverted, averaged scatter matrix within the class.

Thus, applying this method on the sample presented above, we obtain the following
result, which is shown in Figure 9. Areas of emergency modes of features x1 and x2 and
their linear combination according to the FLD method are shown in red. Areas of normal
modes of features x1 and x2 and their linear combination according to the FLD method are
shown in blue.
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As can be seen from Figure 9, the two-sample data become completely separable. In
this case, only one component is used. That is, in this particular case, using FLD, it was
possible to reduce the number of components (features), while not losing the informa-
tion content.

To solve the problem of finding a new feature for recognizing the relay protection
mode using the FLD method, it is necessary to perform a number of operations on the
training samples obtained earlier (Figure 10).
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Figure 10. Fisher’s linear discriminant learning algorithm.

To find the average values of the training samples, we use Equations (14) and (15):

m1 =
1
n1

∑n1
i=1 x(1)i , (14)

m2 =
1
n2

∑n2
i=1 x(2)i . (15)

Next, you should find the correlation matrices for the samples corresponding to the
normal and emergency modes.

Let us form the internal scatter matrices of data in the sample and find the value for
each pair of features according to Equation (9).

The next step is to find the overall matrix by adding the internal scatter matrices.
Next, the direction of the vector W is calculated using Equation (13).



Information 2023, 14, 230 11 of 18

The last operation is to project the sample onto the new resulting vector. This hap-
pens by multiplying the initial features by weight coefficients and subsequent addition
(Equation (7)). The weight coefficients correspond to the values of the coordinates of the
vector W direction.

3. Results

As a result of the algorithm based on the PCA method, orthogonal vectors were
obtained that indicate the direction of new features. Thus, having projected the training
samples onto the obtained new feature, we obtain two samples located in the new co-
ordinate plane. To demonstrate the results, we present them in the form of graphs and
distribution diagrams (Figures 11 and 12).
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Figure 12. The most severe emergency sampling for the second principal component (PC2).

The following initial features were used: increment of active (∆Ia) and reactive current
(∆Ir), negative sequence current (I2), phase value (ϕ), and active (R) and reactive (X)
resistance. Table 3 shows the weight coefficients (K1–K6) for each information feature
obtained from the results of a preliminary multiple simulation of modes in the section of
the 110/10 kV electrical network (Figure 1) and the use of the PCA method. These weight
coefficients are the direction coordinates of the principal component. The initial values of
information features are multiplied by the obtained weight coefficients, and thus, these
values are projected onto a new component.

Table 3. Output values of the weight coefficients of the PCA algorithm.

Training
Weight Coefficients

K1 K2 K3 K4 K5 K6

Initial features ∆Ia ∆Ir R X I2 ϕ
Full emergency sample −0.547 0.534 −0.441 0.454 −0.075 1

Most severe emergency sample −0.754 −0.707 −0.746 −0.942 1 −0.037
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Based on the analysis of the obtained graphs, it was found that the use of the most
severe case to determine the parameters and coefficients has a positive effect on the recogni-
tion of modes. As the most severe mode, a short circuit behind the transformer (110/10 kV,
Snom = 6.3 MVA), SS-2 was considered (Figure 1). The samples excluded from training and
projected onto the newly obtained vector do not negatively affect the recognition in any
way, since they are far from the dividing line of the two samples.

Displaying the results of the FLD algorithm is similar to the PCA algorithm (Figures 13 and 14).
It should be noted that in the process of calculations it was found that the most effective initial
parameters taken for calculating a new component are: an active and a reactive current increment
(∆Ia and ∆Ir), a negative sequence current (I2), a positive sequence current (I1), and an active and a
reactive resistance (R and X).
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Figure 14. The most severe emergency sampling for the FLD component.

Table 4 shows the weight coefficients (K1-K6) obtained by the FLD method by prelimi-
nary simulation similar to the PCA.

Table 4. Output values of the weight coefficients of the FLD algorithm.

Training
Weight Coefficients

K1 K2 K3 K4 K5 K6

Initial features ∆Ia ∆Ir R X I2 I1
Full emergency sample 0.469 −0.351 −0.0006 −0.00175 1 0.485

Most severe emergency sample 0.838 1 0.00014 −0.0015 0.186 −0.159

It can be seen from the graphs (Figures 13 and 14) that the separation of the two modes
of network operation is also achieved. However, a distinctive feature of this approach and
the use of FLD as a method of “data compression” is that for training it is necessary to use
the most boundary situations. That is, use the most severe case to recognize.
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4. Discussion

Various network configuration options were used to estimate the efficiency of the
proposed methods. As a result, object characteristics were built [60,61]. They represent
the dependence of the limiting transient resistance (RT) at the fault location (at which the
protection will be able to recognize the emergency mode) on the remoteness of the fault
location from the protection installation site (f (z)) (Figure 15).
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Current protections based on full current (I) and reactive current (Ir) were considered
when comparing protections that use only one feature to recognize emergency modes. It
is clearly seen that the new features obtained by the PCA and LDF methods are many
times greater than all the presented features, which could be used to recognize modes. This
occurs with a significant removal of the short circuit location. They provide recognition
of a short circuit in relation to the normal mode in conditions exceeding 5–6 times the
transient resistance.

To demonstrate the possibility of using generalized features when recognizing emer-
gency modes by long-range redundancy relay protection, it is necessary to implement such
algorithms on the basis of commercially available relay protection devices [62–64].

LRP is the most common means of redundant protection in a low, medium, and high
voltage network. It is implemented as a separate function and is usually built using a
simple overcurrent protection.

Figures 16 and 17 present variants of the circuits of triggering elements for the LRP
based on the PCA method (Figure 16) and FLD method (Figure 17).

In Figure 16, ∆Ia is the active current increment, ∆Ir is the reactive current increment, I2 is
the negative sequence current, ϕ is the phase value, R is the active resistance, X is the reactance,
K1–K6 are weight coefficients for each initial feature, and µ is the generalized feature.

In Figure 17, ∆Ia is the active current increment, ∆Ir is the reactive current increment,
I2 is the negative sequence current, I1 is the positive sequence current, R is the active
resistance, X is the reactance, K1–K6 are the weight coefficients for each initial feature, and
µ is the generalized feature.

Structural schemes of the triggering elements of the considered methods are similar
and provide for two types of settings [65,66]. The first type of setting is used to obtain
a generalized feature µ by weighted summation. This involves multiplying each initial
feature by its pre-obtained weight coefficients and summing up with each other. The second
type of setting is used to make a decision on the operation of relay protection by comparing
the generated generalized feature with the setting. This happens on the principle of simple
current protection. At the output of the triggering element, a binary signal is generated for
launch (“1”) or not launch (“0”) of the relay protection.

Additionally, in the PCA method, advance autoscaling is applied to its own parameters
(Figure 16). This involves subtracting the mean value of the calculated sample from
each initial feature and dividing by the mean square value of the calculated sample. In
other words, all parameters are reduced to normalized values by the reduction to zero
mathematical expectation (mi = 0) and unit dispersion (Di = 1).
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Figure 17. Scheme of the triggering element based on the FLD method.

The frequency of updating the value in the triggering element is equal to the sampling
rate of the RP terminal.

Triggering of the LRP leads to shutdown of the circuit breaker on the protected line, as
well as the appearance of the corresponding indication on the RPA terminal [67,68].

In the case of the reconstruction of the electrical network (for example, a change in
the composition of consumers, the addition of new power lines, and the emergence of new
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energy sources), the repeated simulation will be required to form new settings of the first
and second types and correct them in the RPA terminal [69,70].

It should be noted that the work of the proposed algorithms is not provided in the
“online” mode, which requires a significant computational load on the processor. All
calculations are carried out in advance with the receipt of the first type settings and the
second type setting in the “offline” mode on specialized software for multiple simulation.

The implementation of the proposed algorithms will not require a significant change
in the hardware of the RPA devices. Only a slight modification of the existing software of
the device used in operation is required.

5. Conclusions

This article presents examples of the implementation the methods of “data compres-
sion” (principal component analysis, Fisher’s linear discriminant analysis) for the transition
to a generalized feature of the multi-parameter relay protection, which increases the recog-
nition of electrical network modes.

A PSCAD simulation model has been developed that allows generating statistical
data for finding weight coefficients in the multi-parameter relay protection using general-
ized features.

Long-range redundancy protection using a generalized feature is more effective in rec-
ognizing emergency modes (by 5–6 times) than classical protections using a single feature.

The proposed options for the use of generalized features for relay protection-triggering
elements can be implemented in modern relay protection and automation terminals without
a significant upgrade of their hardware and software.
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