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Abstract: The existence of missing values reduces the amount of knowledge learned by the machine
learning models in the training stage thus affecting the classification accuracy negatively. To address
this challenge, we introduce the use of Support Vector Machine (SVM) regression for imputing the
missing values. Additionally, we propose a two-level classification process to reduce the number of
false classifications. Our evaluation of the proposed method was conducted using the PIMA Indian
dataset for diabetes classification. We compared the performance of five different machine learning
models: Naive Bayes (NB), Support Vector Machine (SVM), k-Nearest Neighbours (KNN), Random
Forest (RF), and Linear Regression (LR). The results of our experiments show that the SVM classifier
achieved the highest accuracy of 94.89%. The RF classifier had the highest precision (98.80%) and the
SVM classifier had the highest recall (85.48%). The NB model had the highest F1-Score (95.59%). Our
proposed method provides a promising solution for detecting diabetes at an early stage by addressing
the issue of missing values in the dataset. Our results show that the use of SVM regression and a
two-level classification process can notably improve the performance of machine learning models for
diabetes classification. This work provides a valuable contribution to the field of diabetes research
and highlights the importance of addressing missing values in machine learning applications.

Keywords: diabetes classification; missing values; data imputation; false rate reduction; two-
level classification

1. Introduction

According to World Health Organization (WHO), 246 million people are affected by
diabetes worldwide. It is also expected in 2025 that the number will increase to 380 million.
Nearly 3.8 million people die from diabetes each year [1]. Hence, early detection of diabetes
will save lots of people.

Diabetes is caused due to prolonged increase of the blood glucose level [2] due to
the deficiency of insulin segregation, where the important cells such as beta cells in the
pancreas fail to produce the sufficient amount of insulin that is needed for transferring
energy from blood to the body cells [3]. This situation causes type 1 diabetes. There is one
more type known as type 2 diabetes where the body cells cannot use the insulin produced
by the pancreas [4]. The number of patients with type 2 is more than the number of patients
with type 1.

The long-term presence of diabetes can cause huge health complications such as retinal
hemorrhages [5] and vision blindness [6], stoke, Arterial Stiffness [7], kidney problems,
lower limbs amputations and so on [8]. Early detection of diabetes helps the patient to
start his treatment to reduce the above-mentioned health risks [9,10]. Research by [11]
shows that almost 80% of people can be reversed from diabetes and its harmful effects if the
detection is efficiently done at the early stage. The presence of diabetes can be confirmed
by taking a blood test and measuring the glucose level.
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Recently much research was carried out in the field of machine learning to efficiently
detect the presence of diabetes at an early stage [12–15]. However, the machine learning
model needs a complete set of features to learn the relationship between input features and
the target class [16]. Most of the time, the machine learning models struggle at the training
stage to produce good performance when the number of missing values in the dataset is
increased [17,18]. It is an important step in the pre-processing stage where the missing
values for each input feature are identified and handled [19].

The missing value is a frequent problem that is caused because of various reason
which includes technical problems, lack of data observation, user privacy issues, human
error, and so on. Data can be missing both in tabular data and in time series data [20].
This missing value causes a huge uncertainty in the classification. Hence these missing
values should be identified and carefully handled. Improper handling of missing values
will create an unusual effect such as increased classification time, and a high false rate [21].
The missing value handling should be closely monitored as it should not alter the entire
relationship among the data. Usually, missing values are handled in two ways known as
deletion and replacement. Deletion of the instances having at least one missing value is the
easiest method [22] but it comes with many problems such as imbalance of instances, loss
of information, lack of representation of the relationship among the input features, and the
target class and so on, hence it is not advised to implement the deletion to overcome missing
values. One of the important problems that come with deleting is the high false rate as the
important instances are deleted. The second approach is widely used in many research
works as it makes use of any statistical approach to calculate a value that is substituted as
missing values. Statistical methods such as mean, variance, standard deviation, and so on
are used as substitution [23]. This second method also creates few significant problems such
as misinterpretation of data. It is preferred to use the second method when the number of
data instances is very less [24].

Recently, many studies use more advanced methods to handle missing data such
as Support Vector Machines (SVM), Naïve Bayes (NB), expectation maximization, and
so on to substitute values for missing values, despite high computation time, the use of
these method proves to be effective in terms of classification performance than the other
traditional two approaches [25].

In our proposed work we make use of SVM to substitute the missing values in the
dataset. Since the machine learning model has been used, the accuracy of recovering
missing values is increased, also a second-level classification is been added to the process.
This second level gets activated only when the previous classification level classifies as
negative, so a second conformation is done. This stage ensures that the false classification
rate is reduced significantly. The main purpose of the second-level classification is to
recheck the result when the classification returns negative.

The main contributions of this paper are as follows.

1. Implement the SVM model to recover the missing values and convert them to a
complete dataset.

2. Develop secondary classification in the dataset with resolved missing values to help
in the classification process.

Firstly, a separate SVM model is trained for each missing feature set and the resultant
value is used as the substitution in case of missing values. The SVM model is one of the
popular machine learning models and it is most frequently used [26]. Secondly, a next-level
classification is done to prevent a false classification rate. ID3 decision trees execution over
the dataset with missing values and this result help to reduce the false classification.

The rest of the paper is as follows. Section 2 summarizes a few existing works in the
field of machine learning-based diabetes classification. Section 3 contains the work of the
proposed methodology. Section 4 presents the results and compares them with existing
methods, and finally, Section 5 contains the conclusion.
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2. Related Works

Notable research works were carried out in the field of using machine learning models
in diabetes detection. Various researchers have proposed many architectures starting from
single model-based [27] to complex ensemble-based models [28–30] to detect diabetes. A
research survey done by [31] shows some comparisons of various machine learning models
along with their performance in different scenarios. Table 1 lists a few of the existing
works done in the field of missing value handling for classification. Convolution neural
network (CNN) is used by a research work [32] on ECG signals data to detect diabetes
at an early stage, to handle missing values and to increase the performance, they have
used multiple CNNs to classify diabetes. They have compared their work with traditional
CNN, RF, LR and their proposed method had the best accuracy of 98.59%. A research
work [33] uses SVM and adds an extra layer called an explanation module for improving
the performance of the classification. The extra added layer acts as a black box during
the learning stage of the classifier. They have compared their proposed method with six
existing models and the highest accuracy of 94% was obtained from their proposed method.
Shrestha et al. [34] adopted Sparse Balance SVM (SB-SVM) to deal with unbalanced data
and obtain high accuracy. SB-SVM is used in the proposed system to produce sparsity
and, implicitly, to choose the most important features from the unbalanced data. Statistical
analysis and logistic regression were used to choose 12 highly important characteristics for
diabetes prediction. The suggested model accurately predicts type 2 diabetes mellitus with
a 76.39% accuracy. Arora et al. [35] offers the K-means clustering algorithm with SVM for
diabetes prediction. The K-means features are then categorized using an SVM classifier. On
the Pima Indians Diabetes Database, the combined technique outperforms the traditional
SVM-based classification.

The hyperparameters of the machine learning models can also be optimized to produce
good results in various biomedical tasks such as DNA sequence recognition [36] and breast
cancer recognition [37], including for diabetes classification, as described by [21]. Heuristic
optimization methods could be adopted for hyperparameter optimisation [38]. Features
are also selected based on their importance and powerful models such as SVM and RF are
optimized by finding the correct hyperparameter values to classify better diabetes.

Voting is one of the methods used when multiple machine learning models were
ensembled in the process of classification [39]. Ref. [40] proposes a soft voting process by
ensembling Random Forest, Logistic Regression, and Naïve Bayes. They have compared
their proposed work with nine existing machine learning models and their proposed
ensemble model produces the highest accuracy which is 80.98%.

A work proposed by [41] uses oversampling to avoid missing values in the pre-
processing stage. Synthetic Minority Over-sampling Technique (SMOTE) is used to balance
the instances across all the classes. Random forest classifier produces the highest accuracy
in the experiment with an F1-Score of 0.8453.

Research work carried out in the field of traffic congestion done by [42] uses imputation
for resolving missing values. Traffic congestion needs lots of information such as traffic flow,
speed and congestion level and so on. The data end up with one or more missing values
most of the time. The missing values are completely random with respect to observation.
Apart from the normal features such as periodicity, road similarity, and temporal coherence,
the authors consider additional features for the imputation using temporal coherence.
The proposed joint matrix factorization method shows good results in imputing all the
features. Identifying correct neighbors can decrease the inconsistency in imputation. In
case, if the data is heterogeneous then the choice of an appropriate neighbor will be very
difficult. Similarity rules with a small change in variation can be used as mentioned in [43].
The authors have used both real and synthetic datasets to show the efficiency of their
proposed work.

HoloClean [44] is a system for detecting and repairing errors in real-world data. It
uses a combination of probabilistic models and active learning techniques to identify and
fix errors in large-scale datasets. HoloClean operates on the principle of data cleaning [45]
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as an interactive process between the system and a human expert, and it provides a com-
prehensive set of data cleaning operators that allow the user to easily specify cleaning
constraints and correct errors. The HoloClean methodology consists of three main stages:
error detection, error diagnosis, and error repair. In error detection, HoloClean employs sta-
tistical methods to automatically identify and flag data errors. The system uses probabilistic
models to estimate the likelihood of errors in different parts of the data, and it presents
these probabilities to the user in the form of a ranked list of errors. This allows the user
to easily prioritize which errors to address first. In error diagnosis, HoloClean uses active
learning techniques to assist the user in diagnosing the cause of errors and determining
the correct repair. HoloClean can suggest repair suggestions to the user, and it can also ask
the user to provide additional constraints or label examples to help improve the accuracy
of its error detection and repair algorithms. In error repair, HoloClean provides a set of
repair operators that allow the user to easily apply corrections to the data. These operators
include basic operations such as value correction, record deletion, and record insertion, as
well as more advanced operations such as record aggregation, record splitting, and record
merging. HoloClean also provides a way to keep track of the changes made to the data
over time, so that the user can easily revert to previous versions if necessary.

Several extensions or improvements of the HoloClean system exist. One of the papers
proposed a data repairing approach that combined constraints and ensemble learning,
which outperformed HoloClean in terms of precision and recall [46]. Another paper
proposed the use of selection rules as a type of tuple-level constraint and demonstrated
that their approach outperformed HoloClean in terms of speed, memory consumption
and precision and recall of error detection and correction [47]. Cui et al. [48] proposed
a new solution for cleaning multi-source heterogeneous data in Lakehouse MHDP by
combining the optimization of HoloClean with an interactive system based on DCs (Denial
Constraints). The system includes algorithms for parsing data and a real-time feedback
system that allows users to participate in cleaning work.

Table 1. Comparison of few works in missing value handling.

Ref. Method Description Comments

[49] Covariance Matrix
Estimation

The authors have analysed the general pattern
across the features and predict the values for
missing features based on the common pattern.

It is difficult when there is no common
pattern in the dataset and the performance
will be low.

[50] Autoencoder

Imputation and Classification are done parallelly
by using autoencoder. The hidden layer and
output nodes are adjusted based on the missing
values present in the dataset.

Transfer learning can be incorporated to
enhance the performance of the imputation.

[51] kNN model

The existing dataset with missing values is fed into
the kNN model to identify the relationship among
the features and the target class. Finally, the
missing values are replaced with the classification
results.

The correctness of relationship can increase
when some dimension reduction strategy are
applied.

[52] Regression
The authors have used regression and have
replaced missing values based on correlation
coefficients.

If the instances have high variance between
them, the proposed system gives less
performance.

[53] Fuzzy C-Means
clustering

A threshold value is fixed for each feature and a
cluster membership function is developed to find
the replacement value for the incomplete instances.

Huge noisy can be avoided by applying
hierarchal clustering in the high dimension
space.

[44] HoloClean

Missing values are handled by making a
probabilistic inference to predict missing values
based on available data and denial constraints
specified by the user. Predictions are made using
the Expectation Maximization (EM) algorithm.

The accuracy of the predictions can be
improved by specifying more accurate denial
constraints.
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Based on the literature survey, we found a few problems that can be addressed in the
diabetes classification. Firstly, there is there is a need for an effective method for recovering
missing values and building a classifier that can work in an incomplete dataset. These two
problems are addressed in the next section. Despite the large amount of research work in
diabetic classification, the following needs to be addressed.

1. Improve the classification accuracy;
2. Reduce the rate of false classification;
3. Effectively handle missing values.

3. Proposed Missing Values Handling Methodology

The proposed method using SVM classifier has the ability to recover the missing
values and the false classification rate is highly reduced by introducing an extra classifier.
Figure 1 shows the architecture of the proposed methodology.

Figure 1. Workflow of the proposed methodology.

The first step is the separation of incomplete instances from the dataset. These instances
are inputted by the SVM regressor and converted into complete instances. These processed
instances are then classified into two layers. The second layer is activated only when the
first layer gives a negative result. This second-level classification prevents false negative
results.

3.1. SVM Based Imputation of Missing Values

The SVM machine learning model is a multipurpose model that can be used for both
regressions as well as classification [54,55]. In this section, we describe how SVM can be
used for the imputation. The input data for SVM can be represented as Xi, Yi, where i ∈
1, 2, 3, . . . n and n is the total number of samples. Xi represents a k dimensional features
and Yi is either 1 (for diabetes positive) or −1 (for diabetes negative). The SVM draws a
hyperplane between the samples which could able to separate the instances based on their
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class. The hyperplane can be defined as Equation (1) for diabetes positive, or Equation (2)
for diabetes negative.

w.xi + b ≥ 1 (1)

w.xi + b ≤ −1 (2)

The datapoints which are placed parallel to the hyperplane are known as support
vectors (SV) as defined by Equation (3).

SV = w.xi + b < −1 or 1 (3)

In our case, the support vector should be a complete instance (an instance without
any missing value), hence the condition is described in Equation (4). A missing value is
represented as a Possible Support Vector PSV:

PSV = xI ∈ SV |
k

∏
j=1

xi(j)! = 0 (4)

For each feature, a separate SVM is constructed, so the k dimensional input will have k
number of SVMs. Each SVM is a regression model dedicated to determining the value of
the respective feature. At first, the set of incomplete instances is removed from the dataset
as per Equation (5).

¯̄Xi = x ∈ XI |
k

∏
j=1

xi(j) ! = 0 (5)

Each SVM model is trained using the input ¯̄Xm. For each SVM model, the target
variable is unique and thus, it could reconstruct the dataset by recovering all the missing

values. The resultant
︷︸︸︷

X has no missing values as all the missing values will be imputed
by the respective SVM.

¯̄|Xm| ≤ |Xi| (6)

︷︸︸︷
|X| = |Xi| (7)

Equations (6) and (7) hold during the imputation process, as the number of instances
for training the SVM will be equal or lower than the original number of instances because
the incomplete instances will be removed. Furthermore, the number of instances after
the regression will always be equal to the original number of instances because all the
incomplete instances will be converted into complete instances without any missing values.
The Algorithm 1 explains the working of the SVM imputation process.

3.2. Second Level of Classification

The cost of false calculation is very important, it is acceptable for a normal patient to
get classified as a diabetes patient because, the patient can further confirm his negativity
by taking a secondary test, but when a diabetes patient is classified as negative, it is very
dangerous, as he might avoid the second level of the test. So, to tackle this problem, an
extra layer is added which will get activated whenever the classification results in negative.

We have implemented the ID3 model as the second-level classification. As all the
missing values are now removed, the data is ready for the next stage, which is IF–THEN
generation. Two important features (Glucose and BMI) are selected based on the high
correlation value and the IF–THEN rules are generated as per Figure 2.
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Algorithm 1: SVM Imputation

Data: ¯̄X = {}
foreach instance i in dataset do

if any feature in i is NULL then
continue

end
Add i to ¯̄X

end
SVM = [];
foreach each feature f in ¯̄X do

X = all f eatures except f ;
Y = f ;
Let s be a SVM model trained with X and Y;
SVM = SVM + [s];

end︷︸︸︷
X = {};

foreach instance i in dataset do
if i is complete then

add i to
︷︸︸︷

X
end
else

foreach missing values m in i do
s = SVM o f m in SVM[];
v = s.predict(i);
Replace m with v

end

add i to
︷︸︸︷

X
end

end

Figure 2. The flow diagram of ID3 classification.
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Algorithm 2 exhibits the working of the second level classification using ID3. It can
also be noted that the second level classification activates only when the first classifica-
tion returns negative. The introduction of second-level classification reduces the false
classification rate significantly.

Algorithm 2: Second Level Classification

Let i = input instance;
R = Classi f y(i);
Let T = I f ThenTree(dataset) if R=negative then

while not leaveNode(T) do
F = FeatureInNode(T);
Branch T based on F and i;

end
Return value o f T

end
Return Positive

4. Results and Discussion
4.1. Dataset

To evaluate the performance of the proposed work, we have used a standard dataset
called PIMA Indian for diabetes classification. We have used five classifiers called Naïve
Bayes (NB), Support Vector Machine (SVM), k Nearest Neighbours (KNN), Random Forest
(RF), and Linear Regression (LR) for the experiment. The 10-fold validation is used in the
experiment. Table 2 shows the summary of the features in the dataset. Table 3 displays the
frequency of the class distribution in the dataset.

Table 2. Dataset Description.

# Name Description

1 # of pregnancies Pregnancy count

2 Glucose Glucose level in blood

3 BP The blood pressure level in mm Hg

4 Skin Thickness The measured thickness of skin (in mm)

5 Insulin The measured insulin level (in mu U/mL)

6 BMI The Body Mass Index (in Kg per Height)

7 Pedigree Function History of diabetes which includes family order also

8 Age The age of the patient

9 Outcome
0—Diabetes Negative
1—Diabetes positive

Table 3. Class distribution in the dataset.

PIMA Indian Class Distribution Frequency

Diabetes Positive 268
Diabetes Negative 500

The first step is to measure how many missing values are present in each feature.
These incomplete instances are first converted to complete instances by the SVM classifier.
Table 4 shows the number of missing values for each feature in the dataset. Figure 3 shows
the correlation of the features in the dataset. The proposed method expects features should
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be correlated with the target variable. An uncorrelated feature with the target variable is
very difficult to estimate and imputation cannot be done.

Figure 3. Correlation between the features.

Table 4. Missing values in each feature.

# Name # of Missing Values

1 # of pregnancies 0
2 Glucose 5
3 BP 35
4 Skin Thickness 227
5 Insulin 374
6 BMI 11
7 Pedigree Function 0
8 Age 0

4.2. Perfromance Evaluation

The performance is measured using four parameters such as accuracy (Equation (8)),
precision (Equation (9)), recall (Equation (10)), and F1-Score (Equation (11)). The four
parameters used in the experiment are explained as follows

1. True Positive (TP): if a diabetes patient is classified as positive.
2. True Negative (TN): if a non-diabetes patient is classified as negative.
3. False Positive (FP): if a non-diabetes patient is classified as positive.
4. False Negative (FN): if a diabetes patient is classified as negative.

Accuracy =
TP + TN

TP + TN + FP + FN
(8)

Precision =
TP

TP + FP
(9)

Recall =
TP

TP + FN
(10)
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F1-Score = 2 × Precision × Recall
Precision + Recall

(11)

4.3. Results

The first and simplest method to solve the missing values is to delete the incomplete
instances. The SVM classifier produces the highest accuracy of 71.13% when the incomplete
instances are deleted. The LR gives the least accuracy of 61%. As the instances are deleted,
the important instances are also deleted. This causes the machine learning models to learn
less about the relationship between input features and the target class. Table 5 shows the
precision, recall, and F1 score of the five machine learning models.

Table 5. Performance of ML models (deletion).

Model Precision Recall F1-Score

SVM 0.710526 0.613636 0.658537
NB 0.809524 0.75 0.778626

kNN 0.387097 0.428571 0.40678
RF 0.117647 0.111111 0.114286
LR 0.759259 0.61194 0.677686

Replacing the missing values with the mean is one of the popular methods followed
by the researchers. However, when replaced with mean, it creates a high bias and can
significantly reduce the learning quality. When the number of missing values is more then
it creates a huge negative performance in classification. For example, the feature insulin
which is a very important feature in determining diabetes has a greater number of missing
values than other features. This causes the degradation of classification performance.
Table 6 presents the precision, recall, and F1 score of the ml models, and Figure 4 shows the
accuracy comparison of all the ml models.

Figure 4. Accuracy comparison of ML models in all three methods.

Table 6. Performance of ML models (mean replacement).

Model Precision Recall F1-Score

SVM 0.854839 0.854839 0.854839
NB 0.810811 0.75 0.779221

kNN 0.65625 0.724138 0.688525
RF 0.657143 0.71875 0.686567
LR 0.978261 0.671642 0.79646
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The proposed method can regenerate the missing values which have increased the
performance of the classification. The introduction of the second layer of classification
reduces the number of false classification and thus increase the accuracy. The highest
accuracy was obtained by the SVM classifier with 94.89%. Naïve Bayes gives 92.78%
accuracy whereas the LR gives the least accuracy of 85.85%. Table 7 shows the precision,
recall, and F1 score of the machine learning models when the proposed methodology
is used.

Table 7. Performance of ML models (proposed).

Model Precision Recall F1-Score

SVM 0.882353 0.833333 0.857143
NB 0.987013 0.926829 0.955975

kNN 0.961538 0.9375 0.949367
RF 0.988095 0.902174 0.943182
LR 0.84 0.969231 0.9

We have compared the performance of all the machine learning models when a differ-
ent number of features are selected. The features are ranked according to the correlation
between them with the target class. We have considered the top 3 features and gradually
increased up to 7. We observed that all models produce maximum accuracy when the top
5 features are selected. Figure 5 shows the performance of SVM, NB, kNN, RF and LR
classifiers, respectively.

From the accuracy comparison, we observe that classifiers build upon the diabetes
dataset exhibit close performance when the proposed methodology is used. The accuracy
of those classifiers varies between 85% and 92%. Classifiers using the top 5 features are
very close to each other in terms of accuracy. This is because of the high dependency
between the top 5 features and the target class. It can also be observed that the classifiers
using all the set of features or top 7 features have less accuracy when compared with using
less number of features. This indicates that the PIMA Indian dataset needs additional
features for classification. SVM exhibits the best accuracy in all cases while LR exhibits
the least accuracy. The kNN model is less sensitive when different features are used when
compared with other classifiers. These results confirm that using fewer features increases
the accuracy of the classification. Thus, we must identify a proper set of rich features and
remove noisy features.

(a) (b)

Figure 5. Cont.
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(c) (d)

(e)

Figure 5. Accuracy comparison of LR when a different number of features are considered: (a) SVM,
(b) NB, (c) kNN, (d) RF and (e) LR.

4.4. Limitations

The limitations of this study are as follows:

• Dataset Dependence: The results of this study are highly dependent on the PIMA
Indian Diabetes dataset used. The results may not be generalized to other datasets
with different characteristics.

• Feature Selection: The feature selection process can impact the performance of the
proposed method. The results of this study are based on a limited number of features,
and different results may be obtained by using a different set of features.

• Model Dependence: The results are specific to the five classifiers used in this study
(Naive Bayes, SVM, kNN, Random Forest, and Linear Regression). Other machine
learning models may produce different results, and the proposed method may not
perform well with other models.

• Overfitting: The proposed method is based on training a separate SVM model for
each missing feature set. Overfitting may occur if the models are too complex or if the
dataset is small.

• Computational Complexity: The proposed method may be computationally complex,
especially when dealing with large datasets with many missing values. This may limit
the scalability of the proposed method.

• Two-level Classification may lead to an increased computational cost, as it involves
two separate classifiers. In addition, the threshold for activating the second-level
classification may need to be carefully chosen to ensure optimal performance.
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5. Conclusions

In this paper, we presented a method for handling missing values in a machine-
learning model for diabetes classification. The main focus of this study was to overcome
the limitations of conventional methods for missing data imputation and to improve the
accuracy of the final result. The proposed method makes use of a Support Vector Machine
(SVM) regressor to impute missing values, and a two-level classification process to reduce
the number of false classifications. The results of the study showed that the proposed
method achieved improved accuracy when compared to conventional methods. The
maximum accuracy of 94.89% was obtained using the SVM classifier, which demonstrated
the effectiveness of the proposed method.

The proposed method has several advantages over conventional methods for handling
missing values. Firstly, the use of the SVM regressor ensures that missing values are
imputed in a more accurate manner. Secondly, the two-level classification process reduces
the number of false classifications, which leads to a more accurate final result. This study
demonstrates that the proposed method has the potential to improve the accuracy of
machine learning models for other classification tasks as well.

In conclusion, the proposed method for handling missing values in a machine-learning
model for diabetes classification has shown promising results. The use of the SVM regressor
and two-level classification process is a novel approach to addressing the limitations
of conventional methods for missing data imputation. This study provides valuable
insights into the field of machine learning and has the potential to be applied to other
classification tasks.

In the future, we aim to work on collecting family-related diabetes history and finetune
the proposed method further.
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