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Abstract: A news-recommendation system is designed to deal with massive amounts of news and
provide personalized recommendations for users. Accurately modeling of news and users is the key to
news recommendation. Researchers usually use auxiliary information such as social networks or item
attributes to learn about news and user representation. However, existing recommendation systems
neglect to explore the rich topics in the news. This paper considered the knowledge graph as the
source of side information. Meanwhile, we used user topic preferences to improve recommendation
performance. We proposed a new framework called NRTEH that was based on topic and entity
preferences in user historical behavior. The core of our approach was the news encoder and the user
encoder. Two encoders in NRTEH handled news titles from two perspectives to obtain news and user
representation embedding: (1) extracting explicit and latent topic features from news and mining
user preferences for them; and (2) extracting entities and propagating users’ potential preferences in
the knowledge graph. Experiments on a real-world dataset validated the effectiveness and efficiency
of our approach.

Keywords: news recommendation; knowledge graph; topic preference; historical behavior

1. Introduction

With the development of the Internet, people’s news-reading habits have gradually
shifted from traditional media such as newspapers and television to the Internet. Online
news websites collect news contents from a variety of sources and provide them to users,
which attracts a large number of users. However, due to the large amount of news generated
every day, it is impossible for users to read all the articles. Although news articles cater
to different personal interests, it is often difficult for users to manually select interesting
articles that correspond to their own interests. Therefore, it is critical to help users target
their reading interests and make personalized recommendations [1–6].

In order to improve the accuracy of recommendation systems, recent research focused
on learning the representation of news more comprehensively. For example, Wang et al. [3,4]
utilized knowledge graphs (KGs) to obtain explain ability and informative connections
among the items recommended. A deep knowledge-aware network (DKN) [3] embeds each
news title from three perspectives: word, entity, and entity context, then designs a CNN
model to aggregate these features together. RippleNet [4] obtains the potential interest
of users by automatically and iteratively spreading their preferences in the knowledge
graph. However, DKN and RippleNet not only ignore rich semantic topics in the news
titles, but also do not consider the relevance between topics and users’ preferences for those
topics to learn more precise news representations. Topic information is also a vital factor
to attract users’ interests and can improve the efficiency of the recommendation model
if well employed.

As shown in Figure 1, news titles may contain a variety of entities such as politicians,
celebrities, companies, or institutions; these entities are not independent from one another
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but can be linked to other entities through various relationships and are organized as a
graph. Meanwhile, news titles may also contain multiple topics such as politics, entertain-
ment, sports, etc., which often play an important role in the title as along with the entities.
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LSTUR [1] uses explicitly given topic information to learn the representation of news
titles. Although explicit topic labels can accurately represent the information in the news,
when a news title contains two or more different topics, simple topic information may
not be detailed enough to give a more comprehensive representation of the news topic.
Therefore, the latent topic information is needed to model the news titles in more detail.

For example, the news title “Trump rule may mean 1 million kids lose automatic free
lunch” appears as a health topic. However, the content of the news is more relevant to poli-
tics. Such misinterpretation in news modeling can lead to serious errors in learning users’
topic preferences. Therefore, only considering the explicit topic information and ignoring la-
tent topic information of news will reduce the accuracy of news-recommendation systems.

To address the limitations of existing methods and inspired by the wide success
of leveraging knowledge graphs, in this paper, we proposed a news-recommendation
approach based on topic and entity preference in historical behavior. NRTEH was designed
for click-through rate (CTR) prediction, which takes a piece of candidate news and a user’s
click history as input and then outputs the probability of the user clicking the news titles.
In this paper, we only used news titles as input because news titles are a key factor in
attracting users to read them.

The core of our approach was a news encoder and a user encoder. In the news encoder,
we jointly trained news title and word vectors to obtain the topic information of the news
and extract entities from a knowledge graph. In the user encoder, we used a combination
of a long short-term memory network and a self-attention mechanism to mine the users’
topic preferences together with a graph attention algorithm to mine the users’ potential
preferences for the entities in knowledge graph based on the users’ historical behavior.

Extensive experiments on a real-world dataset proved the validity of our news recom-
mendation method. The results showed that NRTEH achieved significant improvements
over state-of-the-art deep-learning-based methods in news recommendation. Specifically,
NRTEH notably outperformed the baselines by 2.6% to 11.4% based on the AUC and 3.3%
to 12.4% based on the ACC. The results also demonstrated that the usage of contextual
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knowledge and latent topic classification could result in additional improvements in the
NRTEH framework.

2. Related Work

News recommendation has been widely studied previously. Unlike other recommen-
dation domains, news recommendation is much more complicated in text mining. In
general, because news items are constantly replaced, the traditional CF approaches [2,7]
commonly suffer from several fundamental issues such as data sparsity and cold-start
problems. To address these issues, the researchers used content-based techniques to pro-
vide complementary information to CF [6,8–11]. For example, Jeong et al. [6] proposed an
explicit localized semantic analysis (ELSA) method for news recommendation in which
every location had its own geographical topics that could be captured from the geo-tagged
documents related to the location. Okura et al. [8] proposed to learn news embeddings
based on the news similarities while considering topic information and using recurrent
neural networks (RNNs) to learn user representations from their click histories. Wang
et al. [9] proposed a novel module named the Feature Refinement Network (FRNet), which
learned context-aware feature representations at the bit level for each feature in different
contexts. However, while these methods provided additional information to improve the
accuracy of recommendation systems, they did not consider users’ long-term or short-term
preferences in news reading.

In recent years, recommendation systems have been taking greater advantage of deep
learning to achieve better performance in various recommendation scenarios. Generally
speaking, deep neural networks can be used in deep recommendation systems in two
forms: modeling the interaction among users and items or processing the raw features of
users or items. These methods include DSSM [12], DeepFM [13], DMF [14], DeepWide [15],
and DeepGroup [16] models. In addition, Multiview Deep Learning [17], SHINE [18], and
WG4Rec [19] are also popular deep-learning-based recommendation systems.

In addition to recommendation systems based on deep learning, some researchers
have added KGs as side information in order to more accurately obtain users’ preferences
for target items. KGs such as YAGO [20], Freebase [21], and Google Knowledge Graph [22]
contain entities such as places, people, and organizations from real-world objects and
concepts. In order to introduce a knowledge graph into a recommender system, knowledge
graph representation has also been studied extensively recently. The purpose of knowledge
graph representation is to determine a low-dimensional vector for each entity and relation
in the knowledge graph while preserving the structure of the original graph. For example,
KGAT [23] utilizes a self-attention network for information propagation and a multi-head
attention mechanism to increase model capacity, while a graph convolutional network
utilizes localized graph convolutions in classification tasks. In recent years, translation-
based knowledge-graph-embedding methods such as TransE [24], TransH [25], TransD [26],
TransR [27], and LightKG [28] have attracted wide attention due to their simple models
and superior performances. They utilize distance-based scoring functions to determine
representations of entities and relations.

Because a knowledge graph can expand item information to a large extent, it can also
be used in many applications such as question answering [29], text classification [30], and
even in regional similarity searches [31]. Different from these application scenarios, a news-
recommendation model needs to deal with semantic connections between different types
of entities in KGs, so news text mining is the key to utilizing entities contained in news. For
example, a DKN [3] sends knowledge representation of entities contained in news titles to a
CNN model as a channel to learn users’ entity preferences. RippleNet [4] uses an attention
mechanism to automatically propagate the clicked entities in the knowledge graph to
capture the higher-order preferences of users. KGCN [32] utilizes a knowledge graph con-
volutional network to extend the non-spectral graph convolutional network [33–35] method
to a knowledge graph through selectively aggregating the neighborhood node features.
KAeDCN [36] combines the dynamic convolutional network with attention mechanisms
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to capture changing dependencies in the sequence and enhance the representations of
items with KG information through an information-fusion module to capture fine-grained
user preferences.

Therefore, in our approach, we used an external knowledge graph and deep neural net-
works to model user and news representations to consider both issues using CF approaches
and content-based approaches. The major difference between these methods and ours is
that we used a new method to automatically extract latent topics in the news and then used
a memory neural network and a self-attention mechanism to learn users’ topic preferences
in historical behavior. We considered not only user preferences for news topics, but also
user interest in the entities included in the news. We used a graph attention mechanism
to learn the entities that the users preferred. In short, by contemplating different levels of
news, our goal was to model news and users as accurately as possible.

3. Problem Formulation

We formulated the news-recommendation problem in this paper as follows. The inputs
of the system were the candidate news title and clicked news titles, while the output was the
probability of the user clicking the candidate news. For a given user ui in the online news
platform, we denoted their click history as

{
ti
1, ti

2, . . . , ti
Ni

}
, where ti

j(j = 1, . . . , Ni) is the
title of the j-th news clicked by user ui, and Ni is the total number of user ui’s clicked news
titles. We also implemented knowledge graph G, which contained entity–relation–entity
triples (h, r, t). Note that h, r, and t are the head, relation, and tail, respectively, of a triple in
a KG. The user–news interaction matrix Y = {yut|u ∈ U, t ∈ T} was defined according to
user’s clicked history as:

yut

{
0, if user u did not click news t
1, if user u clicked news t

(1)

Each news title t was composed of a sequence of words; i.e., t = [w1, w2, . . .], where
each word w may be associated with an entity e in the knowledge graph. For example, in
the title “Fox legal analyst Napolitano emerges as Trump critic”, “Napolitano” is linked
with the entity “Andrew Napolitano”, while “Trump” is linked with the entity “Donald
Trump”. In addition, we also extracted explicit and latent topic-level connections among
the news titles. Given the users’ click history as well as the topics in news titles and entities
in the knowledge graph, we aimed to predict whether user ui would click a candidate news
tj that they had not seen before.

4. Preliminaries

In this section, we present several concepts related to this work, including knowledge-
graph embedding, the triple set, doc2vec, and self-attention.

4.1. Knowledge-Graph Embedding

A typical knowledge graph consists of millions of entity–relation–entity triples (h, r, t)
in which h, r, and t represent the head, the relation, and the tail of a triple, respectively.
Given all the triples in a knowledge graph, the goal of knowledge-graph embedding is
to determine a low-dimensional representation vector for each entity and relation that
preserves the structural information of the original knowledge graph. We studied and
analyzed the advantages and disadvantages of existing methods such as TransE [24],
TransH [25], TransD [26], TransR [27], and LightKG [28] and finally chose TransE as the
knowledge representation learning algorithm of our model.

TransE wants h + r ≈ t when (h, r, t) holds, where h, r, and t are the corresponding
representation vectors of h, r, and t. Therefore, TransE assumes that the score function

fr(h, t) =
∣∣∣∣∣∣h + t− t

∣∣∣|22 (2)
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is low if (h, r, t) holds, and high otherwise.
To encourage the discrimination between correct triples and incorrect triples, the

following margin-based ranking loss was used for training:

L = ∑ (h,r,t)∈∆ ∑ (h′ ,r′ ,t′)∈∆′max(0, fr(h, t) + γ− fr
(
h′, t′

)
) (3)

where γ is the margin and ∆ and ∆′ are the respective sets of correct triples and incorrect triples.

4.2. Triple Set

To describe users’ hierarchically extended preferences based on the knowledge graph,
we recursively defined the set of n-hop relevant entities for user u as follows:

En
u =

{
t
∣∣∣(h, r, t) ∈ G and h ∈ En−1

u

}
, n = 1, 2, . . . , H (4)

where E0
u represents the entities contained in the news titles that the user has clicked on in

the past.
We then defined the n-hop triple set of user u as follows:

Sn
u =

{
(h, r, t)

∣∣∣(h, r, t) ∈ G and h ∈ En−1
u

}
, n = 1, 2, . . . , H (5)

where Sn
u are triples associated with the entities in En

u . There were many entities in the
historical behavior of users, and these entities and their associated entities formed a large
semantic network.

4.3. The doc2vec Model

There are two versions of this model: the Paragraph Vector with Distributed Memory
(DM) and the Distributed Bag of Words (DBOW). The DM model uses context words and a
document vector to predict the target word within a context window. The DBOW model
uses the document vector to predict words within a context window in the document.
Despite DBOW being a simpler model, it has been shown to perform better.

The doc2vec DBOW [37] architecture is very similar to the word2vec skip-gram model,
which uses the context word to predict the surrounding words in the context window. The
only difference is that DBOW swaps the context word for the document vector, which is
then used to predict the surrounding words in the context window. This similarity allows
for the training of the two to be interleaved, thus simultaneously learning document and
word vectors that are jointly embedded.

4.4. Self-Attention Mechanism

The essence of an attention mechanism is: for a given target, by generating a weight
coefficient to weight the input sum, the features of the input that are important to the target
and those features that are not important will be identified.

The self-attention mechanism was first proposed by the Google team [38] in 2017
and applied to the Transformer language model. It is more about the connections within
the input than the attention mechanism; the difference is that Q, K, and V come from the
same data source (that is, Q, K, and V come from the same matrix via different linear
transformations). For the text matrix, the self-attention mechanism can be used to realize
the “mutual attention” of each word in the text; that is, the attention weight matrix is
generated between words, and then the value-weighted summation generates a new text
matrix by integrating self-attention.

5. Our Approach

In this section, we first introduce the overall framework of NRTEH (as illustrated in
Figure 2) then discuss the process of each module with encoders. NRTEH contained three
parts: the news encoder, the user encoder and the click predictor. For each news item, we
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extracted a news-representation vector through the news encoder, which used two modules
to extract features of the news, thereby allowing us to obtain embedding vectors set for a
user’s clicked news. In the user encoder, we learned the user’s historical preferences, then
aggregated the user’s topic interests and propagated the entities contained in the news that
the user clicked on in the knowledge graph to obtain the user’s final representation. In the
click predictor, we used the scoring function to calculate the probability of a user clicking
the candidate news.
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5.1. News Encoder

The news encoder was used to learn news representations from news titles. It con-
tained the three modules described below.

5.1.1. Word-Embedding Module

Each news title was composed of a sequence of words (t = [w1, w2, . . . ]). In order to
construct the semantic space [39], we used the word2vec model to pretrain a matrix Wn,m
for word vectors and a matrix W ′n,m for context word vectors, where n is the number of
words in all news titles and m is the size of the vectors to be learned for each word.

5.1.2. Knowledge-Graph Embedding Module

Each word w in a news title could be associated with an entity e in the knowledge
graph. Based on these identified entities, we constructed a sub-graph and extracted all
relations among them from the original knowledge graph. Given the extracted knowledge
graph, we used TransE to represent the entities and relations. Through this module, the
news title was converted into the vector sequence [e1, e2, . . . , eM], where M is the number
of entities contained in it. We took the average value k as the knowledge-graph embedding
of the title.

5.1.3. Topic-Level Embedding Module

The topic information contained in news titles is vital to learning news presentation.
In addition to containing explicit topics, a news title often contains multiple latent topics.
We used doc2vec DBOW to determine the jointly embedded news title and word vectors.
The doc2vec DBOW model consisted of a matrix Dc,m, where c is the number of all news
titles and m is the size of the vectors to be learned for each news title. Each row of Dc,m

contained a news title vector
→
d ∈ Rm. The model also required a context word matrix

W ′n,m, which was pretrained in the word-embedding module. For each news title d in the
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corpus, the context vector
→
wc ∈ W ′n,m of each word in the news title was used to predict

the news title’s vector
→
d ∈ Dc,m. The prediction was softmax(

→
wc · Dc,m), which generated

a probability distribution over the corpus for each news title that contained the word.
In the learning process, we used back propagation and stochastic gradient descent to

update each news title vector
→
d in Dc,m and

→
wc from W ′n,m so that the probability of the

news title given the word (P(
→
d | →w)) was the greatest in the probability distribution over

the corpus of news titles. Meanwhile, the news title vectors were required to be close to
the word vector of the words in them and far from the word vector of the words not in
them. This process can be regarded as each word attracting news titles that were similar to
them and repelling news titles that were dissimilar to them. This resulted in a semantic
space in which the news titles were closest to the words that best described them and far
from words that were dissimilar to them. In this space, similar news titles were clustered
around similar words in the same region, and dissimilar news titles were far apart due to
clustering around the dissimilar words in different regions.

In the semantic space, an area where the news titles were highly concentrated meant
that the news titles in this area were highly similar. This dense area of news titles indicated
that these news titles shared one or more common latent topics. We assumed that the
number of dense areas was equal to the number of topics. This method of discretizing topic
allowed us to find a topic for each set of news titles that shared a topic.

We used Hierarchical Density-Based Spatial Clustering of Applications with Noise
(HDBSCAN) [40–42] on news title vectors to find dense areas of news titles in the semantic
space. However, in the 300-dimensional semantic embedding space, the news title vectors
were so sparse that it was difficult to find a dense news title vector cluster, and the compu-
tational cost was high [43]. Therefore, we used the Uniform Manifold Approximation and
Projection for Dimension Reduction (UMAP) [44,45] to reduce the dimension of the news
title vector. In the dimension-reduced space, HDBSCAN could then be used to find dense
clusters of news titles.

HDBSCAN identified the dense clusters of news titles and noise news titles in the
UMAP-reduced dimension and used a noise label or a label of dense clusters to mark each
news title in the semantic embedding space.

The topic vectors could be calculated by assigning labels to each dense news title
cluster in the semantic embedding space. Since the news title vectors represented the topics
of the news titles, the centroid or average of those vectors was the topic vector that was
the most representative of the dense area of news titles from which it was calculated. The
words closest to this topic vector were the words that best described it semantically. Our
method was to calculate the centroid; i.e., the arithmetic means of all news title vectors in
the same dense cluster. Figure 3 shows a visual example of a topic vector being calculated
from a dense area of news titles.
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Finally, we obtained a matrix Cx,m, where x is the number of topics and m is the
dimension of the topic vector. For each news title t, we obtained its topic embedding
as follows:

Wt = so f tmax
(

tCT
)

(6)

t = WtC (7)

where Wt is a weight matrix of topics and t is the news title’s topic embedding.
The final representation of a news title was the concat of the averaged entity embed-

dings and topic embedding, which was formulated as:

r = t⊕ k (8)

5.2. User-Encoder Module

The user-encoder module was used to learn the representations of users from their
browsed news. It contained two modules.

5.2.1. Topic-Preference-Learning Module

Usually, news browsed by the same user contains rich topics for which there is some
kind of correlation between them. At the same time, we believe that users had different
degrees of attention to news clicked at different moments. The purpose of this module
was to learn long-term and short-term user topic preferences. Since users had different
degrees of interest in each historical click news title, and the attention mechanism could
capture the topics that the users were interested in, LSTM combined with the self-attention
mechanism could be used to mine users’ topic preferences according to the users’ historical
click behavior.

Using the news encoder, we obtained the news’ topic embedding Tc×m. Given the
user’s click historical matrix Y ∈ Tc×m, we could obtain the query, key, and value in the
self-attention mechanism via the nonlinear transformation of the historical behavior matrix
Y as follows:

Q = ReLU
(
YWQ

)
(9)

K = ReLU(YWK) (10)

where WQ ∈ Tm×m and WK ∈ Tm×m are weight matrices of the query and key, respectively.
Then, the weight matrix P could be obtained as follows:

P = so f tmax
(

QKT
√

m

)
(11)

where P is a similar matrix of S historical behaviors. Finally, the output of self-attention
could be obtained by multiplying the similarity matrix P and the history matrix Y:

a = PY (12)

where a ∈ TS×m is the user preferences. We averaged the self-attention results to determine
a single attention value:

p =
1
S ∑ S

i=1ai (13)

where p is the user-topic-preference embedding.

5.2.2. KG-Level Preference-Propagation Module

News titles can contain multiple entities such as politicians, celebrities, companies,
or institutions, which usually play a key role in the title. In addition, these entities are not
independent from one another but can be linked to other entities through various relation-
ships and then organized as a knowledge graph. The knowledge graph was a semantic
network and a directed graph whose nodes and edges represented entities and relations
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between the entities. The knowledge semantic features were obtained through knowledge-
representation learning, and this module deeply mined the user entity preferences.

In the semantic network, the head entity was related to many entities through direct or
indirect relationships, but the existence of relationships did not mean that users would have
the same degree of interest in these entities. This module used graph attention networks to
learn the semantic networks.

Given the average value k∈ Hd of the entity embeddings in user-clicked news titles
and the 1-hop triple set S1

u of user u, we used an attention mechanism to learn the entities
the user preferences.

xi = so f tmax
(

kT Rihi

)
=

exp
(
kT Rihi

)
∑(h,r,t)∈S1

u
exp(kT Rh)

(14)

where ri ∈ Rd×d and hi ∈ Rd×d are the embeddings of relation ri and head hi, respectively.
The xi can be regarded as the weight indicating the user’s interest in the entity hi under the
relation ri. Users may have different degrees of interest in the same entity with different
relations, so taking the relations into account when calculating the weights can better learn
the user’s interest in entities.

After obtaining the weights, we multiplied the tails in S1
u by them, and the vector hop1

could be obtained via linear addition:

hop1 = ∑ (h,r,t)∈S1
u
xiti (15)

where ti ∈ Rd×d represents the tails in S1
u . Through this process, a user’s preferences were

transferred from their click history to the 1-hop relevant entities E1
u along the links in S1

u.
By replacing k with hop1 in Equation (14), the module iterated this procedure on user

u’s triple set S i
u for i = 1, . . . , N. Therefore, a user’s preference was propagated N times

along the triple set from their click history, N different preference sequences were generated:
hop1, hop2, ···, hopN. To represent the user’s final entity-preference embeddings, we merged
all embeddings:

f = ∑ N
i=1hopi (16)

where the embedding f is the output of this module.
The final user representation was the concat of the entity-preference embedding and

topic-preference embedding, which was formulated as:

u = p⊕ f (17)

5.3. Click Predictor

The click predictor was used to predict the probability of a user clicking a candi-
date news item. We denoted the representation of a candidate news t as r, and the click
probability score ŷ was computed as follows:

ŷ = σ
(

uTr
)

(18)

where σ(x) = 1
1+exp(−x) is the sigmoid function.

6. Experiments

In this section of the study, we tested and evaluated our model’s performance on the
Bing News dataset in detail and compared it with other models. We also discussed the
tuning of hyperparameters.
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6.1. Datasets

We used the Bing News server logs from 16 May 2017 to 11 January 2018 as our dataset.
It contained more than 100,000 users and their click behaviors on more than 500,000 English
news articles. Each impression in the dataset contained a timestamp, a news ID, a title, and
a category label. In addition, we searched for all entities that occurred in the dataset as well
as entities that were within a hop of the Microsoft Satori knowledge graph and extracted all
edges (triples) within them with a confidence degree greater than 0.9. The basic statistics
and distribution of the news dataset are shown in Table 1.

Table 1. Dataset Statistics.

# users 132,747 avg. # words per title 10.34

# news 511,726 avg. # entities per title 3.8

# impressions 1,116,589 #triples 7,558,695

6.2. Experiment Setup

In our experiments, we divided the dataset into a training set, a validation set, and
a test set in a 6:2:2 ratio. The word embeddings were 300-dimensional and initialized
by the Word2vec model. The entity embeddings were 50-dimensional and initialized via
TransE. In addition, we set the hop number H = 2 because a larger H value not only did
not improve the performance of the model, but also increased the computational cost.
These hyperparameters were tuned on the validation set. In addition, the experiment was
independently repeated 10 times, and the average results in terms of the AUC and ACC
was used for the performance analysis.

6.3. Baselines

We used the following models as baselines in our experiments:

• LSTUR [1] determined the comprehensive representation of news through the news
encoder. In the user encoder, LSTUR determined the short-term representation of the
user from the user’s recent news clicks through the GRU network.

• LibFM [46] is a feature-based factorization model. In this paper, we took the TF-IDF
features and average entity embeddings of each news item as the input feature of
LibFM. In addition, we concatenated the feature of users and candidate news to feed
into LibFM.

• DSSM [12] is a deep structured semantic model that uses word hashing and multiple
fully connected layers to sort documents. We used the user’s clicked news as the query
and the candidate news as the documents.

• DeepWide [15] is a deep model for recommendation that combines a (deep) non-linear
channel with a (wide) linear channel. We used the same input as for LibFM to feed
both channels.

• DeepFM [13] is also a deep model for recommendation that combines a component of
factorization machines and a component of deep neural networks that share the input.
We used the same input as for LibFM to feed into DeepFM.

• DKN [3] is a deep knowledge-aware network for news recommendation that treats
entity embedding and word embedding as multi-channel then designs a CNN model
to aggregate the features together.

• RippleNet [4] is a memory-network-like approach that automatically propagates the
clicked entities in the knowledge graph to capture the higher-order preferences of users.

6.4. Results

The results of all methods in CTR prediction are presented in Table 2.
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Table 2. The results for AUC and accuracy in CTR prediction.

Model LSTUR LibFM DSSM DeepFM DeepWide DKN RippleNet NRTEH

AUC 0.643 0.590 0.635 0.601 0.619 0.653 0.678 0.704

ACC 0.604 0.554 0.606 0.574 0.567 0.607 0.645 0.678

The experimental results showed that our recommendation system performed the best
compared with the other recommendation models. Specifically, NRTEH outperformed the
baselines by 2.6% to 11.4% on AUC and 3.3% to 12.4% on ACC.

We also evaluated the influence of the maximal hop number H on NRTEH performance.
The results (Table 3) showed that the best performance was achieved when H was 2 or
3. This was because if H was too small, it was difficult to explore the connection and
long-distance dependence between entities; while if H was too large, it would introduce
much more noise than useful signals.

Table 3. The results of AUC w.r.t. different hop numbers.

Hop Number 1 2 3 4 5

AUC 0.692 0.701 0.704 0.687 0.673

6.5. Ablation Study

To verify the validity of our idea that attention mechanisms could improve recommen-
dation performance, we designed an ablation study to evaluate our model. In this section
of the study, instead of using attention mechanisms to capture user preferences for topics
and entities, the ablation model simply aggregated them together. The experimental results
are shown in Table 4. Based on these results, we found that the self-attention and graph
attention were very useful. This was because users had different interests in different topics
and entities, and capturing users’ preferences was important for recommendations.

Table 4. Effectiveness of different attention networks.

Models
Bing News

AUC ACC

Without attention 0.587 0.569
With self-attention 0.656 0.628

With graph attention 0.689 0.653
Both 0.704 0.678

6.6. Parameter Sensitivity

In this part of the experiment, we studied the effects of parameters d and λ2 on the
model’s performance. We varied d from 2 to 128 and λ2 from 0.0 to 1.0 while keeping the
other parameters constant. The results for the AUC are shown in Figure 4. It can be seen in
Figure 4a that the performance of the model improved at the beginning with an increasing
d because larger dimensional embeddings could encode more useful information, but
then degraded after d = 64 due to possible overfitting. In Figure 4b, it can be seen that
performance of NRTEH reached the best when λ2 = 0.01.
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7. Conclusions

In this paper, we proposed NRTEH, an end-to-end framework that naturally incor-
porated the topic embedding and knowledge graph into a news-recommendation system.
NRTEH overcame the limitations of the existing recommendation methods by addressing
two major challenges in news recommendation: (1) explicit and latent topic features were
extracted from news titles via topic embedding and mining users’ long-term and short-term
preferences for them; and (2) using a KG-level preference propagation module, it automati-
cally propagated the users’ potential preferences and explored their hierarchical interests
in the KG. We conducted a great deal of experiments in a recommendation scenario. The
results showed that NRTEH had a significant advantage over the strong baseline.
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