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Abstract: Recommender systems can offer a fertile ground in e-learning software, since they can assist
users by presenting them with learning material in which they can be more interested, based on their
preferences. To this end, in this paper, we present a new method for a knowledge-graph-based, path-
based recommender system for learning activities. The suggested approach makes better learning
activity recommendations by using connections between people and/or products. By pre-defining
meta-paths or automatically mining connective patterns, our method uses the student-learning
activity graph to find path-level commonalities for learning activities. The path-based approach can
provide an explanation for the result as well. Our methodology is used in an intelligent tutoring
system with Java programming as the domain being taught. The system keeps track of user behavior
and can recommend learning activities to students using a knowledge-graph-based recommender
system. Numerous metadata, such as kind, complexity, and number of questions, are used to describe
each activity. The system has been evaluated with promising results that highlight the effectiveness of
the path-based recommendations for learning activities, while preserving the pedagogical affordance.

Keywords: knowledge graphs; knowledge-graph-based recommender system; path-based reasoning;
recommender system; intelligent tutoring system; learning activity recommendations

1. Introduction

The amount of available data has multiplied tremendously with the quick devel-
opment of the internet. As such, users may face an unfriendly environment when they
use a system, since they struggle to select what may interest them from a plethora of
options due to the overabundance of information. Toward assisting users in the process
of proceeding to the most adequate selection, recommender systems have been used to
provide suggestions for items that are most relevant to a certain user [1]. In the literature,
recommender systems have been used in different fields of application, e.g., e-shops, online
movie recommendations, and songs recommendations.

Recommender systems have been used to support e-learning software [2]. In e-
learning recommender systems, the recommendation mostly depends on the item content
and user behaviors observed when the user is interacting with the online tutoring system.
For instance, recommender systems in e-learning software can provide recommendations
concerning students’ learning styles, learning resources, learning activities, courses, or
even learning pathways [3–5]. Learning activities’ content and types may be ambiguous
and uncertain information for students. In many e-learning systems, students are provided
with specific learning activities to conduct. However, recommender systems can help in
this direction by proposing specific activities to students in a personalized way, while
preserving the educational quality of the learning process.

For the development of recommender systems, the approaches that have been mainly
used by researchers are collaborative filtering, content-based filtering, or hybrid approaches [6].
The premise behind collaborative filtering is that people who have previously agreed will
do so again and that they will continue to enjoy the same kinds of things. Recommendations
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are generated by the algorithm solely based on data from rating profiles for various persons
or objects. It produces recommendations by using this location to find peer users or objects
with rating histories similar to the one of the current user or item. However, a description
of the item and a profile of the user’s preferences serve as the foundation for content-
based filtering techniques. These techniques work best when information about the item
(name, location, description, etc.), but not the user, is known. Content-based recommenders
approach recommendations as a user-specific classification issue and learn a classifier for a
user’s preferences based on the characteristics of an item. In this approach, the things are
described using keywords, and a user profile is created to show the kinds of items this user
prefers. In other words, these algorithms strive to suggest products that are comparable to
those that a consumer has previously enjoyed or is now looking at. Finally, the combination
of the aforementioned techniques can form hybrid recommender systems.

Recently, researchers have become interested in adding a knowledge graph (KG) as
side information to recommender systems [7]. A KG is a heterogeneous network in which
the nodes serve as entities and the relations signify the connections among such entities.
To comprehend the relationships between items, it is possible to map items and their
properties into the KG. Furthermore, the incorporation of users and user-side data into
the KG allows for a more precise recording of user relationships with items as well as
user preferences. The explainability of recommendation results is another advantage of
KG-based recommender systems.

Knowledge-graph-based recommender systems are classified according to how they
use the KG data, as follows: embedding-based methods, path-based methods, and unified
methods [6]. Embedding-based methods directly augment the representation of items or
users with data from the KG. Knowledge graph embedding (KGE) techniques must be
used to encode the KG into low-rank embeddings before the KG information can be used.
Path-based techniques create a user–item graph and use the entity’s connectivity patterns
in the network to provide recommendations. Path-based approaches have been referred to
in research studies as recommendations in the heterogeneous information network. The
connection similarity of users and/or objects is typically exploited by these models to
improve recommendations. Unified techniques that incorporate both the semantic repre-
sentation of entities and relations and the connectivity information have been proposed in
order to fully use the data in the KG for improved suggestions. Embedding propagation
theory serves as the foundation for the unified method. These techniques improve entity
representation under the direction of the KG’s connective structure.

In this paper, we present a novel approach for a path-based recommender system
for learning activities using knowledge graphs. The presented model uses the connection
similarity of users and/or items in order to improve the recommendation of learning
activities. Our approach uses the user (student)–item (learning activity) graph to uncover
path-level similarities for items (learning activities), either by pre-defining meta-paths or
by automatically mining connective patterns. The path-based method can also deliver an
explanation for the outcome. Our model is incorporated in an intelligent tutoring system,
and the domain to be taught is the programming language Java. The system monitors the
actions of users and through the knowledge-graph-based recommender system can suggest
learning activities to students. Each activity is characterized by several metadata, such as
type, difficulty, number of questions, and revised Bloom’s taxonomy (RBT) level. The novel
recommender system can preserve the pedagogical affordance through the sophisticated
way of suggesting learning activities. In view of this, the contribution of this paper lies in
the presentation of a novel path-based recommender system using knowledge graphs in the
field of education and specifically for suggesting adequate learning activities. Furthermore,
it includes the use of specific learning activity metadata as well as the monitoring of
learners’ actions.

The main research questions that this paper answers are (1) how effective are the
recommendations of learning activities to users and (2) does the recommender system have
a positive impact on learning?
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The rest of this paper is organized as follows. In Section 2, a review of the related
research works is presented. In Section 3, a description of the path-based recommender
system is provided, as its incorporation in the e-learning software is shown and an example
of operation is provided. In Section 4, the evaluation results are presented and a discussion
on them is provided. Finally, in Section 5, conclusions are drawn and future research steps
are described.

2. Related Literature

In this section, the related literature on recommender systems in general and knowledge-
graph-based recommender systems is analyzed.

2.1. Recommender Systems

Recommender systems have been investigated for various fields in the related sci-
entific literature. Their application in e-learning environments [2,8–10], entertainment
websites [11–14], social settings [15–18], and tourist systems [19–22] are a few examples.
Collaborative filtering, content-based filtering, machine learning, and hybrid approaches
are the algorithmic strategies that have been used most frequently in the research papers
mentioned before. According to a study of 2019 [23], a single-criteria rating serves as the
main source for the recommendation process for the majority of recommender systems
(overall rating). Another study of 2020 [24] reports that collaborative filtering, a technique
that has been widely used in the literature to construct recommender systems, has a variety
of drawbacks, including the cold-start problem, which means that the system cannot make
inferences about people or things for which insufficient data have been collected.

As mentioned earlier, the research field of recommender systems in e-learning environ-
ments is active. In such systems, there are two crucial elements: (1) the learners to whom
the system offers recommendations have specific characteristics that may be difficult to be
defined, such as knowledge level, and (2) the suggestions that are to be delivered to the
learners may have a strong impact on knowledge acquisition, such as learning activities,
learning material, and assessment units.

In light of these findings, it is evident that additional research is needed in the area of
recommender system development.

2.2. Knowledge-Graph-Based Recommender Systems

Knowledge graphs have been introduced in recommender systems as auxiliary data
that can track changes in user interests and add insight to recommendations. Indeed,
there has been an active research area that explores knowledge-graph-based recommender
systems. They have been used in various domains, such as travel websites [25–27], online
museums [28–30], biomedical systems [31–33], e-commerce services [34–36], and movie
websites [37–39]. In the aforementioned studies, and as clearly stated in two recent review
papers [6,7], the methods of recommender systems with knowledge graphs that have
been used in the literature are embedding-based methods, connection-based methods, and
propagation-based methods.

More specifically, concerning path-based recommender systems, in [40], the authors
developed the SemRec, which considers the interaction of the user’s favorite and disliked
prior items. To integrate attribute values in the link, this architecture uses a weighted
meta-path. More accurate item relations and user similarities can be depicted using these
channels to disseminate the actual user preference by modeling both positive and negative
preference patterns. In [41], the authors introduced MCRec, which generates explicit meta-
path representations to reflect the interaction context of user–item pairs. In [42], the authors
introduced a recurrent knowledge graph embedding technique that automatically mines
the route link between user and item without requiring the user to provide meta-paths.
In [43]. The authors designed a technique for sequential recommendation that leverages
users’ fluctuating interests. Finally, in [44], the authors’ strategy seeks to offer an ordered
path of important academic papers, which are extremely useful in assisting researchers
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in understanding the evolution of a certain issue. They use both content and network
structure to learn the representation of a document during the process. Following that, the
representation is used to assess the similarity of papers.

Analyzing the related literature of the area of knowledge-graph-based recommender
systems in the field of e-learning (needless to say, for the recommendation of learning activ-
ities to students), it needs to be emphasized that there is significant room for improvement
in this direction.

In view of this, the motivation for this research emerged from the fact that the afore-
mentioned technological advancements create a fertile ground for the development of
knowledge-graph-based systems that embrace a high degree of sophistication in their
recommendation mechanism tailored to the field of e-learning. The research effort in this
field is still in its infancy, and many aspects remain unexplored.

3. Description of the Knowledge-Graph-Based Recommender System
3.1. Path-Based Method for Recommendations

In our approach, the incorporated path-based method creates a user–item graph and
uses the entity’s connectivity patterns in the network to provide recommendations. The
connection similarity of users and/or objects is exploited to improve the recommendation
of learning activities. In the generated user–item graph, the nodes concern users or items,
while edges concern the interactions between users and items.

3.1.1. Representation of the Network

A graph G = (E, R) is used to represent our network, where E = {e1, e2,..., en} denotes n
entities and R is the set of relations in G. Every node e and every link r are connected with
their respective mapping functions, y(e): E→KE and z(e): R→KR. The sets of pre-defined
objects and relation types are denoted by KE and KR. To learn the latent representation of
learning activities, a mapping function Γ: E→Rh (h ≤ |E|) is used.

3.1.2. Representation of the Learning Activity

A path in the form of ei,1→ei,2→ . . . →ei,k that represents a chain from new learning
activities to previous learning activities is referred to as a learning activity path. There
is a relationship between the path’s nearby nodes ei,k−1 and ei,k. It should be noted that
learning activities are characterized by metadata, as mentioned before.

3.1.3. Representation of the Path Recommendation Probability

The probability of recommending a learning activity path is defined as the similarity
between the representation of the provided learning activity and that of the suggested path,
given a path P = {ei,1 ei,2... ei,k}, which signifies a path of recommended learning activities.

3.1.4. Representation of the Multi-Relational Graph

In its most basic form, the network is a multi-relational heterogeneous graph, whose
relations denote numerous connections and contain various degrees of semantic relatedness.
In our model, we consider the learning activity–learning activity network and user–learning
activity–RBT level–difficulty network.

Learning activity–RBT level: The graph’s homogeneous network is created by the
relationship between learning activities. We use a random walk-based sampling technique
to learn the latent representation of the nodes in order to assess the latent relationships
between them. We use the two parameters p and q to bias our random walks toward the
local area or to tend to move further away when we generate them. We define a window
size of k after producing a random walk, and Ns(u) stands for the neighborhood for node u
in the sliding window. Assume that γ1: E→Rh is the function that maps nodes to feature
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representations. The similarity of two nodes ei and ej in learning activity–learning activity
space are:

fc(ei, ej) = cos(γ1(ei), γ1(ej)) =
γ1(ei) γ1(ej)

||γ1(ei)||
∣∣∣∣ γ1(ej)

∣∣∣∣
Student–Learning Activity–RBT level–Difficulty–Number of Units: Without a de-

fined relationship, the learning activity–learning activity relationship cannot provide relat-
edness information between learning activities. We also consider additional ties to obtain a
better relatedness rating. We use the “student–learning activity–student” and “student–
learning activity–RBT level–learning activity–student” meta-path schemes, which are the
two most popular and useful meta-path schemes. We learn efficient node representations
by including various types of nodes into skip-grams using a meta-path-based random walk
technique. We additionally sue negative sampling for network learning to achieve effective
optimization. The similarity of the two nodes ei and ej in the “student–learning activity–
RBT level–difficulty–number of units” space can be defined as follows after learning the
network representation:

fa(ei, ej) = cos(γ2(ei), γ2(ej)) =
γ2(ei) γ2(ej)

||γ2(ei)||
∣∣∣∣ γ2(ej)

∣∣∣∣
3.1.5. Explanation of Notations

G: The knowledge graph G consists of a set of nodes E and a set of relationships R.
E: The set of nodes E includes a collection of entities, such as students.
R: The set of relationships R includes a collection of edges that connect nodes in the graph
and represent various types of relationships between entities. For example, R can include
edges representing “complete,” “level,” etc.
e: A specific edge in the graph is referred to as e.
KE: KE is a set of attributes that describe each entity in the graph. For example, KE can
include attributes such as “complexity” for learning activity.
KR: KR is a set of attributes that describe each relationship in the graph.
γ: γ is a function that maps each entity node to a feature vector representation.
h: h is the dimensionality of the feature vector representations produced by γ.
An example of the described knowledge graph can be as follows:
Matching activity:
Entity: “Matching activity”
Properties:
Name: “Matching Java concepts with explanation”
Type: “Matching activity”
Difficulty level: “Easy”
RBT-level: “RBT-L1”
Score: “90%”
Number of units: “5”
Memory activity:
Entity: “Memory activity”
Properties:
Name: “Remember the operators in Java”
Type: “Memory activity”
Difficulty level: “Moderate”
RBT-level: “RBT-L1”
Score: “75%”
Number of units: 6
Multiple-choice activity:
Entity: “Multiple-choice activity”
Properties:
Name: “Multiple-choice Java quiz”
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Type: “Multiple-choice activity”
Difficulty level: “Challenging”
RBT-level: “RBT-L1”
Score: “65%”
Number of units: “8”

The knowledge graph could then include relationships between the different activities
and the student, such as the student completing the activities and receiving a certain score
on them. This information could be used to track the student’s progress and to identify
areas where they may need additional support. Here is an example of a knowledge graph
that could be used to represent a student’s activities:

G: The set of all entities in the knowledge graph, including students and activities.
G = {student, matching activity, memory activity, multiple-choice activity}
E: The set of all edges in the knowledge graph, representing relationships between entities.
E = {(student, completes, matching activity), (student, completes, memory activity), (student,
completes, multiple-choice activity), (matching activity, level, RBT-L1), (memory activity,
level, RBT-L1), (multiple-choice activity, difficulty, moderate)}
R: The set of all entity types in the knowledge graph, such as “student” and “learning activity.”
R = {student, activity}
e: A function that maps an edge to its corresponding entities.
e(student, completes, matching activity) = (student, matching activity)
KE: The set of all edge types in the knowledge graph, e.g., “completes.”
KR: The set of all possible attribute–value pairs for each entity type.
KR(student) = {name, age, grade level}
KR(activity) = {name, type, difficulty level, RBT-level, score, number of units}
γ: A function that maps an entity to its corresponding entity type.
γ(student) = student
γ(matching activity) = activity
h: A function that maps an entity to its corresponding attribute–value pairs.
h(student) = {name: “Akrivi Krouska”, age: “20”, grade level: “undergraduate”}
h(matching activity) = {name: “Matching Java concepts with explanation”, type: “Matching
activity”, difficulty level: “Easy”, RBT-level: “RBT-L1”, score: “90%”, Number of units: “5”}

In our example, the function fc(ei,ej) is used to measure the similarity of two students
based on the learning activities they completed. The function considers these data and
calculates a similarity score based on the degree of overlap between the two sets. The
higher the overlap, the higher the similarity score.

In general, the function fc(ei,ej) is designed to measure any type of similarity between
two nodes in the presented knowledge graph.

3.2. Overview of the Recommended Items of the E-Learning Software

The domain knowledge of the e-learning software comprises concepts of the program-
ming language Java in an undergraduate level of the computer engineering curriculum.
The domain knowledge consists of 13 chapters, ranging in complexity from basic ideas to
more complex ones.

The domain knowledge includes various learning activities of different types based
on the revised Bloom’s taxonomy (RBT) [45]. This taxonomy offers a framework for
categorizing learning outcomes into six categories, from the most fundamental to the most
complicated, in accordance with students’ cognitive abilities. The RBT levels are as follows:
remembering (RBT-L1), understanding (RBT-L2), applying (RBT-L3), analyzing (RBT-L4),
evaluating (RBT-L5), and creating (RBT-L6).

In addition to this, the learning activities can range in difficulty, meaning that each
activity can be either easier or more difficult. The levels of difficulty are three: easy,
moderate, and challenging. Information about the learning activities is presented in Table 1.
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Table 1. RBT levels.

RBT Level Types of Learning Activities Difficulty Level

RBT-L1 True/false activity, book marking, flash cards, reading material, memory
activities, watching presentations and videos, matching activity

Easy, moderate, challenging
(applied to all RBT levels)

RBT-L2 Create an analogy, group discussions, taking notes, storytelling,
diagrams, flowcharts

RBT-L3 Concept maps, problem-solving examples, learning through short answers,
demonstrations, group work, practice and calculate

RBT-L4 Fishbowls, debating, run a test, case studies, compare and contrast
(with charts, tables), group investigation, questionnaires

RBT-L5 Survey, review papers, blogging, lists with advantages/ disadvantages

RBT-L6 Create a new model, programming or debugging activities, research
projects, develop and describe new solutions or plans, brainstorming

Finally, metadata of learning activities include the number of units, existing in each
learning activity, e.g., a true/false activity may include 10 questions to be answered.

It needs to be noted that the number of recommended activities can be changed by
the instructor.

3.3. Example of Operation

Figure 1 illustrates an example of operation of a knowledge-graph-based recommen-
dation provided by the system. Our system recommends a matching activity, a memory
activity, and a multiple-choice activity to Student 1. The presented knowledge graph
is a snapshot of the developed recommender system, and it contains students, learning
activities, RBT levels, difficulty level, and number of units as entities, while complete level,
difficulty, belong, number, and classmates are the relationships between entities. The knowl-
edge graph connects learning activities and students with many latent relationships, which
helps to increase the accuracy of recommendations. The results of recommendations can be
better illustrated and explained, which is another advantage of the knowledge-graph-based
recommender system. Following the relationship sequences in the student–learning activity
graph in the same scenario will reveal the justifications for suggesting these aforementioned
learning activities to Student 1. For instance, one reason for recommending the matching
activity is that it belongs to the same RBT level as flash cards, which has been previously
completed by Student 1 successfully.
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4. System Evaluation

The phase of software evaluation is significant in order to assess its level of efficacy and
acceptance by its users. In our case, the duration of the evaluation phase was an academic
semester. The students used the e-learning software in the context of their compulsory
course on object-oriented programming with Java language. Though the evaluation, we
answered the two research questions (of Section 1). Particularly, both research questions
are answered in the first part of the evaluation, while the second part of the evaluation
answers additionally answers the second research question.

4.1. Population

The students who participated in the experiment are in their undergraduate studies,
and their field of study is informatics and computer engineering in a public university in
the capital city of the country (Table 2). In total, 100 students took part in the experiment
and were divided into two equal groups by the evaluators and their university professors.
Students in group 1 used the presented e-learning software incorporating the knowledge-
graph-based recommender system. Students in group 2 used another version of the system,
which had the same domain to be taught as well as the same interface. The difference was
that the recommendations of the learning activities were given solely based on the RBT
level to which they belonged.

Table 2. Characteristics of the population.

Characteristics Group 1 Group 2

Average age 19.4 19.3
Gender 24 female, 26 male 25 female, 25 male

Demographics Same number of students of urban and rural origins
Computer expertise Advanced computer skills

Prior knowledge level in
computer programming

All participants are students in the same year of studies and
have successfully passed the previous programming courses.

Motivation All students attended the “Programming with Java” course and
wanted to achieve a high grade.

It needs to be noted that the presented system was used as a supplement to formal
education. The same applies to the system’s leaning activities, which supplement the in-
class activities. The instructors provided help to students while using the system, but they
did not interfere with the recommendations delivered to learners by the system. Finally,
the online learning activities were graded, but this grade did not affect the final grade of
learners in the course; the students participated in the final examination, and only this
grade was considered in order to pass the course successfully.

4.2. Results and Discussion

First, the system evaluation considers three aspects: user experience, effectiveness of
the recommender system, and impact on learning [46,47]. As a result, a questionnaire with
a 10-point Likert scale, with two questions for the evaluation of the first aspect as well as
three questions for the evaluation of the second and third aspects, respectively (Table 3),
was delivered to students. Toward evaluating the reliability of the questionnaire, we used
Cronbach’s alpha, which was run on the sample. The alpha coefficient was 0.96, showing
that our scale and the particular sample had a high level of internal consistency.

Table 3. Questionnaire.

Aspect No. Questions

User experience
(UE)

Q1 Rate the user interface of the e-learning software.

Q2 Rate the learning experience after your last interaction with
the software.
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Table 3. Cont.

Aspect No. Questions

Effectiveness of the
recommender
system (ER)

Q3 Did the learning activities correspond to your cognitive level?

Q4 Rate the adequacy of difficulty level of the learning activities
that have been recommended to you.

Q5 Rate the adequacy of the degree of complexity of the learning
activities that have been recommended to you.

Impact on
learning (IL)

Q6 Did you find the e-learning software help you advance your
knowledge in Java programming?

Q7 Would you like to use this platform in other courses as well?
Q8 Would you suggest the software to your friends to use it?

All the students answered the questionnaire when delivered at the end of the aca-
demic semester.

The students’ answers were aggregated based on the aspect to which the correspond-
ing questions belong. Furthermore, the 10-point Likert scale answers were converted into
three categories, namely:

• Low: ranging from 1 to 3;
• Average: ranging from 4 to 7;
• High: ranging from 8 to 10.

In Figure 2, the results concerning the answers of students in groups 1 and 2
are presented.
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Figure 2. Questionnaire results.

Concerning the aspect of user experience, the responses of students in group 1 showed
a high rating (72%), while the responses of students in group 2 showed a 32% rating. This
difference reveals that the experience of students in group 1 was more positive, probably
because their responses were affected by the adequate and personalized recommended
learning activities (even though they were not explicitly asked about it in the questions of
the first aspect). Moreover, 76% of students in group 1 appraised the effectiveness of the
recommender system, while only 10% of students in group 2 appraised the effectiveness of
the recommender system. This difference was expected since the presented recommender
system incorporates the path-based method of a recommender system with a knowledge
graph. The presented method suggests learning activities to students based on sophisticated
reasoning, whereas the RBT-based method of recommendations of the system used by
group 2 explores solely the RBT levels of learning activities. Finally, the results of the
responses in the questions of the aspect impact of learning were 70% for group 1 and 10%
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for group 2. This fact accentuates the importance of the presented knowledge-graph-based
recommender system, highlighting its positive impact on learning.

Toward further exploring the effect of the recommender system on students, the
statistical hypothesis test (t-test) was used, comparing the presented system (used by
group 1) to its conventional version (used by group 2). The t-test was applied in questions
Q3–Q5. Table 4 presents the t-test findings.

Table 4. The t-test findings.

Q3 Q4 Q5

Group 1 Group 2 Group 1 Group 2 Group 1 Group 2

Mean 8.48 3.64 8 3.54 8.38 4

Variance 2.703673 4.888163 3.142857 3.559592 4.117959 6

Observations 50 50 50 50 50 50

Pooled variance 3.795918 3.351224 5.05898

Hypothesized
mean difference 0 0 0

df 98 98 98

t-Stat 12.42101 12.18157 9.736719

P(T ≤ t) one-tailed 3.85 × 10−22 1.24 × 10−21 2.26 × 10−16

P(T ≤ t) two-tailed 7.71 × 10−22 2.47 × 10−21 4.51 × 10−16

Based on these results, it can be inferred that that there is a statistically significant dif-
ference between the means of the two trials concerning Q3, Q4, and Q5. More specifically, it
was observed that the software used by group 1 performed significantly well in recommend-
ing learning activities to students that corresponded to their cognitive level in comparison
to the conventional version used by group 1 (Q3: t-stat ≈ 16.42, p < 0.05). Additionally,
there was a significant difference in the adequacy of the difficulty level of the learning
activities that were recommended to students (Q4) in group 1 (mean = 8, variance ≈ 3.14)
and group 2 (mean = 3.54, variance ≈ 3.55), where t-stat ≈ 12.18 and p ≈ 2.47 × 10−21. The
same applies for the adequacy of the degree of complexity of the learning activities that
were recommended to students (Q5) in group 1 (mean = 8.38, variance ≈ 4.11) and group 2
(mean = 4, variance = 6), where t-stat ≈ 9.73 and p ≈ 4.51 × 10−16.

These findings imply that the suggested approach performs better than its conven-
tional version in terms of the appropriateness of learning activities that correspond to
students’ cognitive level, the adequacy of the difficulty level, and the degree of complexity
of the learning activities that were recommended to students. These results were expected
since the software, which uses a path-based method for recommender systems using a
knowledge graph, recommends adequate learning activities to students. Such activities
can create a personalized learning path for students and improve further their learning
outcomes. This path-based reasoning for selecting learning activities may have important
pedagogical implications since the recommendation of appropriate learning activities could
further enhance the learning experience.

As mentioned in Section 2, similar knowledge-graph-based recommender systems
have not yet been applied sufficiently in e-learning settings. Comparing the presented
approach to others that have been used in recommender systems in e-learning software
(e.g., content-based filtering, collaborative filtering, hybrid methods, machine learning),
it should be highlighted that the user–item graph’s inclusion of the potential informa-
tion between users and items, which carries the entire information, particularly semantic
information, into the graph, is one of major advantages of the path-based method.
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5. Conclusions and Future Work

In this paper, we explored the path-based method for recommender systems using
knowledge graphs in an e-learning environment. The system monitors the actions of
users and through the knowledge-graph-based recommender system can suggest learning
activities to them. Each activity is characterized by several metadata, such as type, difficulty,
and number of questions. The novel recommender system has pedagogical affordance
through the sophisticated way of suggesting learning activities. Our investigation shows
that this method has positive results and can create a fertile ground for future research to
this direction.

Limitations of this research include the exploration of only one method of recom-
mender systems with knowledge graphs, namely the path-based method. In the related
literature, there are other methods as well, such as embedding-based methods or even
unified methods that have not been explored as well.

Future work includes the incorporation of machine learning into the presented
technique to explore whether it could be further improved. Moreover, future research
plans include the enrichment of recommendations to students with peers to collaborate.
Finally, part of our future plans is to explore the number of the learning activities that
is required to incorporate in the recommender system to render it robust and offer
adequate personalization.
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