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Abstract: In complex construction projects, technical specifications have to be reviewed in a short
period of time. Even experienced engineers find it difficult to review every detail of technical specifi-
cations. In addition, it is not easy to transfer experienced knowledge to junior engineers. With the
technological innovation of large language models such as ChatGPT, a fine-tuned language model
is proposed as an effective solution for the automatic review of technical specification documents.
Against this backdrop, this study examines the in-house technical specification documents that are
not publicly available. Then, two fine-tuned large language models, GPT-3 and LLaMA2, are trained
to answer questions related to technical specification documents. The results show that the fine-tuned
LLaMA2 model generally outperforms the fine-tuned GPT-3 model in terms of accuracy, reliability,
and conciseness of responses. In particular, the fine-tuned LLaMA2 model suppressed hallucinogenic
effects better than the fine-tuned GPT-3 model. Based on the results, this study discussed the applica-
bility and limitations of a fine-tuned large language model for in-house knowledge management. The
results of this study are expected to assist practitioners in developing a domain-specific knowledge
management solution by fine-tuning an open-source large language model with private datasets.

Keywords: technical specification document; knowledge management; large language model;
fine-tuning; GPT; LLaMA

1. Introduction

Technological advancements and multinational corporations dominate the global
economy in the information age and knowledge society. The complexity and scale of corpo-
rations and their technical requirements are driving the need for more effective knowledge
management (KM) solutions. Particularly, in complex engineering projects such as oil and
gas and nuclear power plants, engineering data and documentation are tremendous and
should be reviewed in a short bid period. For example, within two months, the contractors
in Qatar construction project should have reviewed the engineering specification, which
included more than 4000 pages of requirements and 13,000 references [1]. A compre-
hensive understanding of such a vast body of knowledge requires significant time, and
the interconnected nature of multi-disciplinary teams does not lend itself to intuitive or
easy understanding. If a contractor fails to comply with the provisions of the technical
specifications, the project is exposed to latent risks such as rework, delays, defects, and
accidents [2].

According to a McKinsey study, employees spend nearly 20% of their working week
searching for internal information or asking colleagues for help [3]. Knowledge transfer
from senior engineers to junior engineers is vital for enhancing an organization’s competi-
tiveness. However, the construction industry has suffered from the aging of the workforce
including managerial employees [4,5]. The departure of senior professional can lead to
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significant knowledge gaps, thereby increasing operational risks and posing potential set-
backs [6]. This situation is further aggravated by the transitory nature of the project-based
industry where temporary project teams are organized, work together for a while, and
dissolve after finishing the project [7]. Despite various efforts, due to internal personnel and
external environment changes, essential organizational knowledge can fade or even vanish.

To address KM challenges, diverse methodologies, and technologies have been de-
ployed over the years including the strategic capturing, storing, using, and sharing of
information throughout the company [8]. Traditional databases, manual documentation,
and even computer-based solutions have been beneficial; however, they also have lim-
itations such as time-consuming data retrieval processes [9,10]. With the advancement
of natural language processing (NLP) technology, some researchers have attempted to
automate the specification document review using NLP [11–14]. Nevertheless, existing
NLP-driven specification document review techniques were limited in terms of the inability
to provide contextual insights. In particular, traditional approaches typically require the
manual creation of a rule set for the model development and have difficulty understanding
the context of input text.

As technological advancements continue, newer and more innovative solutions have
emerged. Particularly, recent generative artificial intelligence (AI) models offer a revolu-
tionary approach to KM challenges. Global information technology (IT) and AI companies
are releasing large language models (LLM) at a rapid pace and up-to-date representative
models are ChatGPT and LLaMA introduced by OpenAI and Meta AI, respectively. Fine-
tuning these AI models with domain-specific datasets enables a corporation to develop
own conversational interface services [15]. It makes a large amount of technical knowledge
readily accessible in a user-friendly question and answer (Q&A) format. These AI models
represent significant advances over traditional database search tools. Fine-tuned AI models
can understand natural language queries, making them more intuitive and user-friendly.
They can interpret the intent behind the query, provide contextually relevant answers, and
handle ambiguous or poorly structured questions. This not only improves the efficiency
of information retrieval, but also improves the quality of the results, leading to a more
informed decision-making process [16].

Leveraging AI models with in-house data can be an innovative solution, addressing
the inherent challenges in KM by facilitating smoother and interactive knowledge acqui-
sition processes. By integrating AI, organizations can streamline management processes
and dramatically improve access to specialized knowledge, driving both learning and
performance to new heights. Against this backdrop, this paper presents an LLM-driven
solution that taps into the potential of these advanced models for in-house KM focusing on
technical specification documents in engineering.

2. Research Background
2.1. Knowledge Management in Construction

KM is an integrated, systematic approach to identify, manage, and share an organiza-
tion’s knowledge [17]. It enables individuals to collaboratively create new knowledge and
ultimately aiding in achieving the organization’s objectives [18]. Effective KM is also critical
in large-scale and complex construction projects. Globally, many engineering corporations
worldwide are facing difficulties due to losing experienced professionals and the indis-
pensable knowledge and skills they bring [19]. As many engineers approach retirement
age, there is an evident lack of qualified junior engineers to take their places. Thus, it
is necessary to transfer the tacit knowledge of seasoned professionals to organizational
assets to replace senior engineers, managers, and experienced workers effectively. From
a broader perspective, managing knowledge effectively ensures that the organization is
utilizing all the resources available in the most effective manner to improve organizational
performance [6]. However, many organizations face a lack of well-documented and in-
tegrated KM processes within their systems, especially in capturing and learning from
past experiences [20]. To address these challenges, an effective KM system should incor-
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porate methodologies that ensure continuous learning and knowledge sharing across the
organization. A systematic approach to managing and sharing organizational knowledge
helps in achieving organizational objectives efficiently and effectively, reducing the risk
of knowledge loss in the complex environment [21]. In this context, the incorporation of
innovative technologies becomes pivotal.

KM in the construction domain has been of interest to many researchers and practition-
ers. Previous KM research dominantly dealt with IT-based KM approach was performed
from diverse perspectives, such as assessing the impact of KM [22], developing a KM
platform [2,18,23], investigating KM strategy [4,9,10,24–26]. In the meantime, with the
development of NLP technology, researchers have been interested in how to apply text
analytics techniques from the perspective of document management and knowledge ex-
traction. Rezgui (2006) proposed an ontology-based KM system that provides information
retrieval service [18]. Based on the construction ontology expanded through industrial
foundation classes (IFC). The proposed KM tool initially summarizes documents as index
terms based on frequency. Then, the extracted index terms are matched against the construc-
tion ontology to retrieve relevant information with the user query. Salama and El-Gohary
(2016) presented a machine learning model that classifies text, whether the given clause of a
general contract belongs to a specific category or not [11]. In this study, they applied the bag
of words for feature selection and the term frequency-inverse document frequency (TF-IDF)
for feature weighting. Moon et al. introduced a named entity recognition (NER) model for
automatic review of construction specifications [14]. They trained a neural network model
to extract a word (or phrase) from specification documents and classify it into predefined
categories: organization, action, element, standard, and reference. In the following study,
Moon et al. proposed a web-based KM system that determines whether the given two
provisions are relevant or not [1]. In this study, they used a semantic construction thesaurus
developed by an ML-based word embedding technique.

Despite the application of existing KM tools and techniques has produced meaningful
fruits, previous approaches have limitations. First, previous IT-based KM tools focused
on information retrieval rather than information extraction. Keyword-based information
retrieval searches for related documents based on the presence or absence of specific terms
without considering the entire context of the text. Some previous KM tools applied ontology
and NLP techniques to take into account the semantics of the text. Nevertheless, it required
labor-intensive manual work to develop domain-specific ontology and training datasets
for machine learning. In addition, it is difficult to consider newly emerging concepts that
have not been used in the past, and there are many constraints to updating the developed
ontology or NLP model.

2.2. Large Language Model

NLP is a branch of artificial intelligence enabling a computer to understand and inter-
pret human language. There are various NLP tasks such as machine translation, question
answering, and summarization. It involves the design and implementation of models,
systems, and algorithms to solve practical problems using unstructured text data [27,28].
NLP has not only evolved as a theoretical concept but has also seen practical applications
in diverse industries. With the increasing complexity of corporate technical documents, it is
essential to leverage these advances for practical solutions. The construction domain is also
responding to the development of NLP-based construction management technology, and
the technology gap is gradually narrowing [29]. For instance, the automation of construc-
tion specification review through the application of NLP techniques has been previously
studied and proven to be effective [1,30]. Also, the feasibility of a solution for finding infor-
mation in long and complex policy documents difficult to navigate has been reviewed [28].
This advancement underscores the possibility of using NLP for automating complex tasks
such as the management and interpretation of intricate technical specifications.

LLM is a pre-trained language model based on a vast amount of textual data using
deep learning techniques. LLMs are characterized by their extensive scale and profound
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capabilities in language comprehension and generation [31]. Unlike their predecessors,
these models are extensively trained on large textual datasets, enabling them to recognize
complex linguistic patterns and establish connections between entities within language [31].
Such comprehensive training makes LLMs available to execute an array of language-related
tasks to a remarkable degree of accuracy [32]. Employing advanced deep learning tech-
niques, especially transformer architectures, these models process and produce language
that can emulate human-like text across a diverse range of topics and styles [16]. The exten-
sive parameter size of LLMs, often encompassing millions of parameters, empowers them
to create coherent and contextually appropriate narratives, responses, and analyses. This
capability is exceptionally beneficial in scenarios demanding an in-depth understanding of
language, which includes, but is not limited to, conversational AI, content creation, and
intricate information extraction endeavors.

Recent LLMs can be categorized into two types based on their source code availabil-
ity: closed-source LLMs and open-source LLMs [33]. Closed-source LLMs are usually
developed by global IT companies, and they provide API services for fine-tuning instead
of providing source code publicly. Therefore, closed-source LLMs are restricted in cus-
tomization because the developers allow limited functions for fine-tuning. Meanwhile,
open-source LLMs provide more flexibility and controllability by opening their source code
to the public. Based on the high level of customization, open-source LLMs can be utilized
for specialized applications.

2.2.1. GPT

GPT-3 is a third-generation autoregressive language model that uses deep learning to
produce human-like text [34]. It is a computational system designed to generate sequences
of words, code, or other data, starting from a source input, called the prompt. The first
generation of GPT in 2018 used 110 million learning parameters, and GPT-3 uses 175 billion
parameters. GPT-3’s architecture is based on the concept of transformers, a significant
advancement in deep learning [35]. A transformer consists of two main parts: the encoder
and the decoder. The encoder processes the input data, and the decoder generates the
output. However, models like GPT focus only on the decoder part for language generation
tasks. GPT models are first pre-trained on a massive corpus of text data. This stage involves
learning language patterns, grammar, and context without any specific task in mind. GPT-
3 was pre-trained on an unlabeled dataset that is made up of texts, such as Wikipedia
and many other sites. Although there are copyright concerns with the text data used for
training [36], LLMs have been able to reach AI human-like language abilities by using a
large amount of text data available [31]. After pre-training, GPT models can be fine-tuned
for specific tasks like translation, question-answering, or text generation. This involves
additional training with task-specific dataset. However, it requires relatively small amount
of additional training data for fine-tuning compared to the language models before GPT.

2.2.2. LLaMA

LLaMA is an open-source LLM released by Meta [37]. Like other recent LLMs, the
foundation of LLaMA is also based on the transformer architecture [35]. Both GPT and
LLaMA are designed to understand the context of human language and generate natural
language by trained with vast amounts of text data. However, they differ in the size and
diversity of the training data, how recent the pretraining data is, and the specific techniques
used to train the models [37]. Moreover, the approach to sharing LLaMA offers more open
access or different licensing, which can influence how researchers and developers can use
the technology to resolve domain-specific problems. LLaMA2 is a modified version of the
original LLaMA. It upgraded the original LLaMA by expanding and robustly cleaning
the training dataset, increasing the context length, and using grouped-query attention for
better inference scalability [38]. As a result, LLaMA2 recorded significant performance
improvements in overall NLP tasks compared to other open-source LLMs [33].
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2.3. Fine-Tuning LLMs

Fine-tuning is a process in which a pre-trained language model is further trained on
a specific dataset to perform user-defined tasks more effectively. It aims to transfer the
knowledge and capabilities learned during the initial pre-training phase to a narrower,
domain-specific task. Fine-tuning allows a user to leverage an LLM’s natural language
understanding and generation abilities for specific applications. Fine-tuning LLMs has
distinct differences from traditional fine-tuning methods due to the complexity and size
of LLMs [39]. The concept of fine-tuning is to enable the model to adjust its parameters
to better fit the task-specific data while retaining the general language understanding it
acquired during pre-training. Traditional fine-tuning methods involve updating all or a
substantial portion of the parameters of a pre-trained model. However, recently introduced
LLMs have been much larger in terms of the number of parameters, which makes fine-
tuning them more resource-intensive. Updating all the parameters of LLMs requires not
only significant computational resources but also substantial memory and storage. Against
this backdrop, fine-tuning LLMs has been studied in the light of a more resource-efficient
approach, called parameter-efficient fine-tuning (PEFT) methods.

The primary concept of PEFT is to fine-tune only a small subset of the LLM’s parame-
ters during the fine-tuning process [40]. This approach contrasts with traditional fine-tuning
methods where all the parameters of a pre-trained model are updated. PEFT is useful for
adapting large models to specific tasks or datasets without extensive computational cost
and time required to retrain the entire model. PEFT allows for more flexible adaptation to
domain-specific tasks, as the core pre-trained model remains largely unchanged and only
small, task-specific adjustments are made.

2.4. State of the Art and Research Gaps

Recent LLMs are expected to shift the working paradigm in most industries. Both
public and private sectors attempt to leverage generative AI models for productivity
improvement. AI models can be divided into two types: close- and open-source models.
It is difficult to say which one is better than the other. Closed-source models, which are
usually commercial models, do not share detailed information such as model architecture
or parameter size. On the other hand, open-source models make their source code available
to everyone. This difference affects how users choose and use a language model for their
needs. When utilizing closed-source models, users have to send their data to the service
provider for fine-tuning, but the process and how to fine-tune the model’s performance are
not disclosed. Moreover, although service providers guarantee that data provided by users
will not be used anywhere else, ensuring security and confidentiality remains a concern.
These limit what users can do and pose challenges in securing the applicability of models.
Therefore, practitioners prefer to use open-sourced models to develop their own AI models.

This study aims to extend the utilization of LLM in the corporate context. In detail,
this study proposes an LLM-driven KM tool that makes company standard documents
easily accessible and understandable, not only for professionals but also for those who are
new to the field. By comparing closed- and open-source LLMs fine-tuned with engineering
specifications, this study attempts to analyze which type of model is better for solving
domain-specific problems.

NLP can be used to automate corporate tasks in the context of KM as follows. First,
it can be used to classify documents into different categories and to retrieve relevant
documents based on user queries. Second, key knowledge can be extracted from documents
such as concepts, relationships, and events. Third, NLP can be utilized to develop a
chatbot that can answer user questions in a comprehensive and informative way. Among
the aforementioned applications of NLP techniques, this study aims to explore an LLM-
driven KM interface based on a question-answering chatbot capable of extracting relevant
information from in-house engineering documents.
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3. Research Methodology

This study presents LLM-based Q&A models for technical specifications focusing
on the pressure vessel. Figure 1 shows the research process of this study. The authors
collected the technical specifications of three companies and preprocessed them to develop
Q&A datasets. During the data preprocessing, this study expanded the original dataset
using paraphrasing and cross-matching methods to enable LLMs to learn more diverse
representations of specifications. Then, this study fine-tuned two representative LLMs.
One is the Davinci-002 model, a closed-source LLM introduced by OpenAI. The other is
the LLaMA2-13B model, an open-source LLM introduced by Meta. The authors evaluated
the fine-tuning results of the two LLMs based on the gold standard developed by experts
in this field.
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3.1. Data Collection

In many mega-projects, it is critical to ensure that technical specification documents
are carefully reviewed and consistently applied. To achieve this, many companies use a
“Technical Specification Summary Sheet” at the beginning of their engineering projects. This
sheet serves as a comprehensive checklist, highlighting applicability, key considerations,
and essential cautionary notes in a systematically tabulated format. Figure 2 provides an
illustration of this summary sheet as it is typically used in engineering practice.

For the model development, this study selected the pressure vessel as the subject due
to its ubiquity and foundational role in plant engineering. Furthermore, every company
typically maintains technical specifications for such equipment. This study constructed
a foundational dataset derived from technical specifications related to pressure vessel
engineering. The authors collected the specifications from three companies. The specifi-
cations used in this study are internal data owned by the company to which one of the
authors is affiliated. Here, the authors removed and modified all information within the
training dataset that could represent the specific companies by converting the names of
three companies as AAA, BBB, and CCC because of security.

To bring diversity and structure to the specifications, this study selected four themes
considering several intents and their frequent mentions in the documents: welding seam,
corrosion allowance, anchor bolt, and positive material identification (Table 1). These
themes subsequently formed the foundation of the Q&A dataset for model fine-tuning.
Choosing specifications from multiple companies for a single type of equipment, such
as a pressure vessel, ensured a richer and more diverse dataset. This choice becomes
especially relevant when considering that similar content might be present across a com-
pany’s specification, international codes, and regulatory body requirements. However, it is
also important to note that in real-world scenarios, a company might not have multiple
specifications for a single equipment type. Nonetheless, sourcing from multiple entities not
only provided a broader range of questions and answers but also tested the model’s ability
to distinguish between closely related content.
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Table 1. Specification types.

Type Check Point

Anchor bolt
• Does it accurately provide design-related numerical values

(e.g., stress, material codes) without confusion or error?
• Check hallucination issue.

Corrosion
allowance

• Does it distinguish and respond to subtle differences in
textual content per specification?

Welding
seam

• Does it distinguish and respond to subtle differences in
content (text, numbers) per specification?

• Check hallucination issue.

Positive material
identification

• Does it reference related document numbers correctly?
• Check hallucination issue.

3.2. Data Preprocessing

The raw information is split and reorganized into a Q&A form for each detail. After
collecting the raw technical specifications, a comprehensive preprocessing step began. The
raw information was meticulously segmented, analyzed, and reorganized into 33 intuitive
question–answer pairs. This format was chosen to simulate potential queries that might
arise in real-world scenarios, ensuring that the model can be practically applied to support
field experts. The reconstruction of the set was done manually by engineers with extensive
practical experience.

Since the length and composition of each specification was slightly different, the
number of Q&A sets that could be extracted varied, as shown in Table 2. In the case of
companies where the content of the theme was divided into separate specifications, there
were cases where the number of Q&A sets that could be extracted was small. From these
initial 33 question–answer pairs, questions from all companies were combined for each type
(theme) to ensure consistent data application across each company. For instance, questions
extracted from AAA were also asked to BBB and CCC, and questions extracted from BBB
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were also asked to AAA and CCC, thereby balancing the questions. The answers are
different depending on the specifications of each company. As a result, the initial 33 Q&A
pairs increased to up to 99 original pairs.

Table 2. The number of extracted Q&A pairs.

Specification Type AAA BBB CCC Total

Anchor bolt 3 1 5 9
Corrosion allowance 4 2 3 9

Welding seam 1 7 3 11
Positive material identification 2 1 1 4

Total 10 11 12 33

This study applied two-step data augmentation techniques to diversify our initial
dataset. At first, the authors paraphrased the original Q&A dataset in order to enrich the
dataset with different syntactic structures. When fine-tuning an LLM, paraphrasing is
effective strategy to enable a model to learn diverse representations [41]. Thus, this study
paraphrased each of the 99 questions and 99 answers 10 times, generating an additional
990 pairs. As a result, a total of 1089 Q&A pairs were prepared including original and
paraphrased Q&A pairs. Then, 11 questions and 11 answers from each of the 99 original
Q&A pairs were cross-matched to produce unique combinations, yielding a final set of
11,979 pairs (11 × 11 × 99). This approach further strengthened the contextual associations
between the questions and answers.

After confirming the diversity and comprehensiveness of the dataset, the authors split
all the data into training and test datasets using stratified sampling. When splitting the
datasets, this study considered that the number of companies and specification types in
each dataset should be similar. Here, the number of test dataset pairs in this study was
intentionally limited to 200. Considering the given spectrum of data variations, this count
was deemed sufficient to provide a representative sample for human assessment, encom-
passing 2% of the total dataset of 11,979 pairs. The remaining 11,779 pairs, constituting 98%
of the dataset, were allocated for fine-tuning.

3.3. Fine-Tuning LLMs

This study employed representative LLMs from each of the closed-source and open-
source LLMs considering the accessibility and trialability of each LLM for the purpose of
comparison, namely, Davinci-002 model, which is one of GPT series, introduced by OpenAI
and LLaMA2-13B model released by Meta. The Davinci-002 model was fine-tuned through
the API service provided by OpenAI and the LLaMA2 model by using the Quantized Low-
Rank Adaptation (QLoRA) method [42]. One LLM this study fine-tuned is the Davince-002
model. Because GPT series are closed-source LLMs, the authors used the API service
provided by OpenAI for fine-tuning. The GPT-3 tuning procedure requires specificity. Data
sets should conform to a prompt-completion architecture, preferably in JSONL format.
This structure makes capturing the correlation between the prompt and its corresponding
completion easier for the model. A prompt is a query that a user provides to elicit a response
from the LLM. The LLM utilizes the prompt to produce a response based on pretrained data.
The authors prepared prompt-completion pair datasets in JSONL format in accordance
with the instructions guided by OpenAI [43]. Each prompt-completion pair should be in a
dictionary format as shown in Figure 3. Here, ‘\n\n###\n\n’ in a prompt and ‘#END’ in a
completion indicate the end of a prompt and completion, respectively. After preparing and
uploading the dataset, the fine-tuning process is performed automatically through the API.

Another LLM this study fine-tuned is the LLaMA-13B model. Traditional fine-tuning of
pre-trained language models commonly update all parameters based on additional training
datasets. However, researchers have been investigating how to fine-tune a pre-trained
language model efficiently as the size of language models increases. PEFT aims to solve
specific problems in a short period with low resources and computation by further training
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a small number of model parameters. Various PEFT methods have been introduced recently
such as Adapters [44], Low-Rank Adaptation of Large Language Models (LoRA) [45], and
(IA)3 [46]. QLoRA is one of the representative PEFT methods recently employed, and this
study fine-tuned the LLaMA-13B model using the QLoRA method. The QLoRA method
combines two core PEFT techniques: quantization and LoRA. Quantization is a method
that converts a data type of the original transformer model to the 4-bit NormalFloat data
type to reduce memory requirements for fine-tuning [42]. Although there is a trade-off
between precision loss and memory efficiency, leveraging the quantization is worthwhile
because it enables fine-tuning a larger size of LLM with lower resources. LoRA is one of
the PEFT techniques used in fine-tuning LLMs. It offers an efficient and effective approach
to modifying pre-trained language models for specific tasks. In order to reduce computing
costs, the LoRA method trains an additional small subset of the parameters while freezing
all the parameters of an original LLM [45]. LoRA decomposes the weight matrices of the
original transformer model into lower-rank matrices, which are trainable. Thus, it makes
fine-tuning process more parameter-efficient compared to full model fine-tuning.
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This study fine-tuned the LLaMA2-13B model in a local development environment
while the Davinci-002 was fine-tuned through API service provided by OpenAI. The
local development environment was Ubuntu 20.04 and Python version 3.11.5 with an
AMD Ryzen 9-5950X CPU and a GeForce RTX-3090 Ti GPU. In addition, this study
used the same hyperparameters used in QLoRA fine-tuning experiments performed by
Dettmers et al. [42] in which the QLoRA was first introduced (Table 3).
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Table 3. QLoRA Hyperparameter setting for LLaMA2-13B fine-tuning.

Hyperparameter Value

LoRA attention dimension 64
Alpha parameter for scaling 16

Dropout probability 0.1
Learning rate 2 × 10−4

Batch size 16

When utilizing an LLM, the ‘Temperature’ parameter affects the output of the model.
It is an important parameter when it comes to controlling the randomness of the text
generated by LLMs [47]. The ideal temperature setting can vary depending on the goal of
the query and how much variation or creativity a user desires in the responses. It can be
set from 0 to 2. When the temperature is set to 0, the model generates the most probable
word or phrase in its potential outputs, which leads to the output being very deterministic
and giving predictable answers. An LLM generates diverse and creative responses when
the temperature increases. The randomness of the output becomes high, which means the
model is much more likely to produce unexpected or non-traditional answers. Thus, this
study sets the temperature as 0 because it is necessary to provide an answer based on as
much fine-tuned data as possible.

3.4. Gold Standard for Evaluation

This study evaluated the effectiveness of fine-tuning using the 200 prompt-completion
pairs that were not used in fine-tuning. Completions generated by the fine-tuned models
were evaluated and scored by experts with practical knowledge in the field. This study
established an evaluation guideline considering accuracy, reliability, and conciseness of
responses. The accuracy of responses evaluates how precisely the model’s responses align
with the correct or expected answers. It measures the degree to which the answers are
factually correct, contextually appropriate, and relevant to the questions asked. Accuracy is
critical as it reflects the model’s understanding of the query and its ability to provide correct
information. The reliability of responses assesses the consistency and dependability of the
model’s answers over time and across various question types. This criterion checks whether
the model consistently provides correct and relevant answers, maintaining a standard level
of performance regardless of the complexity or nature of the queries. High reliability
ensures that users can trust the model’s responses in different contexts and scenarios.
Lastly, the conciseness of responses: Conciseness measures the ability of the model to
provide clear and brief answers, without unnecessary elaboration or information that is
not directly relevant to the question. This criterion ensures that the model’s responses
are to the point, making them more accessible and easier to understand for users. It is a
balance between providing enough information to satisfactorily answer the question and
keeping the response succinct and focused. Table 4 represents the evaluation guideline for
establishing the gold standard of LLMs’ responses, and Table 5 shows evaluation examples
of representative ratings of 1, 3, and 5.

Table 4. Evaluation guideline of the responses of fine-tuned LLMs.

Rating Description

5

The highest score is given if the question is answered correctly. Even if your
answer is longer than necessary or contains ambiguous words, it is awarded this
score compared to the best answer because it fundamentally solves the
problem accurately.

4 This score is awarded if the answer is related to the question but contains minor
errors or content that is irrelevant to the question.
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Table 4. Cont.

Rating Description

3
Give this score to answers that convey the overall meaning and include
keywords, but have unnecessary additions or are missing important information.
The core message should be delivered without major inaccuracies.

2 Answers that are related to the question but are inaccurate or have low reliability
due to incorrect information.

1 The lowest score is given to answers that are completely irrelevant or whose
meaning is not understandable.

Table 5. Representative evaluation examples.

Rating Class Example

5

Prompt Based on the CCC company specifications, what is the required offset for longitudinal
seams in adjacent shell rings?

Exemplary
answer

According to the CCC company specifications, adjacent shell rings should be offset by a
minimum of four times the plate thickness or 150 mm (6 in).

LLM’s
response

A longitudinal seam in adjacent shell courses (or rings) should be offset by at least four
times the plate thickness or 150 mm (6 in), whichever is greater, according to CCC

company specifications.

3

Prompt According to the CCC company specifications, how much offset is required for
longitudinal seams in adjacent shell rings?

Exemplary
answer

CCC specifications require longitudinal seams in adjacent shell rings to be offset by a
minimum of four times the plate thickness or 150 mm (6 in).

LLM’s
response

A longitudinal seam in adjacent courses must clear the outside diameter of the vessel by
four times the thickness of the plate, or 150 mm (6 in), whichever is greater, according to
the CCC company’s specification. The last course of the higher side and five times the

thickness of the plate should be subjected to 100% examination in accordance with
section (6.3) or (6.4). The minimum distance between the last longitudinal seam of the
adjacent nozzle and the nozzle reinforcing pad is 50 mm (2 in), or three times the wall
thickness, whichever is greater. Overlap of longitudinal seams in adjacent vessels . . .,
longitudinal seams in adjacent vessels or sections of vessels should not be overlapped

by more than 150 mm (6 inches) or 5

1

Prompt What is the design specification for carbon steel anchor bolting according to the
AAA company?

Exemplary
answer It is necessary to search for other related specifications.

LLM’s
response The material specification, 22

4. Results

The overall evaluation results for the fine-tuned Davinci-002 and LLaMA2-13B models
are presented in Figure 4. LLaMA2-13B model outperformed the Davinci-002 model with
a higher average score and a higher frequency of the top score. The average scores of
the LLaMA2-13B and Davinci-002 models were 3.56 and 2.82, respectively. The median
of the LLaMA2-13B model was 5, which indicates that the LLaMA2-13B model correctly
responded to more than half of the entire questions in the test dataset. Meanwhile, the
median of the Davinci-002 model was 2.5, which indicates that half of the responses
produced by the Davinci-002 model were evaluated to be inadequate.
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The frequency of the highest score was high for the LLaMA2-13B model for all specifi-
cation types, and the frequency of the lowest score was low for the Davinci-002 model, all
showing a similar pattern to the overall results. Among the four specification types, three
types except the corrosion allowance type showed results in which the LLaMA2-13B model
had the highest score of more than 50% (Table 6).

Table 6. Fine-tuned LLMs performance by specification type.

Rating
LLaMA2-13B Davinci-002

5 4 3 2 1 5 4 3 2 1

Anchor bolt 60% 4% 4% 7% 25% 7% 13% 22% 13% 45%
Corrosion allowance 39% 11% 11% 13% 26% 18% 18% 19% 37% 8%

Welding seam 51% 4% 9% 9% 27% 15% 18% 4% 42% 22%
Positive material identification 75% 4% 7% 11% 4% 39% 32% 11% 18% 0%

The authors verified the results by classifying responses into four categories accord-
ing to their characteristics: ‘Search for other related specification’, ‘Explicit specification
requirement’, ‘How is it determined?’ and ‘Refer to [another specification no.]’. ‘Search
for other related specification’ category indicates that the current specification does not
contain the information requested by the questioner and that additional specifications
should be consulted to obtain relevant details. ‘Explicit specification requirement’ category
is when a specification contains clear, direct statements, instructions, or numerical values
that detail a specific requirement or standard to be followed. ‘How is it determined?’
refers to the method or process for establishing specific requirements. This may refer to
the process for determining appropriate specifications, the decision maker or responsible
entity, or a reference to a specific data sheet. Lastly, ‘Refer to [another specification no.]’
specifies the exact document number that the reader should consult another document to
find detailed information about a particular aspect of the specification that is not included
in the current specification.

Table 7 shows the performance of the LLaMA2-13B and Davinci-002 models by re-
sponse type. The Davinci-002 model showed poor results in all response types compared
to the LLaMA2-13B model. Especially, the LLaMA2-13 model showed significant perfor-
mance in responding to the ‘Search for other related specification’ category with 80% of
perfect answers, followed by ‘Refer to [another specification no.]’ with 68% of correct
answers. Meanwhile, both Davinci-002 and LLaMA2-13B models showed poor perfor-
mance in extracting ‘Explicit specification requirement’. Although the responses of the
LLaMA2-13B model were better than that of the Davinci-002 model overall, it is noteworthy
that the LLaMA2-13B model was rated with a higher percentage of lowest scores than the
Davinci-002 model in three response types except the ‘Search for other related specification’.
In-depth analysis of the results will be discussed in the following section.
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Table 7. Fine-tuned LLMs performance by response type.

Rating
LLaMA2-13B Davinci-002

5 4 3 2 1 5 4 3 2 1

Search for other related specification 80% 3% 5% 5% 8% 14% 8% 9% 18% 51%
Explicit specification requirement 29% 6% 11% 13% 41% 11% 21% 19% 42% 7%

How is it determined? 42% 21% 11% 11% 16% 26% 26% 11% 32% 5%
Refer to [another specification no.] 68% 3% 6% 13% 10% 35% 29% 16% 13% 6%

This study also compared the performance of the LLaMA2-13B and Davinci-002
models by prompt-completion type. The authors classified the prompt-completion pairs
into four categories. Type 1 indicates that only one of the three companies has appropriate
specifications related to the user query, and the other two companies do not have relevant
content in their specifications. The type 2 prompt-completion pairs have ambiguous
content to distinguish each company’s specification. Type 3 represents that each company’s
specification contains content that distinguishes it from the user query, but the content is
vague. Finally, the type 4 prompt-completion pairs refer to the specifications of all three
companies and contain numerical values and clear content.

In all types of prompt-completion pairs, the LLaMA2-13B model recorded a higher
average score as shown in Table 8. In detail, the result of the LLaMA2-13B model tends to
be polarized into the highest and lowest scores. The LLaMA2-13B model responded well
to the user query, at least twice as much as the Davinci-002 model. However, the result
of the LLaMA2-13B model recorded lower scores in the middle ratings of responses than
the Davinci-002 model. In the case of type 3, 18% of the Davinci-002 model’s responses
received the lowest score, while 32% of the LLaMA2-13B model’s responses received the
lowest score.

Table 8. Fine-tuned LLMs performance by prompt-completion type.

Rating
LLaMA2-13B Davinci-002

5 4 3 2 1 5 4 3 2 1

Type 4 54% 0% 4% 10% 32% 18% 14% 12% 38% 18%
Type 3 54% 12% 10% 12% 12% 26% 26% 18% 30% 0%
Type 2 42% 6% 12% 16% 24% 14% 8% 12% 44% 22%
Type 1 62% 6% 6% 2% 24% 10% 26% 16% 4% 44%

5. Discussion and Implications

In the existing engineering practice, keyword-based searches and manual document
reviews such as specification summary sheets were mainly conducted. These manual tasks
require a lot of time and effort from many people, and if a technical problem or human
error occurs in the document managing, the result will be difficult to recover. However,
the method suggested in this paper focuses on understanding natural language queries
and searching for information faster and more efficiently than before. Further, it showed
the idea of retaining and utilizing the history of user questions and model answers as in-
house knowledge by reusing them as training datasets. It shows strength in automatically
maintaining, transmitting, and sharing expert knowledge along with efficient knowledge
search. Moreover, this knowledge is automatically maintained as the company’s knowledge
assets. Since personal memory has limitations, this automated procedure will greatly help
internal KM. Moreover, the LLM-based KM presented in the study emphasizes natural
language comprehension ability to identify query intentions and generate appropriate
responses without the need for accurate keyword matching. This allows users to access
information more intuitively and efficiently.

The results of this study suggest the potential applicability of the proposed approach.
To the best of our knowledge, there are no examples of such an approach being used for
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navigating and managing technical specifications. It is shown that the GPT-3 model, once
fine-tuned, might be able to deliver answers based on the content present in the selected
dataset. The digitization and structuring of technical documents into an easy-to-navigate
chatbot could potentially streamline the process for new employees who need to understand
these documents. Additionally, the transition of a company’s technical know-how into
a database might serve as a defensive strategy against the possible loss of institutional
knowledge. It acts as a tool to bring people together and enhance communication, and
allows the organized storage and transfer of unstructured thoughts and notes, etc. [28].
Nonetheless, it should be noted that the AI model’s ability to provide accurate answers is
directly tied to the information included in the dataset. Thus, it is essential to continuously
update and expand the content to maintain the relevance of the responses.

Although the fine-tuned model occasionally introduced extraneous details into the
responses, the study found that engineers could easily identify and ignore irrelevant
or redundant information. This observation suggests that the presence of additional,
non-critical details in the model outputs does not significantly affect their usefulness in
practical scenarios. Experienced engineers could easily identify and filter out irrelevant or
redundant information added by the fine-tuned model. This observation suggests that the
impact of such additional details is not significantly detrimental. It highlights the ongoing
importance of expert interpretation and judgment when utilizing AI-based systems in real
engineering environments.

5.1. Discussion on the Results by Specification Type

Analysis based on the intended use of the data shows clear strengths and weaknesses
in each model. The LLaMA2-13B model generally outperformed the Davinci-002 model,
particularly in accuracy and handling complex content. However, the Davinci-002 model’s
lower frequency of receiving the lowest scores in certain categories indicates areas where it
maintains robust performance.

• Anchor bolt (Design-Related Numerical Values): The Davinci-002 model scored
an average of 2.26, while the LLaMA2-13B model scored 3.86. This indicates the
LLaMA2-13B model’s superior ability in accurately providing design-related
numerical values.

• Corrosion allowance (Textual Content Accuracy): The average score for the LLaMA2-13B
model was higher at 3.16 compared to 2.88 for the Davinci-002 model. However, it is
noteworthy that the Davinci-002 model received fewer lowest scores (1 point)-5 times
compared to 16 times for the LLaMA2-13B model.

• Welding seam (Text + Number Contents): Here, the Davinci-002 model scored an aver-
age of 2.64, while the LLaMA2-13B model scored 3.64, indicating better performance
of the LLaMA2-13B model in handling combined text and numeric content.

• Positive material identification (Referencing Accuracy): Both models scored high
(Davinci-002 model: 3.94, LLaMA2-13B model: 4.36). The high scores in this cat-
egory can be attributed to the relatively simpler and clearer reference document
numbers used in training, which leave little room for creative interpretation by the
generative LLMs.

Hallucination, in the context of artificial intelligence, refers to the phenomenon where
an AI model produces plausible but incorrect answers or errors in information processing,
similar to illusions or delusions. This can occur when the AI model produces results
based on information that is not present in its training data, leading to results that may be
coherent but factually incorrect, or even biased and of low relevance. Hallucinations in
AI are often observed when the available data is scarce or incomplete. Generative LLMs
can hallucinate, generating factually incorrect or unrealistic information. This issue, which
arises from limitations in training data, inherent design, prompt ambiguity, and lack of
real-world understanding, is critical in evaluating model responses. The hallucination
tendency of the fine-tuned completion for a category is judged by the number of times
the scores 1 and 2 were received. This is because if the post fine-tuning models include
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content other than ‘Search for other related specification,’ they will receive a low score.
Among a total of 45 datasets corresponding to ‘Search for other related specifications,’ the
Davinci-002 model recorded a score of 2 or less 18 times in the ‘Anchor bolt’ type, 13 times
in the ‘Corrosion allowance’ type, and 14 times in the ‘Welding seam’ type. And in the case
of the LLaMA2-13B model, the scores 1, 5, and 2 were observed in the order of ‘Anchor bolt,’
‘Corrosion allowance,’ and ‘Welding seam,’, respectively. Thus, the hallucination tendency
can be judged to be greater in the Davinci-002 model than in the LLaMA2-13B model.

5.2. Discussion on the Results by Response Type

By examining several key discussion points in the scoring system, ranging from the
lowest score of 1 to the highest score of 5, the authors categorize scores below 2 as lower
scores indicating impracticality for practical use, and scores above 4 as higher scores
indicating practical utility. This analysis confirms that the fine-tuning performance of the
LLaMA2-13B model is superior to that of the Davinci-002 model in most cases. However,
the relatively higher performance of the Davinci-002 model in the ‘Explicit specification
requirement’ category is noteworthy. These results provide insight into how each model
responds to specific types of queries and can serve as important guidelines for future
research and development directions.

• In the ‘Search for other related specification’ category, out of 65 fine-tuned completions,
the Davinci-002 model scored above 4 in only 14 instances, while the LLaMA2-13B
model did so in 54 instances. This significant difference suggests that the Davinci-002
model tends to not acknowledge its ignorance about content not included in its training
data, a phenomenon known as hallucination. On the contrary, the LLaMA2-13B model
showed a higher frequency of accurately indicating its lack of knowledge when asked
about content absent in its fine-tuned material. This is further evidenced by the
number of scores below 2 in this category, where the Davinci-002 model scored 45 and
the LLaMA2-13B model only 8.

• Examining the highest score of 5, the LLaMA2-13B model scored significantly higher
frequencies of 5 (ranging from 2 to 6 times higher) in all categories except ‘How is it
determined?’ category. Even in this category, though the frequency difference was
marginal, the LLaMA2-13B model still outscored the Davinci-002 model in terms of
the number of the score 5 received.

• Looking at the lowest score of 1, in the ‘Search for other related specification’ category,
the LLaMA2-13B model had significantly fewer instances, while it was the Davinci-
002 model that had significantly fewer 1s in the ‘Explicit specification requirement’
category. Most of the results indicated a superior fine-tuning performance of the
LLaMA2-13B model; however, interestingly, the Davinci-002 model received signif-
icantly fewer 1s in the "Explicit specification requirement" category and thus had a
slightly higher average score (Davinci-002 model: 2.86, LLaMA2-13B model: 2.69).

Data privacy and security are key concerns that must be addressed when developing
LLM-based organizational KM tools for industrial use. The fine-tuning process involves
the use of potentially sensitive corporate information, and it is essential that strict measures
are implemented to prevent unauthorized access or data breaches. Although it requires
additional processes and deeper knowledge, the use of open-source models offers ad-
vantages in developing a domain-specific model that is not only more accurate but also
more cost-effective.

6. Conclusions

This study suggests that the GPT-3 and LLaMA2 models, once fine-tuned, might be
capable of delivering answers based on the content in the selected dataset. This is a critical
consideration for optimizing the sharing of proprietary knowledge within an enterprise or
organization. Enhancing KM with digital technology and artificial intelligence can offer
additional benefits in collating knowledge in the engineering and construction industry.
Digitizing and structuring technical documents into an easily navigable interface could
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potentially aid new employees in understanding these documents and help mitigate the
risk of losing essential knowledge when key staff depart.

Current engineering practices heavily rely on manual searches and document reviews,
which are time-consuming and prone to errors. Against this backdrop, this paper presented
a new approach that automatically retrieves information faster and more efficiently than
the traditional approach. The proposed LLM-based model is trained using past user
questions and responses to improve KM. The result of this study highlights the use of
cutting-edge AI models to understand user queries better and provide relevant responses,
making information access easier and quicker. Consequently, the proposed method aims to
automate KM, making it easier to handle and share information within the company. It
opens new pathways to enhance organizational efficiency and productivity by delivering
immediate answers to user queries.

However, several limitations and improvement points must be noted. First, as previ-
ously mentioned, the model’s ability to provide accurate answers is intrinsically limited
to the content and scope of the dataset. This necessitates a commitment to regular up-
dates and dataset expansion. To create a KM tool that handles entire tasks, it is required
to gather knowledge and knowhow of individuals to transfer personal knowledge into
organizational assets. Second, technological constraints, especially the current state of
AI technology, pose challenges and limitations. The authors used the latest version of
LLMs at the time of conducting this study. However, AI models are advancing rapidly,
and better models are being released in the computer science domain. Researchers in the
applied research field should continue to be interested in the latest AI technologies and
endeavor to apply them to solve problems in their field. Lastly, handling LLMs requires
a large amount of computational resources. Due to the limited equipment and budget
available, a medium-sized LLM was used in this study. In general, a larger model will have
better performance. However, a developer should also consider memory and cost efficiency
for practical use. The trade-off between performance and resource efficiency should be
considered when developing an AI-driven KM tool. Moreover, researchers are investigating
methods to maintain performance while making LLM lightweight and continue to explore
on-device AI, which runs AI directly on local devices beyond the cloud server. Currently, a
limited number of companies and professionals who have secured the necessary resources
and equipment can use advanced AI technologies. But in the future, many companies and
professionals, including developing countries, will be able to benefit from AI-driven KM
tools as technology advances and development costs decrease.

With AI research and development, the fine-tuning process will be applicable to more
advanced models, potentially enhancing the effectiveness and capabilities of the AI model
in the complex engineering industry. In light of these ideas, more extensive and in-depth
research is expected to develop advanced and efficient KM tools. In the future study, the
authors will endeavor to develop an LLM-based in-house KM system that covers diverse
subjects of technical specifications while limiting the leakage of internal data.
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