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Abstract: To solve the time-consuming, laborious, and inefficient problems of traditional methods
using classical optimization algorithms combined with electromagnetic simulation software to design
antennas, an efficient design method of the multi-objective antenna is proposed based on the multi-
strategy improved sparrow search algorithm (MISSA) to optimize a BP neural network. Three
strategies, namely Bernoulli chaotic mapping, inertial weights, and t-distribution, are introduced into
the sparrow search algorithm to improve its convergent speed and accuracy. Using the Bernoulli
chaotic map to process the population of sparrows to enhance its population richness, the weight
is introduced into the updated position of the sparrow to improve its search ability. The adaptive
t-distribution is used to interfere and mutate some individual sparrows to make the algorithm reach
the optimal solution more quickly. The initial parameters of the BP neural network were optimized
using the improved sparrow search algorithm to obtain the optimized MISSA-BP antenna surrogate
model. This model is combined with multi-objective particle swarm optimization (MOPSO) to solve
the design problem of the multi-objective antenna and verified by a triple-frequency antenna. The
simulated results show that this method can predict the performance of the antennas more accurately
and can also design the multi-objective antenna that meets the requirements. The practicality of the
method is further verified by producing a real antenna.

Keywords: antenna design; surrogate model; improved sparrow search algorithm; multi-objective
antenna; prediction of performance

1. Introduction

Antennas are indispensable devices in modern life and are widely used in radio com-
munications, radar, and navigation. With the diversification of antenna applications, some
antennas must simultaneously satisfy more than one objective. The structure of the anten-
nas is more complicated than before and designing the antenna has become a challenging
problem [1–3]. Currently, the traditional design process of antenna optimization usually
requires applying electromagnetic simulation software, which can accurately evaluate the
antenna’s performance, such as return loss and gain. The accuracy of the electromagnetic
simulation is high. However, it has some problems, such as extensive calculations and
time-consuming [4].

To address the defects of traditional methods, some scholars have begun to study
new methods of antenna design. That is to use the surrogate model to replace standard
simulation software. This method builds a nonlinear relationship between the size and
performance of the antenna, making the antenna design more efficient and less complicated.
The surrogate models commonly used in antenna design include support vector regression
(SVR) [5,6], kriging model (KM) [7–9], and artificial neural network (ANN) [10–16], etc.
Literature [5,6] constructed a surrogate model based on support vector regression (SVR).
However, when experimental data are small, it will lead to inaccurate modeling and some
errors in predicting antenna performance. Literature [7–9] used the Kriging algorithm to
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construct surrogate models for the antenna design. This method is a random interpolation
method based on the general least-square way, and the prediction accuracy of data with
large fluctuations needs further improvement.

Artificial neural networks represent structures created by neural nodes capable of
establishing a nonlinear relationship between input and output data to predict the input
data. This solid nonlinear prediction ability also makes artificial neural network surrogate
models widely used in antenna design. Classical artificial neural networks include multi-
layer perception (MLP) [10,11], radial basis function (RBF) [12,13], and BP neural networks
(BPNN) [14–16]. However, BPNN has the benefits of self-learning capability, time-saving
calculation, and strong generalization ability [16], and it has been widely used in many
fields. Gao, Y. [14] used BPNN to build the state of charge (SOC) estimated model of the
electric vehicle battery, and the feedback of BPNN was used to correct the error. And the
average error of the estimated model is less than 0.5%. Hu, W. [15] proposed a BPNN
steering angle prediction method to obtain the front wheel’s steering angle. The results
show that the mean square error is less than 0.66, indicating that the method works well.
Dong, J. [16] optimized the structure of BPNN because of its redundant connection and a lot
of calculations, built the surrogate model based on l1-BPNN, and improved the efficiency
of antenna design.

Although BPNN has achieved good results in different areas, there are still some draw-
backs. The structural parameters determine its output. Usually, using random parameters
will make the neural network unstable, and it is not easy to achieve the global optimum
during optimization, resulting in insufficient prediction accuracy [17–19]. This requires
optimizing its parameters, such as adding a dynamic learning rate to the original BP algo-
rithm to correct the deficiency and enhance the prediction performance [20]. However, this
gradient-based algorithm has limitations in global search capability [21]. In recent years,
the emergence of intelligent bionic algorithms has overcome this limitation. For example,
the sparrow search algorithm [22] is a relatively novel intelligent algorithm discovered by
Xue. It has the characteristics of less variable parameters, strong stability, simple operation,
and strong global searchability. It performs well in optimizing the parameters of BPNN.
In the literature [23], the sparrow search algorithm (SSA) and particle swarm algorithm
(PSO) are used to optimize BPNN, and the experiments show that the model of SSA-BPNN
has higher accuracy for the prediction and classification of water sources. In reference [24],
tent chaotic map is introduced to improve SSA, which is used to optimize BPNN. After
optimization, the number of iterations of the model is reduced by 75%, and the predicted
value is more accurate.

However, in the late stage of solving complex optimization problems, SSA has a slow
convergent speed and reduces the population’s diversity, making optimizing the situation
challenging. Given the existing problems of SSA, many scholars have conducted in-depth
research on it. Nguyen et al. [25] used a reverse learning method to dispose of the problems
of the population and added the firefly algorithm to improve the exploration capability
of the algorithm. Wu et al. [26] introduced a greedy algorithm to deal with the shortage
of the population and then used the strategies of genetic operators and sine-cosine search
to update the population and searchers to augment the robustness of SSA. Yan et al. [27]
proposed a variable helical factor strategy and a local iterative search strategy. At the same
time, it improved the control of boundary, which improved the problem of low accuracy in
the SSA search process and the convergent accuracy. L. Jianhua et al. [28] introduced the
chaos map to enhance the singleness of the population. They used “dispersion” to update
the search rules so that the algorithm could reach the ideal target solution faster. Although
the above scholars have proposed some improvements to SSA, which have enhanced some
of the capabilities of the algorithm, effective strategies are still needed to improve the
initialization of the population and convergent accuracy.

For the above reasons, this paper proposes a multi-strategy improved sparrow algo-
rithm (MISSA) to improve the shortcomings of BPNN. The optimized BPNN has a stronger
ability for prediction. First, the Bernoulli chaotic map draws in the sparrow population to
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address the lack of abundance of the primitive population. In the meantime, the inertia
weight of the finder’s position update equation strengthens the capability of search and
increases its performance. Finally, the adaptive t- distribution is added. The distribution
interferes with the individual, so the algorithm is more active when searching and reaches
the ideal target value. The effectiveness of MISSA is verified by comparing MISSA with the
particle swarm algorithm (PSO) [29], grey wolf algorithm (GWO) [30], whale optimization
algorithm (WOA) [31], and SSA on ten benchmark functions for optimal performance. The
improved MISSA-BP surrogate model has better performance than others. Meanwhile, the
design case of the microstrip antenna also confirms the practicality and efficiency of the
method in the paper.

The other parts of this article are as follows. Section 2 describes the problem of
designing the multi-objective antenna. Section 3 introduces the sparrow search algorithm
and its improved strategies. Section 4 describes the constructed surrogate model based
on MISSA-BP and the design method for multi-objective antennas based on this model.
Section 5 utilizes the benchmark function to test the performance of the improved sparrow
search algorithm and uses a design example of a planar microstrip antenna to verify the
availability of the proposed method. Section 6 summarizes the content of this paper.

2. Problem Description

The following equation can express the problem of optimizing the multi-objective of
the antenna:  min F(x) = [ f1(x), f2(x), . . . , fn(x)]T

s.t. x ∈ X
X ⊆ Rm

(1)

In the equation, a design variable x = [x1, x2, . . . , xm]
T ∈ X ⊆ Rm is a group of

determined vectors. It represents m structural sizes of the antenna that need to be processed
in this paper. X is the space of parameters that is decided by the boundary of the structural
parameters of the antenna. f j(x), (j = 1, 2, . . . , n) are n objective functions to be optimized.
The main objective of antenna design is to reduce the reflection coefficient of a specific
frequency band. Still, other indicators of the antenna have high demands in many cases.
The different indicators will have clashed, making it difficult to reach the optimal solution
simultaneously. At this time, we demand an answer in the middle to solve the problem,
which is called the non-dominated solution set. All solutions in the non-dominated solution
set constitute the Pareto front (PF) [32]. In this paper, PF is the solution we need to get. PF
represents the intermediate answer to the multi-objective antenna, and we can design the
antenna according to it.

3. Improved Sparrow Search Algorithm
3.1. Sparrow Search Algorithm

The sparrow search algorithm is a bionic intelligent algorithm proposed based on the
influence of two different behaviors of sparrows in the process of finding food. It is more
advantageous than existing algorithms in operational accuracy and global optimization.
Sparrows are separated into two groups when looking for food: the finder and the follower.
In SSA, the top-ranked part of fitness is the finder. The finders need to find the food and
share the information about the food with all sparrows. The remaining sparrows will
need to follow the directions of the finder to forage for food. For one thing, followers will
plunder resources to find more food for themselves when the finders find an area rich
in resources. For another, when a part of the sparrow is alerted to danger, it will send a
cautionary message and quickly move to safe places to avoid predatory behavior.

Supposing there are N sparrows in d-dimensional space, each sparrow’s position and
fitness value are X = [x1, x2, . . . , xD] and F = f [x1, x2, . . . , xD]. The SSA consists of three
core parts, which will be introduced in the following paragraphs.
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In the SSA, the finders must seek food and direct the followers’ behavior. The location
of the finder is updated as below:

Xt+1
m,d =

{
Xt

m,d · exp(− m
α·T ), R2 < ST

Xt
m.d + Q · L, R2 ≥ ST

(2)

where Xm,d means the location information; t + 1 represents the present evolutionary
algebra; T denotes the maximal evolutionary algebra; Both α and Q are uncertain figures,
where is α between (0, 1] and Q is distributed according to N(0, 1); L is an array with 1
row and D columns, the value of each column is 1; R2 represents the alert value, which
is a numerical value between [0, 1]; ST expresses a secure value between [0.5, 1]. While
R2 < ST, it means that there is no danger nearby at this time, so the sparrows with higher
fitness can get a supply of more prosperous food. In addition to this case, it indicates that
some sparrows sense dangerous signals and give a warning, while the rest will go to new
places to look for food.

The updated equation of the follower’s position is as follows:

Xt+1
m,d =

Q · exp(
Xt

worst−Xt
m,d

m2 ), m > n
2

Xt+1
best +

∣∣∣Xt
m,d − Xt+1

best

∣∣∣ ·A+ · L, m ≤ n
2

(3)

where Xt+1
best and Xt

worst represent the contrary meaning, indicating the best and worst
information of position at the corresponding evolution times. A is a matrix with 1 row and
d columns, all elements are ±1, and the condition A+ = AT(AAT)

−1 is satisfied. When
m > n/2 the mth individual with poor fitness can’t find food, they must go to a new place
to find food; in another case, it represents that the mth sparrow is foraging near the ideal
position.

Some sparrows are in charge of surveillance, alerting remaining individuals when
danger is found approaching. The number of early-warning sparrows is usually slightly
more than one-tenth of the population. The mathematical expression is as follows:

Xt+1
m,d =

Xt
best + β(Xt

m,d − Xt
best), fm 6= fg

Xt
m,d + K · ( |X

t
m,d−Xt

worst|
( fm− fw)+e ), fm = fg

(4)

where β and K both are random numbers, where β is a random number according to N(0,1),
representing the step size; K is within [−1,1]. e is an infinitely small number, preventing
the dividend from being meaningless. When fm 6= fg, it means some individuals are about
to leave the range of food seeking, and the danger is serious. If fm = fg, this indicates
that some individuals near the middle position have been aware of the threat, and this
population of the sparrows must avoid risk and move to the safe place.

3.2. Improved Strategies
3.2.1. Chaos Mapping Strategy

Chaos is a common phenomenon in nonlinear systems. It is often applied to intelligent
swarm optimization algorithms due to pseudo-random and ergodic characteristics [33].
Since the population of the sparrow is randomly generated when SSA is initialized, it will
cause problems, such as reduced diversity of the population and low convergent accuracy
in the later stage of solving complex optimization problems. Therefore, using chaotic
mapping to process the population can achieve better results, and this is also commonly
used in algorithms. The widely used chaotic mappings include logistic mapping, tent
mapping, Bernoulli mapping, etc. The distribution histograms of the three mappings
are shown in Figure 1. From Figure 1, it can be known that the distribution of logistic
mapping values in the range of [0, 0.1] and [0.9, 1] is relatively large. That is, the density of
the mapping points on both sides is high, and the density in the middle is low, reducing
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the operational speed and other indicators of performance. Although the distribution of
tent mapping is more uniform than that of logistic mapping, and the convergent speed is
faster, tent mapping has irregular periods and is prone to problems at fixed points. The
distribution of Bernoulli mapping values is more uniform. There will be no problems at
fixed points, and the convergent speed is faster. Therefore, Bernoulli mapping is applied in
SSA to deal with the defects of the population in this paper. The expression of Bernoulli
mapping is as follows:

Zk+1 =

{
Zk/(1− λ), Zk ∈ (0, 1− λ]

(Zk − 1 + λ)/λ, Zk ∈ (1− λ, 1]
(5)
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Figure 1. Distribution histogram of three chaotic mappings: (a) distribution histogram of Logis-
tic mapping; (b) distribution histogram of Tent mapping; (c) distribution histogram of Bernoulli
mapping.

3.2.2. Weight Strategy

It can be seen from Equation (2) that when R2 ≥ ST, the finder will move according to
the distribution set by the algorithm. Its value will converge to the ideal value. If R2 < ST,
the change of the finder’s position is not excellent, the equation is as follows:

y = exp(
−x

α · T ) (6)

where x means the current number of evolutions, T is an upper evolutionary threshold set
by the algorithm, and y is the variation range of the finder’s location. When T is 1000, the
image of Equation (6) is shown in Figure 2.

Figure 2 shows the change in the location of the finder. As x increases, y gradually
decreases, and its value range becomes (0, 0.4). When x approaches 0, the distribution of
y is uneven, and the probability of nearly 1 is high. As x increases, y shows a uniform
distribution. Therefore, when R2 < ST, the variation range of individuals in the algorithm
becomes smaller and smaller and gradually approaches 0. This search strategy enhances
the local search ability of SSA. However, it is hard to achieve the desired value in later
iterations.

To further improve the optimization performance of SSA, adaptive inertia weight is
added to the updated equation of the finder’s position. The new updated equation is as
follows:

Xt+1
m,d =

{
Xt

m,d · exp(− m
w·α·T ), R2 < ST

Xt
m.d + Q · L, R2 ≥ ST

(7)

where w = 1− exp(t/T)− 1
exp(1)

(8)

where w is an adaptive inertia weight, its value will gradually decrease along with t
increases. Figure 3 indicates its image features. One knows that its value is relatively large
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in the early stage of the iteration of w, i.e., the initial algorithm will perform a large-scale
search. When the t in the algorithm changes by adding 1, the value of w gradually decreases,
strengthening SSA’s partial performance in the later stage of evolution, such as convergent
accuracy.

Appl. Sci. 2022, 12, 12543 6 of 23 
 

 
Figure 2. Changes in the location of the finder. 

Figure 2 shows the change in the location of the finder. As x increases, y gradually 
decreases, and its value range becomes (0, 0.4). When x approaches 0, the distribution of 
y is uneven, and the probability of nearly 1 is high. As x increases, y shows a uniform 
distribution. Therefore, when 2R ST< , the variation range of individuals in the algorithm 
becomes smaller and smaller and gradually approaches 0. This search strategy enhances 
the local search ability of SSA. However, it is hard to achieve the desired value in later 
iterations. 

To further improve the optimization performance of SSA, adaptive inertia weight is 
added to the updated equation of the finder’s position. The new updated equation is as 
follows: 

, 21
,

. 2

exp( ),       

,                         

t
m dt

m d
t
m d

mX R ST
X w T

X Q L R ST
α+

 ⋅ − <= ⋅ ⋅
 + ⋅ ≥  

(7) 

where 
exp( / ) 11

exp(1)
t Tw −= −  (8) 

where w is an adaptive inertia weight, its value will gradually decrease along with t 
increases. Figure 3 indicates its image features. One knows that its value is relatively large 
in the early stage of the iteration of w, i.e., the initial algorithm will perform a large-scale 
search. When the t in the algorithm changes by adding 1, the value of w gradually 
decreases, strengthening SSA’s partial performance in the later stage of evolution, such as 
convergent accuracy. 

R
an

ge
 o

f t
he

 fi
nd

er
ʹs

 lo
ca

tio
n

Figure 2. Changes in the location of the finder.

Appl. Sci. 2022, 12, 12543 7 of 23 
 

 
Figure 3. Iterative change of adaptive weight. 

3.2.3. Adaptive t-Distribution Strategy 
In the later stage of SSA iteration, sparrows will move nearer to the optimum 

individual step by step. This leads to a decrease in the number of sparrows, and the 
algorithm may converge prematurely. This paper introduces adaptive t-distribution to 
optimize SSA to solve this problem. The t-distribution, Cauchy distribution, and Gaussian 
distribution are classical distributions in mathematics. The t-distribution is a particular 
distribution that can be converted between the Cauchy distribution and the Gaussian 
distribution, and it only needs to change its parameter n. When n = 1, the t-distribution is 
identical to the Cauchy distribution C (0, 1), and when n ≥ 30, the t-distribution is 
equivalent to the Gaussian distribution N (0, 1) [34]. The update equation for the location 
changes of sparrows using this strategy is described as below: 

1 t t ( )t
m m mX X X t ite r+ = + ⋅  (9) 

where 

1
2 2

1
2( ) 1 ,    

2

iteriterGam
xt iter x

iter iteriter Gamπ

+−
+ 

    = + − ∞ < < ∞    ⋅  
 

 (10) 

where 1t
mX +  stands for the new location information of the mth sparrow after t-

distribution variation, and t
mX  means the location information of the mth sparrow in the 

tth generation. ( )t i te r  is a t-distribution, and its degrees of freedom is the number of 
iterations of the SSA. Gam(x) is the Gamma function. 

The mutational update equation first uses the sparrow’s position in the current 
period. It adds the disturbance of the adaptive t-distribution, and its degree of freedom 
changes with the iteration of SSA. In the early stage of iteration, the t-distribution is similar 
to the Cauchy distribution, and the global search ability is improved. In the late iteration of 
SSA, the t- distribution becomes a Gaussian distribution, and the part search capability of the 
algorithm is enhanced at this time, which can make the convergent accuracy more accurate. 

3.3. Improved Sparrow Search Algorithm 
The above three strategies are introduced to improve the sparrow search algorithm 

so that the diversity of the population of SSA is improved, and the search method is 
improved to optimize the performance. The experimental results are presented in Section 

R
an

ge
 o

f w
 v

al
ue

s

Figure 3. Iterative change of adaptive weight.

3.2.3. Adaptive t-Distribution Strategy

In the later stage of SSA iteration, sparrows will move nearer to the optimum individ-
ual step by step. This leads to a decrease in the number of sparrows, and the algorithm may
converge prematurely. This paper introduces adaptive t-distribution to optimize SSA to
solve this problem. The t-distribution, Cauchy distribution, and Gaussian distribution are
classical distributions in mathematics. The t-distribution is a particular distribution that can
be converted between the Cauchy distribution and the Gaussian distribution, and it only
needs to change its parameter n. When n = 1, the t-distribution is identical to the Cauchy
distribution C (0, 1), and when n ≥ 30, the t-distribution is equivalent to the Gaussian
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distribution N (0, 1) [34]. The update equation for the location changes of sparrows using
this strategy is described as below:

Xt+1
m = Xt

m + Xt
m · t(iter) (9)

where t(iter) =
Gam

(
iter+1

2

)
√

iter · πGam
(

iter
2

)(1 +
x2

iter

)− iter+1
2

, −∞ < x < ∞ (10)

where Xt+1
m stands for the new location information of the mth sparrow after t-distribution

variation, and Xt
m means the location information of the mth sparrow in the tth generation.

t(iter) is a t-distribution, and its degrees of freedom is the number of iterations of the SSA.
Gam(x) is the Gamma function.

The mutational update equation first uses the sparrow’s position in the current period.
It adds the disturbance of the adaptive t-distribution, and its degree of freedom changes
with the iteration of SSA. In the early stage of iteration, the t-distribution is similar to the
Cauchy distribution, and the global search ability is improved. In the late iteration of SSA,
the t- distribution becomes a Gaussian distribution, and the part search capability of the
algorithm is enhanced at this time, which can make the convergent accuracy more accurate.

3.3. Improved Sparrow Search Algorithm

The above three strategies are introduced to improve the sparrow search algorithm so
that the diversity of the population of SSA is improved, and the search method is improved
to optimize the performance. The experimental results are presented in Section 5. Figure 4
is the flowsheet of the MISSA proposed in this paper, and the implementation procedure of
MISSA is illustrated in Algorithm 1.

Algorithm 1: The framework of MISSA.

/* Initialization */
1. Set the maximum number of evolutions as T;
2. Set the population number of sparrows as n;
3. Set the warning value as ST;
4. Set the number of finders as PD;
5. Set the number of threatened sparrows as SD;
6. Set the variation probability of t distribution as p;
7. Initialize the population of sparrows using Equation (5);
/* Iterative optimization */
8. while (t < T)
9. Calculate and rank the fitness values, and find the current best and worst individual;
10. ST = rand (1)
11. for I = 1: PD
12. Use Equation (7) to update the finder’s position;
13. end for
14. for i = (PD + 1): n
15. Use Equation (3) to update the follower’s position;
16. end for
17. for i = 1:SD
18. Use Equation (4) to update the threatened sparrow’s position;
19. end for
20. Generate a random number of m between (0,1);
21. If m < p, use Equation (9) to conduct interference variation on sparrow individuals;
22. Calculate the current new position;
23. If the new position is better than before, update it;
24. t = t + 1;
25. end while
26. Output the best solution
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4. Multi-Objective Antenna Design Method
4.1. MISSA-BP Surrogate Model

The BP neural network is a multi-layer network developed from MLP, with forwarding
propagation of inputs and backward propagation of obtained errors. Owing to BP neural
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network’s low computational cost and strong generalization ability, it has been favored
by many scholars [35]. The BP neural network comprises three layers: the input layer,
the output layer, and the hidden layer. The number of nodes in each layer is designed
according to the actual problem, and its brief structure is shown in Figure 5. It follows that
the output of the network is calculated as follows:

Ih = f1(
N

∑
i=1

whixi + θh) (11)

yk = f2(
H

∑
h=1

wkh Ih + θk) (12)

where whi and wkh indicate the weight connecting two different nodes; θh and θk correspond
to the threshold of hidden layer and output layer; f1 and f2 are activation functions of
corresponding layers of BP neural network.
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Figure 5. Structure of BP neural network model.

It can be seen from Equations (11) and (12) that some parameters of the neural network
determine the desired result yk that we want. Usually, using random parameters will
make the neural network unstable, and it is laborious to achieve the ideal objective during
optimization, resulting in insufficient accuracy of prediction. In this paper, MISSA is used
to deal with the problems of the traditional neural network to improve its performance.
MISSA will optimize the initial parameters, and the results will be output when the number
of iterations is reached. The MISSA-BP surrogate model is obtained by substituting these
optimized parameters into the neural network.

4.2. Multi-Objective Antenna Design Scheme Based on MISSA-BP

In this paper, the antenna surrogate model based on MISSA-BP is linked to the multi-
objective particle swarm optimization (MOPSO) [36] to design a multi-objective antenna.
MOPSO has fewer parameters and faster convergence compared to other multi-objective
algorithms. It can also obtain the set of solutions covering the whole search space and close
to the actual Pareto front with as few computational resources as possible. Each particle in
MOPSO consists of n-size parameters in the antenna to be optimized; that is, each particle
represents the structure of an antenna. By iterative search, when the end of the condition is
reached, the result can be output to get the antenna that meets the requirement.

Figure 6 is the design flow chart of the multi-objective antenna based on MISSA-BP.
The specific steps are as follows:
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Step 1. Determining the size parameters and length range of the antenna.
Step 2. Latin hypercube sampling (LHS) is used for uniform sampling within the length
range of the antenna, and the parameter set P is obtained.
Step 3. Substituting P into HFSS simulation software to obtain result set R.
Step 4. Building the neural network model using P and R.
Step 5. Using MISSA to optimize the parameters of the neural network, the surrogate
model M of MISSA-BP is obtained.
Step 6. Combine M and the MOPSO algorithm to design the multi-objective antenna.
Step 7. If the iteration is not completed, continue to step 5. Otherwise, end the optimization
and output the non-dominated solution set.
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5. Simulation and Verification
5.1. Verification of MISSA

To verify the accuracy and efficiency of the MISSA, PSO, GWO, WOA, and the original
SSA were added to the test to compare with it. The specific information of the ten classic
benchmark functions is shown in Table 1. The first five are unimodal, and the last five
are multimodal. The experiments were carried out in the same simulation environment.
The computer used is an Intel Core i7-10700 processor, 2.90 GHz, 16G RAM, Windows 10
system, and the simulation software is MATLAB R2020b and Ansys HFSS 2021 R1.
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Table 1. Benchmark function.

Type Expression Dimension Range Optimal Value

F1(x) =
n
∑

i=1
x2

i
30 [−100, 100] 0

Unimodal function

F2(x) =
n
∑

i=1

(
n
∑

j=1
xj

)2
30 [−100, 100] 0

F3(x) =
n

max
i=1
{|xi|, 1 ≤ i ≤ n} 30 [−100, 100] 0

F4(x) =
n
∑

i=1
[100(xi+1 − x2

i )
2
+ (xi − 1)2] 30 [−30, 30] 0

F5(x) =
n
∑

i=1
(|xi + 0.5|)2 30 [−100, 100] 0

Multimodal function

Multimodal function

F6(x) = −20 exp

(
−0.2

√
1
n

n
∑

i=1
xi

2

)
−

exp
(

1
n

n
∑

i=1
cos(2πxi))

)
+ 20 + e

30 [−32, 32] 0

F7(x) = 1
4000

n
∑

i=1
xi

2 −
n
∏
i=1

cos
(

xi√
i

)
+ 1 30 [−600, 600] 0

F8(x) =

 1
500 +

25
∑

j=1

1

j+
2
∑

i=1
(xi−aij)

6

−1
2 [−65, 65] 1

F9(x) =
11
∑

i=1

[
ai −

x1(bi
2+bi x2)

b2
i +bi x3+x4

]2
6 [−5, 5] 0.0003

F10(x) = −
5
∑

i=1

[
(X− ai)(X− ai)

T + ci

]−1
4 [0, 10] −10.153

PSO parameter setting: c1 = 1.6, c2 = 1.4, w = 0.75; GWO parameter setting: optimal
solution a is between [0, 2]; WOA parameter setting: a = 0, b = 1; SSA and MISSA parameter
setting: ST = 0.85, PD = 0.18, SD = 0.18. At the same time, the upper iteration limit of all
algorithms is T = 500, and the number of the population is N = 30.

The five algorithms are tested on every function for 30 cycles to avoid randomness, and
the corresponding results are taken. Table 2 records the relevant indicators corresponding
to the algorithm.

From Table 2, we know that in the solution of unimodal functions F1, F2 and F3,
MISSA is the only one that can obtain the optimal solution, and the standard deviation of
the F1 and F2 functions is also 0. When solving the function F1, only MISSA and SSA reach
the optimal solution. Regarding the solution of unimodal functions F4 and F5, the average
value and standard deviation of MISSA are obviously improved compared with other
algorithms. MISSA is the best among the five algorithms for solving unimodal functions. In
the last five multimodal functions, for the solution of F6 and F7, the accuracy and stability
of MISSA and SSA are the same as the results. Still, in the resolution of F8, F9, and F10, the
three indicators of MISSA are the best among the comparison algorithms.

To directly see the changes in the convergent speed and accuracy of various algorithms,
the average fitness convergence of the five algorithms when solving ten benchmark func-
tions is plotted. Figure 7 distinctly displays that when the optimization test is performed
for ten benchmark functions, MISSA can achieve the desired effect relatively quickly and
perform well.
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Table 2. Benchmark function test results.

Function Statistical Value PSO GWO WOA SSA CASSA

F1
Optimal value 2.121 × 10−6 3.455 × 10−29 3.409 × 10−84 0 0
Average value 3.596 × 10−4 1.118 × 10−27 1.488 × 10−71 1.777 × 10−36 8.481 × 10−208

Standard deviation 0.001 × 10−1 1.843 × 10−27 8.126 × 10−71 9.732 × 10−36 0

F2
Optimal value 2.120 × 101 1.148 × 10−08 1.715 × 10−4 2.485 × 10−150 0
Average value 8.659 × 101 1.617 × 10−05 4.397 × 10−4 2.544 × 10−38 1.221 × 10−176

Standard deviation 3.380 × 101 5.478 × 10−05 1.561 × 10−4 1.393 × 10−37 0

F3
Optimal value 8.659 × 10−1 1.308 × 10−7 1.343 × 10−2 1.475 × 10−125 0
Average value 1.167 × 100 9.467 × 10−7 5.788 × 101 2.822 × 10−30 3.130 × 10−102

Standard deviation 0.255 × 100 9.013 × 10−7 2.941 × 101 1.546 × 10−29 1.715 × 10−101

F4
Optimal value 1.979 × 101 2.612 × 101 2.705 × 101 9.946 × 10−5 6.366 × 10−9

Average value 8.433 × 101 2.714 × 101 2.774 × 101 2.205 × 10−2 4.824 × 10−5

Standard deviation 6.299 × 101 5.031 × 101 3.579 × 101 1.573 × 10−2 7.446 × 10−5

F5
Optimal value 1.439 × 10−5 8.346 × 10−5 1.032 × 10−1 2.512 × 10−5 6.265 × 10−12

Average value 9.862 × 10−5 7.996 × 10−1 3.877 × 10−1 1.128 × 10−4 3.552 × 10−7

Standard deviation 9.323 × 10−5 3.995 × 10−1 2.774 × 10−1 9.484 × 10−5 5.638 × 10−7

F6
Optimal value 2.047 × 10−3 6.484 × 10−14 8.882 × 10−16 8.882 × 10−16 8.882 × 10−16

Average value 1.954 × 10−1 9.780 × 10−14 4.204 × 10−15 8.882 × 10−16 8.882 × 10−16

Standard deviation 4.740 × 10−1 1.706 × 10−14 2.072 × 10−15 0 0

F7
Optimal value 1.225 × 10−6 0 0 0 0
Average value 7.894 × 10−3 4.795 × 10−3 5.600 × 10−3 0 0

Standard deviation 9.217 × 10−3 7.407 × 10−3 3.067 × 10−2 0 0

F8
Optimal value 9.980 × 10−1 9.980 × 10−1 9.980 × 10−1 9.980 × 10−1 9.980 × 10−1

Average value 3.619 × 100 4.647 × 100 2.412 × 100 9.047 × 100 9.980 × 10−1

Standard deviation 3.290 × 100 4.597 × 100 2.196 × 100 4.701 × 100 3.172 × 10−8

F9
Optimal value 6.058 × 10−4 3.075 × 10−4 3.085 × 10−4 3.075 × 10−4 3.074 × 10−4

Average value 9.094 × 10−4 3.758 × 10−3 5.781 × 10−4 3.737 × 10−4 3.129 × 10−4

Standard deviation 1.217 × 10−4 7.557 × 10−3 3.153 × 10−4 1.686 × 10−4 5.753 × 10−6

F10
Optimal value −1.015 × 101 −1.015 × 101 −1.015 × 101 −1.015 × 101 −1.015 × 101

Average value −7.699 × 100 −9.315 × 100 −8.271 × 100 −1.015 × 101 −1.015 × 101

Standard deviation 2.927 × 100 2.216 × 100 2.722 × 100 6.009 × 10−4 3.860 × 10−6

Appl. Sci. 2022, 12, 12543 13 of 23 
 

F10 
Optimal value −1.015 × 101 −1.015 × 101 −1.015 × 101 −1.015 × 101 −1.015 × 101 
Average value −7.699 × 100 −9.315 × 100 −8.271 × 100 −1.015 × 101 −1.015 × 101 

Standard deviation 2.927 × 100 2.216 × 100 2.722 × 100 6.009E × 10−4 3.860 × 10−6 

From Table 2, we know that in the solution of unimodal functions F1, F2 and F3, 
MISSA is the only one that can obtain the optimal solution, and the standard deviation of 
the F1 and F2 functions is also 0. When solving the function F1, only MISSA and SSA reach 
the optimal solution. Regarding the solution of unimodal functions F4 and F5, the average 
value and standard deviation of MISSA are obviously improved compared with other 
algorithms. MISSA is the best among the five algorithms for solving unimodal functions. 
In the last five multimodal functions, for the solution of F6 and F7, the accuracy and 
stability of MISSA and SSA are the same as the results. Still, in the resolution of F8, F9, 
and F10, the three indicators of MISSA are the best among the comparison algorithms. 

To directly see the changes in the convergent speed and accuracy of various 
algorithms, the average fitness convergence of the five algorithms when solving ten 
benchmark functions is plotted. Figure 7 distinctly displays that when the optimization 
test is performed for ten benchmark functions, MISSA can achieve the desired effect 
relatively quickly and perform well. 

 

(a) (b)

(c) (d)

Figure 7. Cont.



Appl. Sci. 2022, 12, 12543 13 of 22
Appl. Sci. 2022, 12, 12543 14 of 23 
 

 

Figure 7. Convergent curve of five algorithms on ten benchmarks functions: (a) function F1; (b) 
function F2; (c) function F3; (d) function F4; (e) function F5; (f) function F6; (g) function F7; (h) 
function F8; (i) function F9; (j) function F10. 
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5.2. Validation of MISSA-BP Surrogate Model

The structure of the tri-band antenna used in this paper is shown in Figure 8 [37].
Figure 9 shows the 3D view of the antenna in the high-frequency structure simulator (HFSS).
Since the frequency band of this antenna is within 10 GHz, an FR-4 substrate is used. The
dielectric constant of the substrate is 4.4, and the thickness is 1.6 mm. The FR-4 substrate
has the characteristics of low cost and high flexibility, which is convenient for making the
antenna into a real object later. Table 3 shows the length range of the tri-band antenna sizes.
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Table 3. Length range of the tri-band antenna sizes (unit: mm).

Parameter W W1 W2 W3 W4

Range [22, 26] [4, 6] [2.5, 3.5] [1.5, 2.5] [0.5, 1.5]

Parameter L L1 L2 L3 L4

Range [48, 50] [18, 20] [11, 13] [6, 8] [8, 10]
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Within the range given in Table 1, using LHS to obtain 100 groups of data. Then the
data is simulated by using HFSS 2021 R1, the reflection coefficient is obtained, and 20
sampling frequency points are uniformly selected as a result of set R. 90 of the 100 sets of
corresponding data are employed to train the network that we need. The remaining ten
sets can be verified for the training effect. The number of input layer nodes of the BP neural
network is the same as the antenna structure parameters in Table 1 (i.e., 10). The output
layer nodes correspond to the selected 20 sampling frequency points (i.e., 20). To get the
desired outcome, the number of hidden layer nodes is determined [15,25] for five tests,
and it is found that selecting 17 nodes is the best. Therefore, the structure adopted by the
neural network is 10-17-20, then using MISSA to deal with flaws of networks. According to
the parameter settings of the literature and many tests, we determine some parameters of
MISSA. The upper limit of the number of iterations is 100, the scale of the initial population
is 30, the proportion of the finders is 0.2, the optimization result is substituted into the
network structure, and the surrogate model based on MISSA-BP is obtained.

To prove relevant indicators of the surrogate model based on MISSA-BP, SVR [5],
Kriging [8], PSO-BP, GWO-BP, WOA-BP, SSA-BP, and MISSA-BP surrogate models are
constructed for performance comparison. The number of iterations is 200, and the other
parameter settings are consistent with Section 5.1. The indicators of evaluation are mean
square error (MSE) and mean absolute percentage error (MAPE).

MSE =
1
20

20

∑
n=1

∣∣R(n)− R(n)
∣∣2 (13)

MAPE =

20
∑

n=1

∣∣∣ R(n)−R(n)
R(n)

∣∣∣
20

× 100% (14)

where R(n) is the actual data of the electromagnetic software and R(n) is the simulation
data obtained from the MISSA-BP model.

Each optimized surrogate model performs ten independent predictions on the test set,
and Table 4 shows the average accuracy of prediction and time-consuming. The average
training fitness iteration curves of PSO-BP, GWO-BP, WOA-BP, SSA-BP, and MISSA-BP
surrogate models are shown in Figure 10.

Table 4. Prediction accuracy of each optimized agent model.

Surrogate Model MSE MAPE/ (%) Time-Consuming (s)

SVR [5] 3.86 19.69 15.56
Kriging [8] 3.78 16.76 14.33

BP 3.70 15.68 10.12
PSO-BP 2.74 11.35 9.92

GWO-BP 3.05 11.87 9.61
WOA-BP 3.42 12.02 9.57
SSA-BP 2.05 10.15 9.32

MISSA-BP 0.87 7.14 7.16

From the data in Table 4, we can see that both MES and MAPE of the MISSA-BP
surrogate model are obviously smaller than the other models, the accuracy is higher, and
the time is shorter. Figure 10 shows that the MISSA-BP has the best fitness compared
with other models in the same iteration times, and with the increase of iteration times, the
performance of MISSA-BP becomes better and better. Therefore, the MISSA-BP model can
substitute for the high-fidelity electromagnetic software and simultaneously design the
antenna with the MOPSO algorithm.
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5.3. Design of Multi-Objective Antenna

Using the MISSA-BP model constructed in part 5.2 united with MOPSO, the antenna
is designed with multiple objectives. The design optimization objective of the antenna: (1)
Keep the antenna as small as possible, i.e., F1 = W × L. (2) Make the center frequency point
of the antenna in the following range, 1.97–2.29 Ghz, 4.88–5.46 Ghz, and 7.18–7.54 Ghz
works in S and C bands and can be applied to WLAN wireless network and high-frequency
communication. The equations are as follows:

F2 =

20
∑

n=1
f (xn)

20
(15)

where f (xn) =

{
S11(xn) S11(xn) < −10
−10 S11(xn) > −10

where xn is the nth sampling frequency point; S11(xn) is the reflection coefficient S11 of the
corresponding frequency point.

After multiple tests, the MOPSO parameters are set as below: particle swarm scale
is 200, the dimension of the particle is 10, the upper limit of velocity is 1, the number
of iterations is 300, and the weight parameter is reduced regular from 1 to 0.5, and the
learning factor is 2.05. The MISSA-BP surrogate model and MOPSO start to iterate together
to optimize objectives F1 and F2. The range of optimized antenna size parameters is given
in Table 3. When MOPSO reaches the set number of iterations, the procedure ends, and
the obtained Pareto Front is shown in Figure 11. In Figure 11, each point represents an
antenna model. The antenna sizes can be obtained from the output data, which are within
the specified range. The procedure is run repeatedly five times, each time selecting one
from the obtained set of solutions. Table 5 shows the detailed sizes of the five antennas. It
can be seen from Table 5 that all ten dimensions are within the range specified in Table 3
and meet the design requirements.
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Table 5. Optimal size parameters of the tri-band antenna (unit: mm).

W W1 W2 W3 W4 L L1 L2 L3 L4

antenna model x (1) 23.26 5.96 3.32 1.81 0.99 48.63 19.87 11.05 6.49 9.88
antenna model x (2) 22.55 5.64 3.09 1.64 1.49 48.28 18.90 11.25 7.09 9.33
antenna model x (3) 24.43 5.55 3.33 2.11 1.31 49.21 19.12 11.06 6.11 9.94
antenna model x (4) 23.39 5.03 2.93 2.10 1.19 49.20 19.11 11.09 6.36 9.96
antenna model x (5) 23.46 5.07 3.37 1.86 0.75 48.73 18.73 11.63 7.04 9.97

The reflection coefficient curves of the five groups of antennas simulated in HFSS software
look like Figure 12. Furthermore, five groups of antenna models are simulated with the HFSS
software for the 3D polar plot, and the results are shown in Figure 13. The 3D polar plot of the
antenna is an important graph to measure the performance of the antenna, from which we
can observe the parameters of the antenna, such as radiation direction, gain, etc. Figure 12
shows that the designed antennas meet objective F2, and the reflection coefficients are all less
than −10 dB in the corresponding frequency band, which can work perfectly.
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Figure 13. Simulated results from the obtained structure of the tri-band antenna of HFSS: (a) 3D polar
plot of antenna model x (1) at 2.17 GHz; (b) 3D polar plot of antenna model x (1) at 5.28 GHz; (c) 3D
polar plot of antenna model x (1) at 7.45 GHz; (d) 3D polar plot of antenna model x (2) at 2.17 GHz;
(e) 3D polar plot of antenna model x (2) at 5.28 GHz; (f) 3D polar plot of antenna model x (2) at 7.45
GHz; (g) 3D polar plot of antenna model x (3) at 2.17 GHz; (h) 3D polar plot of antenna model x (3) at
5.28 GHz; (i) 3D polar plot of antenna model x (3) at 7.45 GHz; (j) 3D polar plot of antenna model x
(4) at 2.17 GHz; (k) 3D polar plot of antenna model x (4) at 5.28 GHz; (l) 3D polar plot of antenna
model x (4) at 7.45 GHz; (m) 3D polar plot of antenna model x (5) at 2.17 GHz; (n) 3D polar plot of
antenna model x (5) at 5.28 GHz; (o) 3D polar plot of antenna model x (5) at 7.45 GHz.

The planar tri-band antenna can meet the antenna design requirements in three fre-
quency bands, less than −10 dB, which are suitable for WLAN wireless networks and
high-frequency communication. It can be seen from Figure 13 that in the two-center fre-
quencies of 2.17 GHz and 5.28 GHz, the 3D polar plots of antennas are relatively regular,
indicating that the radiation direction is relatively uniform, and the gain is higher than
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1.8 dB, which meets the design requirements. When the center frequency reaches 7.45 GHz,
although the gain of the antenna is enhanced, the directivity becomes worse, resulting
in the 3D directional map of the antenna becoming irregular. In general, the reflection
coefficient and gain of the designed antenna can meet the requirements of the three-center
frequency of 2.17 GHz, 5.28 GHz, and 7.45 GHz.

The time comparison between using HFSS electromagnetic simulation software and
the method used in this paper to optimize the antenna structure is shown in Table 6. The
running time of HFSS electromagnetic simulation software is about 47.70 s per simulation.
The optimization of the antenna in this paper by HFSS requires about 1900 simulations,
which takes 25.18 h in total. Using the method proposed in the paper to design the antenna,
it takes one hundred simulations to build the model, and the total time is 1.55 h, which is
only 6.14% of the HFSS method.

Table 6. Time comparison of different antenna optimization methods (unit: s).

Optimization
Method

Surrogate
Model

Multi-Objective
Optimization

CPU Time

Total Relative (%)

HFSS - - 90,630 100
Proposed method 4770 798 5568 6.14

Finally, we have fabricated the antenna model x (1) in Table 5 and measured the reflec-
tion coefficient of the antenna. The real antenna is shown in Figure 14, and the measured
results of the reflection coefficient are shown in Figure 15. It is easy to see from Figure 15
that the measured and simulated results of the antenna are very similar. The reflection
coefficient is less than −10 dB in the three frequency bands, and the measured results
conform to the expected objective. This further illustrates the effectiveness and practicality
of the method proposed in this paper. From all the results above, it is demonstrated that the
proposed method has high prediction accuracy, dramatically improves the time-consuming
aspect, and can quickly design the antenna to meet the requirements.
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6. Conclusions

This paper presents a design method for the multi-objective antenna, which can be
used to design the antenna quickly. This method is implemented using an improved SSA
to optimize the surrogate model. First, the sparrow search algorithm is improved by using
three strategies, namely the chaotic map, inertia weight, and t-distribution, to enhance
its searchability and optimization performance. Secondly, the proposed new algorithm is
applied to the original neural network, and the surrogate model based on MISSA-BP is
constructed. Finally, the surrogate model is united with the MOPSO algorithm to resolve
the difficulties in multi-objective antenna design. The relevant results state that MISSA
performs better, and this MISSA-BP model can accurately predict the performance of the
antenna. The accuracy is significantly improved and less time-consuming. This method
has good practical value and significance for the design of the multi-objective antenna.
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