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Detailed explanation of PBDD parameters 

The porphyrin molecules stored in the database are stored in multiple parts. These 

include three side groups (R1, R2, R3), an anchoring group(A), the main structure of 

the porphyrin and the central metal with the axial ligand(M).  

In the key R1，R2，R3, the code names of the side groups are stored. The 

corresponding relationship between the structure and the code name of the side group 

is shown in 



 

 

  

Figure S1. Each side group in each porphyrin molecule will independently select a 

structure from it and connect with the main part of the porphyrin molecule at "*". 



 

 

  

Figure S1 Display of side groups and their code names 

Similar to the side group, key A records the code name of the anchor group of the 

porphyrin molecule. The code and structure of the anchor group are shown in Figure 

S2, and "*" indicates the connection with the main body of the porphyrin molecule. 



 

 

 

Figure S2 Anchor group and its code display 

The codes stored in the key M correspond to the main structure of the porphyrin 

molecule and the central metal and the axial ligands on the central metal. There are a 

total of 6 kinds of codes, which are “H2P” “ZnP” “FZnP” “TiOP” “FTiOP” “TiO2RP”. 



 

 

When M is "FZnP" or "FTiOP", all the hydrogen atoms on the 8 β positions of the 

porphyrin molecule are replaced by fluorine atoms. When M is "H2P", the porphyrin 

molecule has no central metal. When M is "ZnP" or "FZnP", the central metal of the 

porphyrin molecule is a zinc atom, and there is no axial ligand. When M is "TiOOP" or 

"FTiOP", the central metal is titanium, and the axial ligand is hydroxyl, as shown in the 

middle of the Figure S3. When M is "TiO2RP", its central metal and axial ligands are 

the structures shown on the right side of the Figure S3. 

 

Figure S3 The code name of the key M and its corresponding structure 

 

Method – Model Architecture 

There are many different types of models used in the field of deep learning, and there 

are two main types of models that have excelled in the field of chemistry. One is the 

graph structure-based neural network, which treats the molecular structure formula as 

a non-Euclidean graph, with the atoms that make up the molecule as points and the 

bonds between atoms as edges. In this type of deep learning model, we have chosen 

three models: graph convolutional neural networks, message passing neural networks 



 

 

and directed message passing neural networks. 

 

Graph Convolutional Neural Networks(GCN) A graph neural network is a process 

that propagates information about nodes and edges in a non-Euclidean graph, and then 

compares the results of multiple propagations with existing results to update the 

parameters in the model for training purposes. A simplification of the steps in a graph 

neural network can be as follows. 

Denote the eigenvector of a node V as vX , and the eigenvector of the edge associated 

with the node V  as [ ]CO vX , [ ]ne vX  denoting the eigenvector of the neighboring nodes 

of the node V . 

vh  denotes the state embedding with node V . Obtaining the state embedding of each 

node is the learning goal of the graph neural network. [ ]ne vh  means the state embedding 

of the neighboring nodes of node V . 

Let the function f  be used to update the state embedding of a node based on the 

information of the node and neighboring nodes, called the local transfer function, i.e.  

[ ] [ ] [ ]( ), , ,v v CO v ne v ne vh f X X h X=  

Let function g  be a local output function that maps the resulting node state embedding 

to the data labels of downstream tasks, i.e. 

( ),v v vo g h X=  



 

 

The global transfer function F  and the global output function G  can be obtained 

by iterating the above two functions over all the nodes and superimposing them several 

times, i.e. 

 
( )

( )

1 ,

,

t t

N

H F H X

O G G X

+ =

=
 

The model is a GCN model when the transfer function F  and G  in the above 

equation are functions associated with convolution. 

In this paper, we used GCN from DeepChem[1] to train the PDBB, using the method 

mentioned in this literature to characterize the molecules[2]. 

 

Message Passing Neural Network (MPNN) The MPNN is developed from the spatial 

domain convolution in the traditional graph convolutional neural network, which 

abstracts GCN into a deep learning framework consisting of two phases, the message 

passing phase U  and the readout phase R . The formula is shown below: 
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In this paper, we used an MPNN model built from the Keras library[3] and trained the 

data. In this model, we used the rdkit library[4,5] to extract features from the molecules, 

including atomic features, bond-forming atoms and chemical bond features. 



 

 

 

Directed Message Passing Neural Network(D-MPNN) DMPNN is a further 

development of MPNN. Rather than using messages associated with vertices (atoms), 

D-MPNN uses messages associated with directed edges (bonds). Compared to the atom 

based message passing approach, this message passing procedure is more similar to 

belief propagation in probabilistic graphical models.[6] We used the model mentioned 

in this literature,[7] which can read both atomic and chemical bond information and 

molecular descriptor information of a molecule. 

 

String-based Model 

Another class of models is the Transformer and BERT models for NLP, which treat 

molecular representation as a language and molecular property prediction as a neural 

network-based translation problem. Simply put, it is the translation of SMILES into 

molecular properties. Next a brief introduction to Transformer and BERT. 

Transformer Transformer[8] is a relatively new class of NLP models based entirely 

on Attention mechanisms[9]. The formula for Attention is shown as follows: 
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Q, K, V are input embedding matrices and kd  is the embedding dimension. Its unique 

model architecture allows it to have better performance and better interpretability than 



 

 

traditional RNN, seq2seq and other models when dealing with chemical molecular 

formulae. We used the Transformer provided in SimpleTransformer.ai[10] to train the 

data. 

BERT BERT[11], known as Bidirectional Encoder Representation from Transformers, 

is a pre-trained language representation model. It emphasizes the use of the new masked 

language model (MLM) instead of the traditional unidirectional language model or the 

shallow splicing of two unidirectional language models for pre-training as in the past. 

This architecture makes it somewhat more powerful than the Transformer model in 

terms of performance. 

In this work we use the BERT model built by Philippe Schwaller[12], which called 

rxnfp. This model was originally used for chemical reaction yield prediction[13], but 

with some simple adjustments we used it for molecular property prediction. 

 

Transfer Learning 

Our chosen database stores data on more than 12,000 porphyrins, which is still slightly 

inadequate when compared to other open-source chemical databases such as QM7, 

QM9 and tox21. Therefore, we also investigated the impact of transfer learning on the 

generalization ability of the model. Transfer learning is divided into two steps, pre-

training and fine-tuning, where a larger dataset is first used for multiple rounds of 

training and the parameters of the completed model are saved, called the pre-trained 



 

 

model. The pre-trained model is then trained with a smaller dataset (in this 

paper,PBDD), and the parameters of the pre-trained model are adjusted slightly to 

obtain a better performing model. 

We used several models provided in ChemBERTa[14], which are pre-trained models 

trained using open source datasets such as those provided in PubChem, which can be 

invoked for training via Hugging face[15] and SimpleTransformer.ai. 

In addition, we randomly selected one million SMILES of organic molecules from the 

open source database ZINC15[16] and did unsupervised learning on the BERT model, 

and the resulting model was used as a pre-trained model for the BERT model. 

In summary, we have chosen GCN, MPNN and D-MPNN models in the direction of 

graph neural networks, and transformer and BERT models in the direction of NLP, and 

compared the effectiveness of these two models for transfer learning. 

 

TreeMAP 

TMAP is a very fast library for visualizing large, high-dimensional datasets, allowing 

us to very easily downscale and visualize high-dimensional molecular features to two 

dimensions and presents this two-dimensional data in the form of a tree diagram. 

[17]This tree-based layout helps chemists to better find relationships between 

molecules in chemical space by clearly showing the closest distances between clusters 



 

 

and by showing the detailed structure of clusters through branches and sub-branches  

Model evaluation The data used in this paper are all labelled data, so the most widely 

used regression coefficients (R2), root mean square error (RMSE) and mean absolute 

error (MAE) in supervised learning are used to evaluate the model results. Its 

calculation formula is as follows： 

Assuming that there are a total of n  known observations of 1 2 3, ,y y y   in a data set, 

the corresponding predicted value 1 2 3, ,f f f   is obtained after prediction by the 

model. 
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Results  

Model performance comparison summary To make model performance data more 

convincing, we performed 10 parallel training sessions using each of the screened 

deep learning models, and after averaging the data from the 10 training sessions, we 

obtained the results shown in Figure S4 

 

Figure S4 Comparison of evaluation results of all model test sets 



 

 

 

Figure S5 Comparison of results of ChemBERTa pre-trained models. 
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