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Abstract: Due to the imaging mechanism of synthetic aperture radar (SAR), it is difficult and costly to
acquire abundant labeled SAR images. Moreover, a typical matched filtering (MF) based image faces
the problems of serious noise, sidelobes, and clutters, which will bring down the accuracy of SAR target
classification. Different from the MF-based result, a sparse image shows better quality with less noise
and higher image signal-to-noise ratio (SNR). Therefore, theoretically using it for target classification
will achieve better performance. In this paper, a novel contrastive domain adaptation (CDA) based
sparse SAR target classification method is proposed to solve the problem of insufficient samples. In
the proposed method, we firstly construct a sparse SAR image dataset by using the complex image
based iterative soft thresholding (BiIST) algorithm. Then, the simulated and real SAR datasets are
simultaneously sent into an unsupervised domain adaptation framework to reduce the distribution
difference and obtain the reconstructed simulated SAR images for subsequent target classification.
Finally, the reconstructed simulated images are manually labeled and fed into a shallow convolutional
neural network (CNN) for target classification along with a small number of real sparse SAR images.
Since the current definition of the number of small samples is still vague and inconsistent, this paper
defines few-shot as less than 20 per class. Experimental results based on MSTAR under standard
operating conditions (SOC) and extended operating conditions (EOC) show that the reconstructed
simulated SAR dataset makes up for the insufficient information from limited real data. Compared
with other typical deep learning methods based on limited samples, our method is able to achieve
higher accuracy especially under the conditions of few shots.

Keywords: synthetic aperture radar (SAR); convolutional neural network (CNN); contrastive domain
adaptation (CDA); few-shot learning; target classification

1. Introduction

Different from a conventional optical system, synthetic aperture radar (SAR) is able to
work under all-day and all-weather conditions, and hence has been widely used in several
military and civilian fields [1,2]. Automatic target recognition (ATR) is one of the important
research topics in SAR image processing [3,4]. It consists of three modules, target detection,
target discrimination, and target classification, whose key process is target classification.
However, the limitation of feature extraction technique hinders the development of target
classification. The appearance of deep learning can automatically extract target features
instead of manual extraction, which promotes the development of image processing. In
2006, Hinton et al. introduced the concept of deep learning, indicating that a multi-layer
convolutional neural network (CNN) has great potential for learning target features [5].
In 2012, Krizhevsky et al. proposed the first deep CNN model called AlexNet for image
classification and won the ImageNet competition with its top-5 error being 17.0%. It made
deep learning become popular in the field of image processing [6,7]. Since then, various
networks such as GoogLeNet [8], ResNet [9], DenseNet [10] have appeared. Nowadays,
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deep learning methods represented by CNN have been successfully applied to optical image
processing. However, compared with abundant labeled datasets in optical images, acquiring
labeled SAR images is difficult and expensive. Lack of sufficient labeled SAR data limits
the development of deep learning in SAR target classification. In addition, those models
that work for optical images could not be used directly for SAR images. Therefore, how to
use limited SAR data to improve the performance of SAR target classification has become a
research hot spot in the recent years.

Research on a small sample can be separated into three areas, i.e., data augmentation,
transfer learning, and model design. Data augmentation mainly focuses on the input data.
Transfer learning aims to utilize information from datasets of other domains to support the
target domain. Model design aims to propose a new framework suitable for SAR image
processing. In 2016, Ding et al. proposed to use three types of data augmentation tech-
nologies to alleviate the problem of target translation, speckle noise, and pose missing,
respectively [11]. In the same year, Chen et al. introduced the new classification framework
all-convolutional networks (A-ConvNet), which only contains convolutional layers and
down-sampling layers, greatly reducing the parameters in the network [12]. Experimental
results based on the MSTAR dataset demonstrate that its classification accuracy reaches
99.13% when all training samples are input data. In 2017, Hansen et al. revealed the feasibil-
ity of transfer learning between a simulated dataset and a real SAR image. It shows that
transfer learning enables CNNs to achieve faster convergence and better performance [13].
Lin et al. imitated the principle of ResNet and designed a convolutional highway unit
(CHU) to solve the gradient-vanishing problem caused by training deep networks with
limited SAR data [14]. In 2019, Zhong et al. proposed to transfer the convolutional layers of
the model which is pretrained on ImageNet and compress the model using a filter-based
pruning method. As the training data increase to 2700 images per class, the classification
accuracy can reach 98.39% [15]. Wang and Xu proposed a novel concatenated rectified
linear unit (CReLU) instead of rectified linear unit (ReLU) in order to preserve negative
phase information and obtained double feature maps of the previous layer. Experiments
on the MSTAR dataset show that the accuracy can reach 88.17% with only 20% of training
data [16]. Considering the limited labeled SAR images, Zhang et al. proposed to train a
generative adversarial network (GAN) using abundant unlabeled SAR images to apply
general characteristics of SAR images to SAR target recognition [17]. Then, Zheng et al.
proposed a multi-discriminator GAN (MD-GAN) based on GAN to promote the framework
to distinguish generated pseudo-samples from real input data, ensuring the quality of gener-
ated images [18]. In 2020, Guo et al. proposed a compact convolutional autoencoder (CCAE)
to learn target characteristics. A typical convolutional autoencoder (CAE) fails to enhance
the compactness of targets between the same class. CCAE adopts a pair of samples from the
same class as input so as to minimize the distance between intra-class samples. Experiments
on target classification demonstrate that CCAE can reach 98.59% accuracy [19]. Huang et al.
evaluated the efficiency of transfer learning in 2020 and introduced a multi-source domain
method to reduce the difference between data of source and target domains to improve
the performance of transfer learning. Results on the OpenSARShip dataset validate that
the smaller difference gap, the better transfer learning performs [20]. In 2021, Guo et al.
verified the feasibility of cross-domain learning from an optical image to a SAR image, and
applied the idea to object detection by adding a domain adaptation module to the Faster
R-CNN model [21]. In 2022, Yang et al. proposed a dynamic joint correlation alignment
network (DJ-CORAL) used for SAR ship classification. It firstly transforms heterogeneous
features from two domains into a public subspace to eliminate the heterogeneity, then
conducts heterogeneous domain adaptation (HDA) to realize domain shift minimization.
Compared with existing semi-supervised transfer learning methods, DJ-CORAL presents
better performance [22].

Different from optical images, phase information is unique to SAR images; research on
how to make full use of SAR images has made progress. In 2017, Zhang et al. first proposed
an architecture called complex-valued CNN (CV-CNN) oriented for SAR target classification.
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Experimental results show that CV-CNN achieves higher classification accuracy with phase
information being part of input data [23]. Coman et al. divided phase information into real-
part and imaginary-part information, and adopted amplitude-real-imaginary three-layer
data to form the input data. Results on MSTAR present about 90% accuracy, which alleviates
the over-fitting problem caused by the lack of training data [24]. On the basis of CV-CNN,
Yu et al. improved the network by introducing a complex-valued fully convolutional neural
network (CV-FCNN) in 2020. CV-FCNN only consists of convolutional layers in order
to avoid the overfitting problem caused by large amount of parameters. Experiments on
MSTAR validate that CV-FCNN presents better performance than CV-CNN [25].

Many achievements in SAR target classification are on the basis of matched filter-
ing (MF) recovered images. The introduction of sparse SAR imaging technology solves
the problem that the quality of MF-based SAR images is severely affected by noise, side-
lobes, and clutters. Typical sparse recovery algorithms such as iterative soft thresholding
(IST) [26,27] and orthogonal matching pursuit (OMP) [28,29] are able to improve the image
quality by protruding the target while suppressing background clutter. In 2018, a novel
sparse recovery algorithm based on IST was proposed, named as BiIST [30,31]. Compared
with OMP and IST, BiIST can enhance target characteristics while remaining an image
statistical distribution. Then, in 2021, Bi et al. combined a sparse SAR dataset with typical
detection frameworks, i.e., YOLOv3 and Faster R-CNN, showing that higher accuracy can be
achieved when using a sparse SAR image instead of an MF-based image as input data [32].
In 2022, Deng et al. proposed a novel sparse SAR target classification framework called
amplitude-phase CNN (AP-CNN) to utilize both magnitude and phase of a sparse SAR
image recovered by BiIST. Classification network comparison shows that the combination
of the sparse SAR dataset and AP-CNN achieves optimal performance [33].

In this paper, we propose a novel sparse SAR target classification method based on
contrastive domain adaptation (CDA) for a few shots. In the proposed method, we firstly use
the BiIST algorithm to improve the MF-based SAR image performance, and hence construct
a novel sparse SAR dataset. Then, the simulated dataset and constructed sparse dataset are
sent into an unsupervised domain adaptation framework, so as to transfer target features and
minimize distribution difference. After the CDA operation, the reconstructed simulated SAR
image which has a similar background distribution and target features to real SAR image
will be manually labeled for subsequent classification. Finally, the reconstructed simulated
SAR image will be trained in a shallow CNN along with a few real samples. Experimental
results based on the MSTAR dataset under standard operating conditions (SOC) show
that compared to several typical deep learning methods for SAR target classification, the
proposed method presents similar or better performance with enough real samples. With the
decrease of the number of real SAR images, the proposed method achieves higher accuracy
than other methods, showing great potential for application in real scenes under the extreme
shortage of labeled real images.

The main contributions of this paper can be concluded as follows. 1. This paper first
applies an unsupervised contrastive domain adaptation framework to minimize the distribu-
tion difference between a simulated SAR dataset and real sparse SAR images so as to facilitate
transfer learning in sparse SAR image classification. 2. In view of the serious shortage of
labeled SAR images in practical applications, the proposed method improves classification
accuracy with the real sparse SAR images being reduced to single digits per class.

The rest of this paper is organized as follows. Section 2 introduces the procedure of
constructing a sparse real dataset by the BiIST algorithm and the principle of the common
transfer learning method. The key process of the proposed algorithm, i.e., CDA, is discussed
in Section 3, including components of the unsupervised domain adaptation framework and
theories of minimizing the distribution difference between the two datasets. The model of
CNN used for target classification is described in Section 4. Experiments based on the sparse
MSTAR dataset and the reconstructed simulated dataset under different conditions are
shown in Section 5. Section 6 analyzes the experimental results in detail. At last, Section 7
concludes this work.
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2. Methodology
2.1. BiIST-Based Sparse SAR Dataset Construction

Although the SAR image recovered by the MF algorithm is more convenient to obtain,
it has serious noise with ambiguous target features, which affects its further application
in target classification. Therefore, we want to obtain higher-quality images to support
subsequent applications. Using the MF-based image XMF as input, the sparse SAR imaging
model based on complex image data can be expressed as [22,23]

XMF = X + N (1)

where X is the backscattering coefficient of the interested area to be recovered, N represents
the difference between XMF and X. Then, we can reconstruct X by solving

X̂ = min
X

{
‖XMF − X‖2

F + λ‖X‖1

}
(2)

where λ is the regularization parameter and subscript F denotes the Frobenius norm. As
demonstrated in [22,23], BiIST is able to output two kinds of sparse SAR images called sparse
solution (XSP) and non-sparse solution (XNSP). Similar to OMP and IST, XSP improves the
image quality with less noise but damages the background distribution and phase infor-
mation. Compared with XSP, XNSP not only obtains improved SAR image while remaining
the background distribution, offering more information for subsequent CDA and target
classification. In the following, the real sparse SAR image refers to XNSP recovered by BiIST.

2.2. Transfer Learning

The idea of transfer learning (TL) in the field of computer vision (CV) aims to imitate
human learning behavior. Firstly, the deep learning frameworks are pretrained on large
amounts of data to learn the general features, then these frameworks are applied to specific
tasks to reduce calculation and improve performance. Benefiting from the abundant optical
image datasets, transfer learning is widely used in practical applications. The traditional
transfer learning method is shown in Figure 1. It can be seen that after pretraining the frame-
work with abundant data in source domain, only the last fully connected layer is randomly
initialized while parameters in the rest of the framework are fixed. The number of classes in
the dataset used for pretraining the network is then changed to the number of classes in the
target dataset. However, this method fails to operate in SAR image classification and can be
explained from two aspects. Firstly, different from abundant optical image datasets, the lack
of labeled SAR image datasets cannot afford the pretraining of the network. In addition,
between A and B due to the imaging mechanism of SAR, the same kind of target under
different imaging modes or imaging parameters will be different, which may hinder the
development of transfer learning in the field of SAR image processing.

Therefore, in this paper, we take above problems into consideration and propose a
novel transfer learning method used for sparse SAR target classification, i.e., the contrastive
domain adaptation-based sparse SAR target classification. In the proposed method, the
training process is a two-step procedure. Firstly, a simulated SAR dataset and real SAR data
are simultaneously sent into an unsupervised domain adaptation framework to reduce the
distribution difference and obtain the reconstructed simulated SAR images for subsequent
target classification. Secondly, the reconstructed simulated images and a few real sparse
SAR images form the input of CNN for further target classification.
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Figure 1. Details of the traditional transfer learning method.

3. Feature Learning-Based Contrastive Domain Adaptation

The key process of the proposed method is described in detail in this section. The
flowchart of the unsupervised domain adaptation framework is shown in Figure 2, whose
input consists of the simulated SAR dataset A and XNSP dataset B. Two image reconstruc-
tion models and two discrimination models form a closed loop so as to make the simulated
SAR dataset A and XNSP dataset B learn characteristics from each other. In Figure 3, the
image reconstruction model GAB represents the transition from A to B. GBA is the opposite,
which has the same structure as GAB. Discrimination model DB is used to identify whether
the input data are a reconstructed simulated SAR target or a real sparse SAR target, and DA
shows the opposite. Similarly, DA and DB have the same structure as well. The principles
of CDA will be explained in the following.

DA DB

Real A

Fake A

Fake B

Real B

GAB

GBA

Figure 2. Overview of the contrastive domain adaptation.



Remote Sens. 2023, 15, 469 6 of 17

UpSampling 2×2

Convolutional 64

@3×3/s=1/ReLU

InstanceNormalization

UpSampling 2×2

Convolutional 128

@3×3/s=1/ReLU

InstanceNormalization

Convolutional 1

@7×7/s=1/ReLU

Output

128×128×1

Convolutional 256

@3×3/s=1/ReLU

InstanceNormalization

ZeroPadding 1×1

Convolutional 256

@3×3/s=1/ReLU

InstanceNormalization

ZeroPadding 1×1

Input

128×128×1

Convolutional 64

@7×7/s=1/ReLU

InstanceNormalization

Convolutional 128

@3×3/s=2/ReLU

InstanceNormalization

Convolutional 256

@3×3/s=2/ReLU

InstanceNormalization

Residual Block i

 （i = 1, …, 6）

(a)

UpSampling 2×2

Convolutional 64

@3×3/s=1/ReLU

InstanceNormalization

UpSampling 2×2

Convolutional 128

@3×3/s=1/ReLU

InstanceNormalization

Convolutional 1

@7×7/s=1/ReLU

Output

128×128×1

Convolutional 256

@3×3/s=1/ReLU

InstanceNormalization

ZeroPadding 1×1

Convolutional 256

@3×3/s=1/ReLU

InstanceNormalization

ZeroPadding 1×1

Input

128×128×1

Convolutional 64

@7×7/s=1/ReLU

InstanceNormalization

Convolutional 128

@3×3/s=2/ReLU

InstanceNormalization

Convolutional 256

@3×3/s=2/ReLU

InstanceNormalization

Residual Block i

（i = 1, …, 6） (b)

UpSampling 2×2

Convolutional 64

@3×3/s=1/ReLU

InstanceNormalization

UpSampling 2×2

Convolutional 128

@3×3/s=1/ReLU

InstanceNormalization

Convolutional 1

@7×7/s=1/ReLU

Output

128×128×1

Convolutional 256

@3×3/s=1/ReLU

InstanceNormalization

ZeroPadding 1×1

Convolutional 256

@3×3/s=1/ReLU

InstanceNormalization

ZeroPadding 1×1

Input

128×128×1

Convolutional 64

@7×7/s=1/ReLU

InstanceNormalization

Convolutional 128

@3×3/s=2/ReLU

InstanceNormalization

Convolutional 256

@3×3/s=2/ReLU

InstanceNormalization

Residual Block i

（i = 1, …, 6）

(c)

Figure 3. Architecture of the image reconstruction model. (a) Feature extraction module. (b) Details
of the residual block. (c) Feature restoration module.
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3.1. Feature Learning

Take the transition from the simulated SAR dataset A to the XNSP dataset B as an
example. Firstly, A goes through GAB to generate an image which has a similar distribution
to B. The architecture of GAB is made up of two modules, i.e., feature extraction module
and feature restoration module, as shown in Figure 3. The feature extraction module is
depicted in Figure 3a,b. It firstly uses several convolutional layers to extract target features
and reduce the dimension of the feature map to 32× 32× 256. Six residual blocks are then
followed after the convolutional layer to deepen the network. It should be noted that the
residual block is only used to learn the target features and does not change the size of the
feature map to facilitate the subsequent feature restoration.

3.2. Feature Restoration

The feature restoration module is shown in Figure 3c, which forms the second part of
the image reconstruction model. It is found that through multiple up-sampling layers and
convolutional layers, the final output is an image of size 128× 128× 1, i.e., the same as the
input simulated image. The output feature map of up-sampling layer can be written as

hout = hin × f
wout = win × f
cout = cin

(3)

where hout, wout, cout denote the height, width, and number of channels of the output feature
map. Similarly, hin, win, cin represent those of the input feature map. f is the kernel size of
the up-sampling layer and is set to 2 in this paper. Moreover, it should be noted that the
number of channels of the convolutional layer in the feature restoration module corresponds
to the one in the feature extraction module, e.g., the channels of the first convolutional layer
in the feature restoration module are the same as those of the second convolutional layer in
the feature extraction module to keep the same number of the feature map.

3.3. Image Discrimination

Then, a discrimination model is used to identify whether the input data are the
reconstructed simulated SAR image or sparse real SAR image, whose structure is shown in
Figure 4. In order to maximize the potential of the discriminant model, all the information
in each pixel of the input image should be considered and used. Therefore, an activation
function named Leaky ReLU is adopted in each convolutional layer, which can be defined as

LeakyReLU =


xij, xij > 0

αxij, xij < 0
(4)

where xij denotes the value in the pixel of i-th row and j-th column, α is a constant which
is set to 0.2 in this paper to retain negative values and avoid the loss of information
in the negative axis. It should be noted that instance normalization (IN) is used after
each convolutional layer, whether it is an image reconstruction model or a discriminative
model. Different from batch normalization (BN) that processes elements of all images
in a batch, IN only focuses on the elements of an image so that it can maintain the
unique characteristics of each sample. After four convolution operations, the last convolu-
tion layer reduces the dimension of the feature map to 8× 8× 1, i.e., 64 pixels. The output
value of each pixel is zero or one. Zero means that the input data are a reconstructed
simulated SAR image generated through the above GAB network. One represents that the
input is a real sparse SAR target. The final result is obtained by comprehensive evaluation
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of 64 output values. During the discrimination process, mean squared error (MSE) is used
to measure the difference between reconstructed simulated image and XNSP, defined as

MSE =
1

NB

NB

∑
n=1

(xn − x̂n)
2 (5)

where NB denotes the number of images in the XNSP dataset B, xn is the n-th sample of
B, and x̂n is the corresponding reconstructed sample. After multiple epochs of iterative
training, the GAB model is able to generate an image that is closer to XNSP (see Figure 5).

Input

128×128×1

Convolutional 64

@4×4/s=2/LeakyReLU

Convolutional 128

@4×4/s=2/LeakyReLU

InstanceNormalization

Convolutional 256

@4×4/s=2/LeakyReLU

InstanceNormalization

Convolutional 1

@3×3/s=1/LeakyReLU

Convolutional 512

@4×4/s=2/LeakyReLU

InstanceNormalization

Output

Figure 4. Structure of the discrimination model.

(a) (b) (c)

Figure 5. Presentation of three kinds of SAR images. (a) Original simulated SAR image. (b) Recon-
structed simulated SAR image. (c) XNSP.

Since the two networks used to generate images have the same structure, the simulated
SAR images and the sparse SAR images are not paired, i.e., the number of samples in the
two datasets is different. In order to ensure that the input samples of each epoch learn
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the correct mapping from each other during the training process, a constraint condition is
added into the framework, which is defined as

Lcons = E[‖GBA(GAB(xa))− xa‖1] (6)

+ E[‖GAB(GBA(xb))− xb‖1]

where GBA(GAB(xa)) indicates the simulated image, xa generates an image through GAB and
then restores it by GBA, E[‖GBA(GAB(xa))− xa‖1] is used to tell the difference between the re-
stored image and the original xa. Similarly, GAB(GBA(xb)) indicates the simulated image, xb
generates an image through GBA and then restores it by GAB while E[‖GAB(GBA(xb))− xb‖1]
measures the difference between the restored image and the original xb. XNSP will also learn
to simulate the target features of the simulated SAR image through the GBA model and DA,
thereby accelerating the reduction of the distribution between A and B. The principle of
transition from B to A is the same as that described above.

4. CNN-Based Sparse SAR Target Classification
4.1. Principle

Due to the advantages of weight sharing and local connections, CNN has a strong abil-
ity in extracting target features without increasing the complexity of the target classification
framework. Therefore, in this section, a shallow CNN model is used to classify the sparse
SAR target after acquiring a large number of reconstructed simulated SAR images. The
flowchart of the SAR target classification is shown in Figure 6. After contrastive domain
adaptation, we acquire abundant reconstructed simulated targets which have similar dis-
tributions to real SAR images. It is found that the reconstructed simulated SAR images
and few real SAR images form the input of CNN and go through multiple convolutional
layers and max pooling layers to extract target features. Finally, the softmax activation
function is chosen to classify targets. The detailed components of the classification model
are presented in Figure 7. As shown in Figure 7, the feature extraction framework consists
of five convolutional layers, three max pooling layers, and two fully connected layers.
The convolutional layer is different from the traditional neural network. It contains sev-
eral convolution kernels to extract image characteristics one by one, greatly reducing the
parameters in the network. This calculation is described as

yij =
k

∑
i,j=1

(
xij ∗ wij

)
+ b (7)

where k means that the size of the kernel is k × k, wij is the weight of i-th row and j-th
column in the kernel, xij represents the value of i-th row and j-th column in the region
covered by the convolution kernel, yij denotes the element of i-th row and j-th column in
the output feature map, and b means bias which is set to 0 in many cases so as to reduce
the computational complexity. The max pooling layer reduces the dimension of the feature
map to further decrease the calculation. The size of the output feature map is

hout = (hin−m)
s + 1

wout = (win−m)
s + 1

cout = cin

(8)

where s determines stride, and m shows the size of the pooling box. The fully connected layer
is responsible for integrating the extracted features and preparing them for classification.
To alleviate the overfitting problem caused by limited real targets, two dropout layers are
placed after the fully connected layer to randomly prevent some neurons from participating
in the training of each epoch and to improve the robustness of the classification framework.
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4.2. Training Details

During the training process, the learning rate and epoch are set to 0.0005 and 200,
respectively. The input dataset is usually separated into training set, validation set, and
testing set. The training set is responsible for updating parameters in the network. The
validation set separated from the training set is used to monitor the network training. While
the testing set does not join the training process and is utilized to evaluate the robustness of
the model. It is noted that in this paper, the reconstructed simulated data and a few sparse
SAR images form the training set, but the validation set only consists of real SAR data in
the training set. Each category in the training set is made up of 190 reconstructed simulated
images and a few real sparse SAR images ranging from 1 to 50.

5. Experimental Results Based on MSTAR Dataset

In this section, we take MSTAR as our basic dataset, which is commonly used in SAR
image classification. In order to validate the proposed method, we divide the experiments
into three main parts. First, experiments under four different situations are conducted
to validate whether CDA promotes the classification performance when real samples are
insufficient. In the second part of experiments, several typical deep learning methods are
used to compare with the proposed method. Finally, experiments under EOC are carried
out in which characteristics in the training set and testing set differ a lot, bringing great
difficulty for SAR target classification.

5.1. Dataset

In the experiments, the XNSP dataset is constructed based on MSTAR. MSTAR is a
MF-based dataset including 10 kinds of military vehicles. The detailed data description of
MSTAR under SOC is shown in Table 1, including serial number, number of samples in the
training set and testing set. Data in MSTAR are collected at two depression angles ranging
from 0◦ to 360◦ azimuth angle. All the experiments are conducted under SOC. The samples
of 17◦ are for the training set, while the images of 15◦ become the testing set. The optical
images and corresponding SAR images of the ten category vehicles are shown in Figure 8.
In the experiments, we suppose that only few labeled real sparse SAR images are available,
so the samples at 17◦ are randomly selected to be 1, 5, 10, 20, 30, 40, and 50 per class.

2S1 BMP2 BRDM2 BTR60 BTR70

D7 T62 T72 ZIL131 ZSU234

2S1 BMP2 BRDM2 BTR60 BTR70

D7 T62 T72 ZIL131 ZSU234

Figure 8. Optical images and corresponding SAR images of vehicles in the MSTAR dataset.



Remote Sens. 2023, 15, 469 12 of 17

Table 1. Data description for SOC.

Class Serial No. Training Set (Depression 17°) Testing Set (Depression 15°)

2S1 B01 299 274
BMP2 SN9563 233 196

BRDM2 E-71 298 274
BTR60 Kloyt7532 256 195
BTR70 C71 233 196

D7 92v13015 299 274
T62 A51 299 273
T72 SN132 232 196

ZIL131 E12 299 274
ZSU234 D08 299 274

Total 2747 2426

5.2. Study Based on Different Input Data

In order to support our viewpoints, the experiments based on both MF-recovered
dataset and sparse SAR dataset are carried out simultaneously. As shown in Figure 9,
experimental results of different numbers of training samples under four situations are
taken into consideration. It can be concluded from two aspects that without CDA, CNN
reaches similar accuracy when training data are sufficient, but fails to present similar
performance with training samples decreasing. In addition, compared with the MF-based
dataset, the XNSP dataset achieves higher classification accuracy no matter the number
of training samples. Take 5 samples of each class as example, the combination of CDA
and sparse SAR dataset outperforms others by 20.6%, 28.0%, and 38.3%, respectively. The
confusion matrix in Table 2 shows the classification result of the combination of CDA and
sparse dataset, including both correctly and misclassified targets. It is seen that when only
20 training samples per class are available, the accuracy rate can reach more than 80%, and
even targets such as T62 and ZSU234 can achieve more than 95%.

10 20 30 40 50

Sample

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

A
cc

u
ra

cy

CDA+X
NSP

X
NSP

CDA+MF

MF

Figure 9. Experimental results of different training samples based on MF-based image and sparse
image under SOC.
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Table 2. Confusion matrix of classification accuracy based on the CDA and sparse SAR image via
20 samples per class.

Class 2S1 BMP2 BRDM2 BTR60 BTR70 D7 T62 T72 ZIL131 ZSU234 Total

2S1 218 2 4 19 5 2 12 9 2 1
BMP2 14 108 4 15 35 0 2 16 0 2

BRDM2 0 5 251 7 4 1 2 0 2 2
BTR60 15 9 5 145 14 0 0 5 1 1
BTR70 19 1 4 14 158 0 0 0 0 0

D7 1 0 0 0 0 242 1 0 17 13
T62 1 0 0 0 0 1 266 5 0 0
T72 3 2 0 5 0 0 1 169 0 16

ZIL131 0 0 0 0 0 24 2 0 248 0
ZSU234 0 0 0 0 0 5 0 0 0 269

Accuracy (%) 79.56 55.10 91.61 74.36 80.61 88.32 97.44 86.22 90.51 98.18 85.49

5.3. Comparison between Different Methods

To further validate the proposed method, several deep learning methods used for
SAR target classification via few shots are adopted to be comparative experiments. As
shown in Table 3, it can be seen that the proposed method achieves higher classification
accuracy than CHU and A-ConvNet under all sets of training samples. In addition, when
real SAR images are sufficient, the accuracy of M-Net is close to the proposed method.
However, when it comes to the small sample case, i.e., with less than 30 samples per class,
the proposed method shows better classification performance. While when the number of
real SAR images decreases to 20 samples per class, the proposed method achieved 85.5%
classification accuracy, respectively outperforming CHU, A-ConvNet, and M-Net by 44.5%,
19.5%, and 8.8%. Moreover, it should be noted that even if only 5 samples per class are
available, our method can still achieve more than 75% accuracy. The performance gap with
other methods is even more obvious.

Table 3. Classification accuracy of different methods based on different number of training samples.

Samples CHU [15] * A-ConvNet [13] M-Net [34] Proposed

5 <10.0% 40.0% - 75.1%
10 <20.0% 51.4% - 79.3%
20 41.0% 66.0% 76.7% 85.5%
30 47.0% 77.4% 83.3% 88.0%
40 55.0% 84.5% 86.7% 91.6%
50 76.0% 85.7% 91.0% 92.1%

*: Results can be found from Figure 4 of [15].

5.4. Verification under EOC

Considering the generalization of the proposed method, experiments under EOC are
carried out as well, in which samples in the training set and testing set differ a lot. Data
description for EOC is shown in Table 4, including each category’s serial number and
number of samples. It can be seen that some military vehicles have different types in the
training set and testing set, e.g., the type of T72 in the training set is SN132, but A64 in
the testing set, which brings more difficulty for SAR target classification. Experimental
results demonstrate the combination of the XNSP dataset and CDA achieves better perfor-
mance than the XNSP dataset only, as shown in Figure 10. With real samples decreasing,
the performance gap becomes more obvious. Table 5 presents the confusion matrix of
classification accuracy based on CDA and the sparse SAR image via 5 samples per class,
in which the misclassified targets and targets being correctly classified are recorded in
detail. As shown in the table, although ZSU234 reaches a relatively low accuracy of 40.97%,
targets such as T72 and BRDM2 achieve around 80% accuracy with only 5 real SAR targets,
even 2S1 still achieves over 90% classification accuracy. In Table 6, more indicators are
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selected to evaluate the experiments. The precision rate denotes the correct proportion of
model predictions in all predicted samples. The recall rate is close to classification accuracy
which means that the proportion of samples is correctly predicted to all the real samples.
F1-score which is written as F1 = 2× precision× recall/(precision + recall) represents a
comprehensive evaluation of precision and recall. Tables 5 and 6 give a comprehensive
evaluation of experimental results via 5 samples per class.

Table 4. Data description for EOC.

Class Serial No. Training Set (Depression 17°) Testing Set (Depression 30°)

2S1 B01 299 288
BRDM2 E71 298 287

T72 SN132/A64 299 288
ZSU234 D08 299 288

Total 1195 1151
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Figure 10. Experimental results of different training samples based on sparse image under EOC.

Table 5. Confusion matrix of classification accuracy based on CDA and sparse SAR image via 5 samples
per class.

Class 2S1 BRDM2 T72 ZSU234 Total

2S1 261 24 2 1
BRDM2 24 250 12 1

T72 44 1 226 17
ZSU234 87 0 83 118

Accuracy (%) 90.63 87.11 78.47 40.97 74.28

Table 6. Classification results based on CDA and sparse SAR image via 5 samples per class.

Class Precision Recall F1-Score Test Samples

2S1 0.63 0.91 0.74 288
BRDM2 0.91 0.87 0.89 287

T72 0.70 0.78 0.74 288
ZSU234 0.86 0.41 0.56 288

Avg/total 0.77 0.74 0.73 1151
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In this section, several experiments on the basis of the MF-based dataset and BiIST-
based dataset XNSP are conducted to validate the proposed method. From the above
analysis, it can be concluded that the CDA-based sparse SAR target classification method
can improve the performance or achieve optimal accuracy in the comparison with others
under each set of training samples, especially under few-shot cases.

6. Experimental Analysis

Experimental results on SAR target classification can mainly be divided into two
scenarios. Under SOC, we carry out four comparative experiments under different sets of
training samples ranging from 1 per class to 50 per class. On the one hand, the combination
of XNSP and CDA achieves similar performance to XNSP when the real samples are sufficient,
but outperforms XNSP with real sparse SAR images reducing. On the other hand, no matter
the number of training data, the combination of XNSP and CDA always reaches higher
classification accuracy compared with MF and the combination of CDA and MF, showing
the great potential of non-sparse SAR images. Under EOC, targets in training set and testing
set differ a lot; hence, it can be found that CDA is able to improve classification performance
especially in the situation of fewer training samples. When the number of training samples
comes to 5 per category, the combination of XNSP and CDA can still reach over 70% accuracy,
which shows the great potential of applying the proposed method in real scenes.

7. Conclusions

In this paper, a novel sparse SAR target classification method on the basis of CDA
is proposed for few-shot cases. Experimental results show that compared to typical clas-
sification methods via small samples, the proposed method has similar accuracy when
there are sufficient real SAR samples. However, with the used real SAR images decreasing
to 5 or 10 samples of each category, the accuracy gap between the proposed method and
others is more obvious. In addition, it should be also noted that the combination of XNSP
and CDA obtains optimal performance under SOC and EOC, proving the efficiency and
generalization in SAR applications. To further reduce real SAR images while improving
the accuracy, we will explore how to integrate phase information in the future.
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Abbreviations
The following abbreviations are used in this paper:

DA Domain Adaptation
CDA Contrastive Domain Adaptation
HDA Heterogeneous Domain Adaptation
SAR Synthetic Aperture Radar
CV Computer Vision

https://www.sdms.afrl.af.mil/index.php?collection=mstar
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MF Matched Filtering
ATR Automatic Target Recognition
CHU Convolutional Highway Unit
A-ConvNets All-convolutional Networks
CV-CNN Complex-valued Convolutional Neural Network
CV-FCNN Complex-valued Fully Convolutional Neural Network
IST Iterative Soft Thresholding
OMP Orthogonal Matching Pursuit
CNN Convolutional Neural Network
ReLU Rectified Linear Unit
CReLU Concatenated Rectified Linear Unit
DL Deep Learning
TL Transfer Learning
GAN Generative Adversarial Network
MD-GAN Multi-discriminators Generative Adversarial Network
CAE Convolutional Autoencoder
CCAE Compact Convolutional Autoencoder
DJ-CORAL Dynamic Joint Correlation Alignment Network
Fc Fully Connected Layer
RCNN Regional Convolutional Neural Network
YOLO You Only Look Once
AP-CNN Amplitude-phase Convolutional Neural Network
IN Instance Normalization
BN Batch Normalization
MSE Mean Squared Error
MSTAR Moving and Stationary Target Acquisition and Recognition
SOC Standard Operating Conditions
EOC Extended Operating Conditions
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