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Abstract: The integrity of a point cloud frequently suffers from discontinuous material surfaces
or coarse sensor resolutions. Existing methods focus on reconstructing the overall structure, but
salient points or small irregular surfaces are difficult to be predicted. Toward this issue, we propose
a new end-to-end neural network for point cloud completion. To avoid non-uniform point density,
the regular voxel centers are selected as reference points. The encoder and decoder are designed
with Patchify, transformers, and multilayer perceptrons. An implicit classifier is incorporated in
the decoder to mark the valid voxels that are allowed for diffusion after removing vacant grids
from completion. With newly designed loss function, the classifier is trained to learn the contours,
which helps to identify the grids that are difficult to be judged for diffusion. The effectiveness of
the proposed model is validated in the experiments on the indoor ShapeNet dataset, the outdoor
KITTI dataset, and the airbone laser dataset by competing with state-of-the-art methods, which
show that our method can predict more accurate point coordinates with rich details and uniform
point distributions.

Keywords: point cloud; voxel; completion; attention

1. Introduction

Remote sensing requires the construction of real-world dynamic scenarios. Different
to optical cameras that capture two-dimensional (2D) images, the laser scanning with
Light Detection And Ranging (LiDAR) devices acquire three-dimensional (3D) data for a
better representation of spatial geometry. Three-dimensional (3D) structures are described
typically in formats of depth image, mesh, point cloud, and voxel, where the point cloud is
the most commonly used. However, due to the discontinuous material surfaces or coarse
sensor resolutions, the generated point clouds may be locally sparse or missing, which is
not conducive to further tasks such as semantic segmentation or classification [1]. Then, the
shape completion is needed to estimate the geometry of objects by reconstructing complete
point clouds from partial observations.

Traditional point cloud repair methods are based on the a priori structural characteristics,
e.g., symmetry or semantics, to account for the missing points. These methods can only
repair point clouds with a low missing ratio and obvious structural features. Presently,
deep-neural-network-based methods have been the main stream for point cloud completion.
The encoder–decoder framework is the most commonly used completion framework, as has
been used in [2–9]. Some studies [10–14] used the generative adversarial network (GAN)
to improve the training of the generator. Recently, the graph convolutional network (GCN)
is introduced in some work [15,16] to address this topic. Fei et al. [17] investigated the
latest and advanced algorithms for point cloud completion together with their methods and
contributions. The related work will be introduced in the next section.

High-quality completion methods emphasize the integrity of details. A 3D shape
contains faces, edges, and vertices, which have depth and so they occupy some volume.
While all completion methods learn structure from the training set, the downsampled
feature extraction modules commonly used in neural networks only capture the main
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information. This leaves salient points or small irregular surfaces ignored and unable to be
reconstructed. Wang et al. [18] proposed independent learning of edges to capture details.
For many objects, such as chairs and computers, edges are sufficient to outline the whole
structure. However, an object surface is not always flat, as the shape may resemble the
sphere and torus. In this case, subtle shape details cannot be inferred from edges.

In addition to the overall structure, in this paper, we propose to learn contours for
point cloud completion. Salient edges and irregular surfaces observed in the training data
are expected to be reproduced by the proposed classifier. A new end-to-end neural network
is designed for point cloud completion which follows the “point ⇒ voxels ⇒ points”
framework in GRNet and VE-PCN, but the encoder and decoder are newly designed with
transformers. The classifier is integrated into the decoder with novel loss functions to
learn contours.

Although similar edge learning has been used in VE-PCN, our model is compact
enough because it requires neither additional branches nor multiple independent down-
sampling on the input for various grid scales. The contour learning is an improvement
toward edge learning for richer a priori knowledge. The self-learning capability of the
end-to-end structure makes our model an easier-to-use generator, with the potential to be
further combined with more powerful frameworks such as generative adversarial networks
and attention mechanisms.

The main contributions of the work are summarized.

1. We propose a new end-to-end network for point cloud completion with newly de-
signed transformers for the encoder and decoder.

2. We propose a solution to learn object contours incorporating critical edges and irregu-
lar surfaces for point cloud completion.

The remainder of this article is arranged as following. In Section 2, related work on
point cloud completion is reviewed. In Section 3, the proposed model structure is presented,
and the contour learning is introduced. In Section 4, an experiment is performed on the
ShapeNet dataset to demonstrate the performance of the proposed method by comparing
with state-of-the-art completion methods. In Section 5, the in situ KITTI dataset is used to
give a further evaluation of the proposed method. An airbone dataset is tested in Section 6
for remote sensing evaluation. The potential advantages and disadvantages of the proposed
method are discussed in Section 7. Section 8 gives the conclusion.

2. Related Work

Deep-neural-network-based methods have been the main stream for point cloud com-
pletion to output key points of complete structures and generate denser point offsets based
on the key points. The majority of the models are built with convolutional neural networks
(CNNs). Achlioptas et al. [2] introduced the first encoder–decoder framework to implement
the deep generation model for point clouds. Yang et al. [3] improved the auto-encoder
model with a graph-based encoder and a two-consecutive-folding-based decoder (Fold-
ingNet) to deform a canonical 2D grid onto a smoother 3D object surface. By combining the
advantages of [2,3], Yuan et al. [4] proposed the point completion network (PCN) with fully
connected networks to capture the overall shape of point clouds. PCN is further improved
in [5] by folding multiple patches to generate continuous and smooth point cloud surfaces,
and then combining these point cloud surfaces. Zhao et al. [6] suggested the 3D capsule
networks as the auto-encoder, where the dynamic routing scheme and 2D latent space were
deployed for restoration. To improve FoldingNet, Groueix et al. [7] proposed AtlasNet
with K multilayer perceptrons to fold out K surfaces simultaneously. Tchapmi et al. [8] pro-
posed the topology repesentation network (TopNet) with a multilayer tree structure as the
decoder. Xie et al. [9] proposed the gridding residual network (GRNet) in which a gridding
layer and a gridding loss were designed to regularize the disordered point cloud to 3D
grids. Junshu et al. [19] proposed LAKe-Net by localizing aligned keypoints (LAKe) with a
topology-aware keypoints-skeleton-shape prediction solution. Yingjie et al. [20] proposed
a novel framework which learns a unified and structured latent space that encodes both
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partial and complete point clouds. The codec framework shows good performance and
excellent efficiency.

The generative adversarial network (GAN) is also adopted for point cloud comple-
tion. Zhang et al. [10] used GAN to reconstruct from a given partial input, which was
pretrained on complete shapes to search for latent feature codes. Wen et al. [11] proposed
the cycle transformations between the latent spaces of complete shapes and incomplete
ones to build the bidirectional geometry correspondence. Miao et al. [12] designed a new
encoder for neighboring point information in different orientations and scales as well as
a decoder to output dense and uniform complete point clouds. Wen et al. [13] devised a
dual-generators framework for point clouds generation, which implemented two GANs
to learn effective point embeddings and refine the generated point clouds progressively.
Xie et al. [14] presented the Style-based Point generator with Adversarial Rendering (Spar-
Net) by channel-attentive EdgeConv to fully exploit the local structures. Cheng et al. [1]
proposed a GAN-based dense point cloud completion architecture with skip connections to
a fully connected layer-based network for regenerating global feature. The processed point
clouds can be successfully used for classification which shows the value of completion.
GAN trains the generator in an alternative and adversarial way which is possible for
finding better parameters.

The graph convolutional network (GCN) has also been used for the completion of
point clouds. Pan [15] proposed an edge-aware GCN, in which edge features are captured
against noise and then propagated with deep hierarchical graph convolution for completion.
Shi et al. [16] proposed a graph-guided deformation network which treats the input data
as controlling points and intermediate generation as supporting points, and it models the
optimization guided by a GCN. These methods converts vertices into a graph for inference
with deep learning.

Although the original shapes are partially missed, the above-mentioned studies output
the full region point clouds. To alleviate the error caused by the change of original partial
shapes, new methods were proposed to predict only the missing regions. Huang et al. [21]
proposed the Point Fractal Network (PF-Net) with partial point clouds as the input, and
only the missing point clouds are output instead of the whole object. It has a combined
multilayer perception to extract multi-scale features and a point pyramid decoder to
generate the missing point clouds hierarchically based on feature points. Wen et al. [22]
formulated the prediction as a point cloud deformation process with a novel neural network
to simulate an earth mover constraining that the total distance of point moving paths should
be shortest.

The key or reference points are the basis to diffuse to more points, but their quality
suffers from the adverse sparseness of the point cloud. An area is marked for diffusion when
it has one or more points. As a result, the predicted reference points may be unreasonable
or inaccurate in case of local sparsity. The homogeneous distribution of the reference points
is not assured, which results in the non-uniform density of the diffused point cloud. Instead
of predicting key points, GRNet [9] and VE-PCN [18] predict the key voxel grids to improve
the completion quality. Voxel grids can divide the whole space into regular grids, which
ensures that the reference points are not clustered together, thus solving the problem of
non-uniform point density after diffusion.

Although the “point⇒ voxels⇒ points” framework is successfully used, GRNet and
VE-PCN are not ideal enough for completion. VE-PCN is not an end-to-end network due
to the independent branches in both the input and the encoder. On the input side, VE-PCN
implements multi-scale sampling of point clouds with the help of cascaded farthest point
sampling, which results in a high dimensionality of the network input. In fact, multi-
scale sampling can be implemented and self-learned in the network, which can reduce
unnecessary input. An important contribution of VE-PCN is an edge extraction to guide
diffusion, but it depends on a point generator which is not learnable. As for GRNet,
the transformation from a point cloud to voxels and the inverse transformation are much
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too simple, which relies only on the eight convolutional layers for grids completion. GRNet
also ignored the varying point importance as generated by the edge branch in VE-PCN.

3. Methodology

This section will detail the newly proposed model. The overall framework is composed
of an encoder, a decoder, and a diffusion module (Figure 1). The codec framework is a
general solution to point cloud processing. However, the new idea is that our encoder
produces voxel features to indirectly extract point cloud features, which is guided by
a classifier for diffusion. The proposed model is named as Point-Voxel-Point Network
and abbreviated as PVP-Net for short.

Figure 1. Framework of the method.

3.1. Encoder

The structure of the encoder is shown in the upper part of Figure 2. The point cloud
coordinates are normalized to [−1, 1] and input to the encoder. The encoder consists of
a Patchify module and an Attention module. In the Patchify module, the point cloud
is divided into non-overlapping grids, and their features are encoded separately. In our
method, the feature of a grid is recorded as a vector of length 512. The Patchify operation
consists of four steps. First, the space containing the complete point cloud is uniformly
divided into W ×W ×W grids. Second, the points within a grid are transformed to a local
coordinate system with the grid center as the origin. Third, each local point coordinate is
mapped to a feature by a multilayer preceptron (MLP). Lastly, all the features in a grid are
aggregated into a vector by an aggregation function (e.g., AvgPool or MaxPool) to represent
the patch feature. For an empty grid (without points in it), its patch feature is a learnable
vector. This vector is shared by all empty grids and is determined during the optimization
process. The Patchify process is shown in Figure 3.

Instead of the standard Patchify operation, a hierarchical Patchify strategy is suggested.
The size of W in Patchify has a significant impact on the network. The decoder spans the
space to W ×W ×W grids. Since the transformer is used in the decoder, the interaction
in transformer requires the square number of grids (W6). The feature of a grid is coded in
512 words (2048 bytes). On the one hand, if the value of W is large, optimization may not
be possible as the transformer is memory intensive. For example, W = 32 is a typical value
which requires over 2048 gigabytes video card memory for GPU acceleration. On the other
hand, a small W value may lose the scale details of the point cloud too quickly, resulting in
the loss of geometric information. To solve this problem, a multi-stage strategy is proposed
to gradually reduce the scale while keeping as much geometric information as possible.

As shown in Figure 4, the core of the hierarchical Patchify is grid subdivision and
feature merging. It divides the grids into smaller grids for Patchify and then merges the
features. In our method, a 2-stage hierarchical Patchify is used. For the 2-stage hierarchical
Patchify process, the point cloud is pictured as a 1× 1× 1 grid that is initially divided into
coarse grids with the number W/2×W/2×W/2. Each coarse grid is further divided into
eight fine grids, which undergo the Patchify to give a n× d matrix where n is the point
number in a coarse grid and d is the feature length. In other words, each point is given a
vector description of length d, and all the points in a fine grid share the same descriptor.
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The n × d matrix is concatenated with the original coordinate matrix n × 3 to fuse the
feature of the coarse grids recorded as a n× (d + 3) matrix.

Figure 2. Architecture of the encoder and decoder. The space is divided into W ×W ×W grids. N
denotes the number of input points, K denotes the number of non-empty grids, and M denotes the
number of point diffusion in a grid. “hierachical Patchify × 2” indicates that a two-stage hierachical
Patchify is used. Six attention blocks are used in the encoder while four are used in the decoder.
The vector length of a grid feature is 512.

Figure 3. Patchify module. MLP (3, d) denotes the multilayer preceptron transforming the specific
dimension from 3 to d, AvgPool denotes the average pooling, and d denotes the number of an
expanded feature vector which is set to 512. The point cloud is divided into patches. Each patch is
transformed to a local coordinate system, and its point coordinates are mapped through an MLP to
length d. All mapped features are aggregated through an average pooling to obtain the feature of
a patch.

The features extracted by hierarchical Patchify are fed to the attention module. Taking
the strategy of masked autoencoders (MAE) [23], only features of non-empty grids are
extracted. They are combined with position codes and then go through a series of trans-
former blocks for encoding. Since the encoder works only on non-empty grids, the amount
of operations and speed of the operations are greatly reduced.
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Figure 4. Two-stage hierarchical Patchify. MLP (3 + d, d) denotes the multilayer preceptron transform-
ing the specific dimension from 3 + d to d, AvgPool denotes the average pooling, and CAT denotes
the concatenation operation. A patch is divided into four smaller patches for Patchify, and the
concatenated features are merged after MLP and AvgPool.

Specifically, let F consist of non-empty voxel features. F ∈ RK×d, where K is the
number of non-empty voxels and d = 512. F is input to the attention blocks after summing
with the position encodings. The 1D position embedding is used, which consists of W3 of
sinusoidal positional encoding computed according to [24]. There are two sub-layers in
each attention block: a multi-headed attention layer enabling interaction between the input
features, and a forward network. The multi-headed attention layer MHAttn is defined as

MHAttn(Q, K, V) = (Head1 ⊕ . . .⊕HeadH)WO, (1)

Headh = Attn(Q ·WQ
h , K ·WK

h , V ·WV
h ), (2)

where ⊕ denotes the concatenation along the channel direction. WQ
h , WK

h , WV
h ∈ Rd×dhead ,

and WO ∈ RH·dhead×d are learnable projection matrices. Each attention head employs a
single-head dot product attention

Attn(Q, K, V) = softmax(
Q · KT
√

dhead
) ·V (3)

The parameters of the attention block are set to H = 8 and dhead = 64. Q, K, and V
are all set to F; that is, F is mapped to MHAttn(F, F, F) after each self-attention block.
The forward network operates on each feature in the network separately. Following the
implementation in [24], a two-layer feed-forward network is used with a rectified linear
unit (ReLU) activation function after the first layer.

3.2. Decoder

The structure of the decoder is shown in the lower part of Figure 2. The input to the
decoder is the features of all patches, including the empty patches of the empty grid and
the non-empty patches of the encoder output. The decoded result is obtained by adding
positional encoding to all the patch features and then passing through a series of attention
blocks with the same configuration as the encoder and a trilinear upsampling layer.

3.3. Diffusion

The output of the decoder consists of two parts—a grid label and some coordinate
offsets of the diffused points relative to the center of the voxel grid to which it belongs.
The number of diffused points is preset as M that is linked to the density of predicted
points. A typical value for M is 5 for the ShapeNet dataset [25]. Once again, it is noted
that the reference points of our method are defined as the regular grid centers instead
of the known or predicted points in a point cloud. The diffusion operation is illustrated
in Figure 5. For each valid grid, diffusion is performed within the grid with M point
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coordinates calculated using the offsets from the network output plus the coordinate of the
grid center.

Figure 5. Diffusion for a valid voxel.

The grid labels generated by the decoder judge the validity of a grid. The label values
are floating points which are mapped to the range [0, 1] through the sigmoid function.
When the sigmoid value is greater than 0.5, the grid is valid and qualified for diffusion.
In other words, invalid grids are not diffused because they may correspond to a vacant or
extremely sparse space. Obviously, most grids are marked as invalid due to the sparsity of
point clouds.

As far as the prediction regions are concerned, our method can perform completion
both globally and locally. Completion is global when diffusion is performed within all valid
voxels and no input points are kept. For local completion, all the input points are remained,
and diffusion is performed within all valid voxels to ensure that the point number in each
valid voxel is no less than M. Both methods have advantages and disadvantages. Local
completion is preferred because our method is distinguished in judging the validation
of voxels.

3.4. Training and Loss Functions

Complete data are required in training. The majority of the point coordinates are
randomly extracted from a complete point cloud data and fed into the proposed network
for prediction. There will be position deviation between the predicted point cloud and the
true point cloud. In this case, the cyclic Chamfer distance is commonly used to evaluate
the error between the point cloud coordinates obtained by diffusion and the ground truth,
which is defined as LCD and calculated with

LCD(S1, S2) =
1

NS1
∑

x∈S1

min
y∈S2
‖x− y‖2

2

+
1

NS2
∑

y∈S2

min
x∈S1
‖y− x‖2

2.
(4)

Here, S1 and S2 represent point clouds; NS1 and NS2 are the point numbers in these two
sets; x and y are the coordinates of the point in each cloud; min(·) represents the minimum
distance between a point and a point cloud. Equation (4) searches for the average minimal
distance in both directions.

The effectiveness of each grid is also concerned in our method but is not measured
yet. To evaluate the impact of invalid grids, the binary cross-entropy is appended as an
additional loss, which is defined as LBCE and calculated with

LBCE=−
1
N

N

∑
i=1

[yi ·log(p(yi))+(1−yi)·log(1−p(yi))] (5)

where N is the number of all labels, yi represents the label for the ith grid, and p(yi)
represents the probability that yi is valid. yi is denoted as 1 or 0 to indicate that the ith grid
is valid or not, respectively. p(yi) is obtained using the sigmoid function on the first output
of the last fully connected layer.
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We observe that the importance of grids varies and can be classified into four categories,
as shown in Figure 6. Vexisting denotes the valid grids that exist in both input and target.
Vmissing denotes the valid grids missing in the input but present in the target. Analogous to
the edges in VE-PCN, Icontour denotes the invalid grids that are adjacent to valid grids to
construct a contour covering the surface of an object. The adjacent grids are the neighbored
26 grids in the 3× 3× 3 space except for the center grid. Iexisting denotes the invalid grids
other than Icontour. Clearly, it is easy to identify Vexisting and Iexisting but difficult for Vmissing
and Icontour as they are the focus of completion. Therefore, the weights for these grids are
different. The general classification error is defined as the confidence loss LConfidence and
calculated with

LConfidence = α1L(
Vexsiting)

BCE + α2L(
Vmissing)

BCE

+α3L(
Iexisting)

BCE + α4L(Icontour)
BCE .

(6)

The overall loss is the sum of the above two loss functions

L = LCD + LConfidence. (7)

input valid grids Icontour

Figure 6. Grids are categorized for learning (blue for Vexisting, yellow for Vmissing, and purple
for contour).

4. Experiment on ShapeNet

To validate the effectiveness of the proposed method, the first experiment was carried
out on the ShapeNet dataset [25]. The results are compared with that of state-of-the-art
models quantitatively and visually.

4.1. Experimental Scheme for ShapeNet

ShapeNet has 16 types of objects and a total of 15,011 samples. Among them, the num-
ber of samples in the training set is 12,137, and the number of samples in the test set is
2874. To assess the performance of our method, some state-of-the-art point cloud comple-
tion algorithms, including PCN [4], PCN-FC [4], 3D-Capsule [6], PF-Net [21], CDA [26],
TopNet [8], CRN [27], GRNet [9], DPC [28], MSN [5], VE-PCN [18], and LAKe-Net [19] are
tested on the ShapeNet dataset.

As far as the newly proposed method is concerned, parameters for training and test
are given. Before training, the point cloud coordinates in the dataset were normalized to
the range [−1, 1]. W is the grid quantity at a single direction which is set to 26 to suit for
our hardware resources. The number of allowed diffusion points M is set to 5 for valid
voxel grids which brings ignorable impact to the accuracy assessment. The weights for
the confidence loss in Equation (6) are 2, 15, 0.3, and 2, respectively. To train the newly
proposed network, the Adam optimizer was used to optimize the network for 100 epoches.
The initial learning rate of the optimizer is 0.001, which is reduced to half after every
20 rounds until it reaches the minimum value of 0.00001. These parameters are shared
by the following tests on two diverse datasets except for the training epoches which are
250 and 200, respectively.
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4.2. Experimental Results of ShapeNet

The Chamfer distance in Equation (4) is used for evaluation. Scores of the competing
algorithms are mostly extracted from the results in [18] except for PCN and three values of
PF-Net, which were tested with our code. The latter is tested with our code because PF-Net
in [21] was tested for only 13 classes. Data were assessed assuming that all the input point
clouds were normalized to [−0.5, 0.5], and the scores are magnified 10,000 times to observe
the deviations to ground truth.

The normalized and scaled Chamfer distances were measured and the results are
demonstrated in Table 1, where the best scores are marked in bold. The evaluation shows
that our algorithm is better than all the competing algorithms for 13 classes among the
total 16 classes, including Airplane, Bag, Cap, Car, Chair, Guitar, Knife, Lamp, Motorbike,
Pistol, Rocket, Skateboard, and Table. On average, VE-PCN and our method outperform
other competing algorithms significantly, while our method achieves 19% lower error
than VE-PCN.

Table 1. Chamfer distance of overall point cloud completion on the ShapeNet dataset ([−0.5, 0.5]
normalized and 10,000 magnified; the best are in bold).

PCN PCN-
FC

3D-
Capsule PF-Net CDA TopNet CRN GRNet DPC MSN VE-

PCN
LAKe-

Net Ours Ours (No Contour)

Airplane 26.418 28.518 18.285 2.505 33.550 17.675 11.047 4.526 10.301 9.906 3.382 2.916 1.164 3.969
Bag 11.609 11.722 15.515 8.490 15.854 13.571 6.253 6.048 4.543 6.118 3.466 4.607 3.211 4.217
Cap 9.451 11.089 16.590 11.975 14.473 13.191 6.709 6.334 3.218 4.918 3.098 5.218 2.859 3.628
Car 7.254 7.667 8.288 5.115 8.344 8.419 4.776 5.704 3.714 8.214 3.480 3.927 3.397 4.165
Chair 4.675 5.165 4.576 4.570 6.446 6.026 3.116 4.286 2.811 2.666 2.476 2.536 2.420 3.673
Earphone 10.821 10.437 11.119 6.865 14.026 11.921 6.117 5.321 4.991 8.309 3.239 3.604 3.497 3.384
Guitar 0.996 1.134 1.361 0.995 1.289 1.403 0.690 1.309 0.869 0.641 0.750 0.687 0.522 0.768
Knife 2.998 3.110 5.075 2.275 5.235 3.495 2.015 1.700 3.518 2.604 1.603 1.249 0.623 1.374
Lamp 9.421 10.592 10.802 8.385 12.225 10.619 5.652 4.443 5.809 5.618 3.226 4.467 2.074 3.316
Laptop 3.236 3.464 3.102 2.730 3.653 3.941 2.534 3.745 1.854 1.639 2.197 1.868 2.279 2.184
Motorbike 6.005 6.398 7.425 4.555 6.706 7.033 3.434 4.237 4.081 4.692 2.717 3.782 2.684 3.385
Mug 9.522 10.788 11.703 7.420 11.877 11.706 6.731 8.022 6.802 5.407 4.938 5.427 5.823 3.976
Pistol 12.168 11.131 10.245 2.480 27.701 11.038 6.428 3.482 6.505 5.524 4.884 5.386 1.633 4.772
Rocket 10.035 10.853 9.058 2.140 16.029 8.075 4.750 1.999 5.378 4.992 1.574 3.629 1.086 2.084
Skateboard 3.504 3.858 3.458 1.985 4.464 4.321 2.288 2.835 1.804 2.431 1.780 1.923 1.356 2.183
Table 5.990 6.789 6.463 4.645 8.010 6.973 3.805 4.325 3.946 3.199 2.798 3.184 2.479 3.426

Average 8.381 8.920 8.941 4.821 11.868 8.713 4.772 4.270 4.384 4.805 2.851 3.401 2.319 3.156

Figures 7–9 show the rendered point clouds demonstrated in 2D images. In these
figures, the rough structures can be built by all algorithms, but the global prediction
algorithms (PCN and 3D-Capsule) fail to reconstruct details. The local prediction algorithms
(PF-Net and ours) preserve far richer details than PCN and 3D-capsule. By comparing our
results to PF-Net’s, it is confirmed that the predicted points of our method are distributed
in a more uniform way, which is friendly of visual understanding. This can be explained
with the basis points in our method that are from regular voxel grids.
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Figure 7. Visualization of the predicted point clouds.

Figure 8. Cont.
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input CPN 3D-Capsule PF-Net ours GT

Figure 8. Visualization of the predicted point clouds for chairs and earphones.

input CPN 3D-Capsule PF-Net ours GT

Figure 9. Cont.
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Figure 9. Visualization of the predicted point clouds for guitars and knives.

5. Experiment on KITTI

The second experiment is carried out on the KITTI dataset [29] for benchmark. The re-
sults are compared with that of state-of-the-art models quantitatively and visually.

5.1. Experimental Scheme for KITTI

KITTI is an in situ dataset consisting of a sequence of real-world Velodyne LiDAR
scans. In each frame, the car objects are extracted according to the 3D bounding boxes
(Figure 10a), which results in 2401 partially observed samples. The partial point clouds in
KITTI are highly sparse without complete point clouds as ground truth. Cars in the KITTI
dataset are targeted for reconstruction. Since the dataset has no complete point clouds for
training, the a priori car models are learned from the ShapeNet dataset where the complete
cars are used. Specifically, for each car in KITTI, the car sample in ShapeNet that has the
minimum Chamfer distance to it is selected for training.

(a) (b)

Figure 10. Original and predicted frame for KITTI. (a) KITTI frame. (b) Completion result with the
proposed method.

The results of some state-of-the-art point cloud completion algorithms, including
3D-Capsule [6], PCN [4], PF-Net [21], AtlasNet [7], FoldingNet [3], TopNet [8], MSN [5],
GRNet [9], and SparNet [14] are also compared. It is noted that the outcomes of 3D-Capsule,
PCN, and PF-Net are from our codes, while the results of AtlasNet, FoldingNet, TopNet,
MSN, GRNet, and SparNet are cited from the original papers. Some algorithms used for
the ShapeNet test in Section 4 are not included due to the lack of their experimental results.
The parameters for the proposed method were the same as those used in the ShapeNet test
except that the network was trained 250 epoches for the KITTI dataset.

5.2. Metrics

The point clouds in KITTI are gathered in situ without ground truth for reference,
which is not applicable for the standard Chamfer distance as is used in the ShapeNet
dataset. In this case, three new metrics are involved for evaluation, which are temporal
consistency, fidelity, and the minimum matching distance. The first metric measures the
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differences between frames. The last two metrics measure the output deviations from
the input and training objects, respectively. Before the assessment, all the input point
clouds were normalized to [−1, 1]. The scores measured with the following metrics were
magnified 1000 times and demonstrated in Table 2.

Table 2. Evaluation on the results on the KITTI dataset (the best are in bold).

3D Capsule PCN PF-Net AtlasNet FoldingNet TopNet MSN GRNet SparNet Proposed

Temporal Consistency 0.836 1.557 0.374 0.700 1.053 0.568 1.951 0.313 0.249 0.273
Fidelity 1.527 2.235 0 1.759 7.467 5.354 0.434 0.816 1.461 0

Minimum Matching 1.218 1.366 0.613 2.108 0.537 0.636 2.259 0.568 0.368 0.319

5.2.1. Temporal Consistency

The Chamfer distance between the consecutive frames is measured with the temporal
consistency. The metric is calculated frame by frame and then summarized to give a
general assessment.

Suppose that the ith frame and the (i + 1)th frame are two consecutive frames in
KITTI with the quantity of Ni shared cars in each frame, and cari

k and cari+1
k represent the

completion results of the kth car in the two frames, respectively; the temporal consistency
for the ith frame is abbreviated as Ci and calculated with

Ci =
1
Ni

∑Ni
k=1 CD(cari

k, cari+1
k ) (8)

where CD(·) denotes the Chamfer distance between two collectives.
If the number of consecutive pairs of frames is K, then the overall consistency is

calculated with
Consistensy =

1
K ∑K

k=1 Ck (9)

5.2.2. Fidelity

Fidelity is measured with the single-directional Chamfer distance to evaluate how the
input structures are preserved by the output. Supposed that the total number of cars in
KITTI is Ncars, cari denotes the ith input car, and car′i denotes the completion result for the
ith car, the fidelity is computed as

Fidelity =
1

Ncars
∑Ncars

i=1 CD(cari, car′i) (10)

where CD(·) denotes the Chamfer distance between two collectives.

5.2.3. Minimum Matching Distance

Since the a priori car models are trained from the ShapeNet dataset, the Chamfer
distance between the predicted output for KITTI and the original car point clouds in
Shapetnet can be evaluated. It describes the similarity between the training sets and the
prediction sets.

5.3. Experimental Results on the KITTI Dataset

The prediction results by the proposed method are partly demonstrated in Figures 10–12
for visual identification. The results of competing algorithms are not presented because
they are too similar to be distinguished if observed from far viewpoints. The reconstructed
point sets show that car structures can be clearly reconstructed.

When the digital evaluations are concerned, Table 2 shows that our method achieves
the best scores on fidelity and minimum matching distance, and it ranks in the top group
with regard to temporal consistency. The fidelity score is 0 for PF-Net and our method
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because the two algorithms keep all input points with only the missing components
for prediction.

(a) (b)

Figure 11. Original and predicted cars for KITTI. (a) Cars in KITTI. (b) Cars predicted with the
proposed method.

Figure 12. Visualization of the predicted point clouds for the KITTI dataset.

6. Experiment on the ALS Dataset

Ground completion is a key task. The 3D scenes obtained by matching satellite images
usually do not contain ground structures, which is not applicable to some applications
monitoring land cover changes, such as the height estimation of crops or forests. If the
ground structure can be predicted using a point cloud completion model, canopy height
can be obtained from the difference between vegetation and ground. This can lead to finer
biomass assessment. To this end, an experiment is performed for remote sensing purposes.

The airborne laser scanning (ALS) dataset is used in the experiment, which contains
three point cloud scenarios: dense vegetation plus gentle slope, dense vegetation plus
steep slope, and sparse vegetation plus steep slope. The point clouds in the dataset are
labeled with ground points and non-ground points. As for the scale of training and test,
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the first scene contains 794 training samples and 88 test samples, the second scene contains
1625 training samples and 180 test samples, and the last scene contains 294 training samples
and 32 test samples, respectively. The total training samples are 2713 and the total test
samples are 300. In the training stage, ground points were removed from the scenes as the
input, whereas the output of the model presented the missing ground structure. In the
sparse + steep test, each point cloud sample contains roughly 12,000 points, of which
the number of ground points is about 3000, with a missing percentage of about 25%.
In the dense + slow and dense + steep tests, each point cloud sample contains roughly
18,000 points, of which the number of ground points is about 4000, for a missing proportion
of about 22%.

Our method is compared with PCN, PF-Net, VE-PCN, PS-Net, and LAKe-Net. The pa-
rameters for the proposed method were the same as those used in the ShapeNet test,
except that the network was trained 200 epoches for the ALS dataset. The experimental
results are shown in Figures 13–15. The evaluation in Table 3 shows clearly that our method
can achieve the best completion results compared with competing methods.

Table 3. Chamfer distance assessment on the ALS dataset (10,000 times magnified and the best are
in bold).

PCN PF-Net VE-PCN PS-Net LAKe-Net Ours
dense + slow 18.54 14.28 14.20 15.65 13.53 13.27
dense + steep 31.23 22.25 21.35 22.36 20.91 20.06
sparse + steep 19.35 17.45 16.98 17.25 17.36 16.90

input predicted ground truth

Figure 13. Visualization of the predicted point clouds for the dense+slow type of the ALS dataset.
Each column represents an object.

Figure 14. Cont.
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input predicted ground truth

Figure 14. Visualization of the predicted point clouds for the dense + steep type of the ALS dataset.

input predicted ground truth

Figure 15. Visualization of the predicted point clouds for the sparse + steep type of the ALS dataset.

7. Discussion

Attention and contour learning are newly designed in our model. The necessity of the
two models is uncovered in this section. In addition, the point cloud completion methods
can be divided into two categories, namely overall prediction and missing prediction. Both
types have advantages and disadvantages. Both methods can be used for the proposed
method, but the missing prediction is preferred in the experiment. The detail loss and
structural integrity are observed to compare the difference of the two methods.

7.1. Ablation Study

An ablation study was conducted to verify the effectiveness of the model structure
and the newly proposed loss function. In the study, the attention blocks in the encoder
and decoder are replaced with the U-Net structure based on 3DCNN. The effect of using
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and not using contour loss is compared. The modified model was trained and tested on
ShapeNet. The experimental results are shown in Table 4 and assessed with the Chamfer
distance. The results show that the best results can be achieved by using both attention
blocks and contour loss, which indicates that both the model and the loss function are
effective and critical for performance improvement.

Table 4. Chamfer distance assessment on the ShapeNet dataset for ablation study (10,000 times magnified).

3DCNN 3DCNN + Contour Attention Attention + Contour
5.616 2.402 3.156 2.319

7.2. Impact of Contour Learning

In the newly proposed cost function, the importance of the grid is assigned to be
variable. Its necessity can be presented by a confidence map. In order to plot the heatmap
under the top view as shown in Figure 16, the middle layer of the voxel grid label predicted
by the network is taken out. The results show that when the contour loss is not used in
training (by setting α1 = α2 = α3 = α4 = 1), the classification results of the contours are
of low confidence. When the contour loss is used, the confidence of the classification is
significantly improved, and a clearer contour can be seen from the confidence map.

input without contour with contour ground truth

Figure 16. Confidence map with or without the contour learning.

7.3. Impact of Grid Size

The grid size is given by the important parameter W for tradeoff. A larger value of W
allows for a higher voxel resolution, thereby preserving more shape details. However, it
also increases the computational burden. On the other hand, an extraordinary large value
of W implies capturing detailed contours, which brings challenges on the complexity of the
network and the amount of training data. From the perspective of numerical evaluation,
there exists an optimal W that matches the density of the points. In other words, a larger
value of W is not necessarily better nor is a smaller value. The optimal W is linked to the
point density.

In the experiment, W was set to 26 for all the tests. This value is the maximum value
that can be supported by the computational resource used in this study (NVIDIA 2060 with
6GB memory). The training spends around 3 days for the ShapeNet dataset and 1 day for
the KITTI dataset and the ALS dataset. Since the point cloud data have been normalized to
the range of [−1, 1] before being inputted to the network, the grid size is 2/26.

7.4. Impact of Decision Threshold for Contour Learning

When the sigmoid function is used for normalization, the decision threshold for a
typical binary classifier is commonly set to 0.5. However, Esposito et al. [30] found that
0.5 is suboptimal for imbalanced data. Point cloud completion also faces the challenge of
data imbalance, so 0.5 may not be the ideal threshold. To find the truth, an experiment was
added by changing the threshold within the range of [0.3, 0.7] and comparing the results
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on ShapeNet, as shown in Figure 17. The results indicate that setting the threshold to 0.5 is
appropriate. The difference between the worst and best results is only 0.087.

Figure 17. Chamfer distance on ShapeNet with varied decision threshold.

7.5. Detail Loss

In terms of details in the prediction results, the missing prediction methods tend to
produce more details than the overall prediction methods. Missing prediction transfers
the full details of the input clouds to the output part. Overall prediction, however, takes
no additional constraint on the input, which is easy to lose details when the network
reconstruction quality is not satisfied enough. Taking the car completion results in Figure 18
as an example, the completion results of the overall prediction methods fail to reconstruct
the detail of the front windshield, while the completion methods of missing prediction can
retain it.

input and ground truth

overall prediction

missing prediction

Figure 18. Detailed comparison between overall prediction and missing prediction. Points in red
circles show significant difference under diverse strategies.

7.6. Structural Integrity

From the perspective of surface smoothness, the overall prediction results have
smoother surfaces, while the missing prediction results may have gaps between the input
and output. Figure 19 presents an example for integrity check. Despite the loss of detail or
uneven density in the overall prediction, the final result is visually complete.
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input and ground truth overall missing
prediction prediction

Figure 19. Integrity comparison between overall prediction and missing prediction. Missing predic-
tion shows better consistency in the red circle area.

8. Conclusions

A learning-based model is proposed for precise and high-fidelity point cloud com-
pletion. In the method, the regular voxel points are selected as reference points to ensure
uniform point density, and an end-to-end neural network is constructed for the cyclic
conversion framework between a point cloud and voxels. A classifier is trained to remove
the vacant or sparse grids and keep the valid voxels for diffusion. The deliberately designed
loss function makes the classifier learn the prior knowledge of object contours.

The proposed method is named Point-Voxel-Point Network, or PVP-Net, tested on the
ShapeNet dataset, and compared with 11 state-of-the-art algorithms. The Chamfer distance
evaluation confirms that the new method outweighs all competing methods by 14% or
higher. The visual comparison shows that our method can produce uniformly distributed
points with higher details. Additional experiments on the KITTI dataset and the airbone
laser dataset confirm the effectiveness of the proposed method for the in situ completion.
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