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Abstract: The TanDEM-X Digital Elevation Model (DEM) is limited by the radar side-view imaging
mode, which still has gaps and anomalies that directly affect the application potential of the data.
Many methods have been used to improve the accuracy of TanDEM-X DEM, but these algorithms
primarily focus on eliminating systematic errors trending over a large area in the DEM, rather than
random errors. Therefore, this paper presents the least-squares collocation-based error correction
algorithm (LSC-TXC) for TanDEM-X DEM, which effectively eliminates both systematic and random
errors, to enhance the accuracy of TanDEM-X DEM. The experimental results demonstrate that
TanDEM-X DEM corrected by the LSC-TXC algorithm reduces the root mean square error (RMSE)
from 6.141 m to 3.851 m, resulting in a significant improvement in accuracy (by 37.3%). Compared to
three conventional algorithms, namely Random Forest, Height Difference Fitting Neural Network
and Back Propagation in Neural Network, the presented algorithm demonstrates a reduction in the
RMSEs of the corrected TanDEM-X DEMs by 6.5%, 7.6%, and 18.1%, respectively. This algorithm
provides an efficient tool for correcting DEMs such as TanDEM-X for a wide range of areas.

Keywords: least squares collocation method; systematic error; random error; TanDEM-X DEM;
ICESat-2

1. Introduction

The digital elevation model (DEM) is a fundamental dataset for geological analyses
and has been widely applied in various fields, including hydrology, geology, meteorology,
and military affairs [1–3]. In recent years, the continuous development of aerospace tech-
nologies such as Interferometry Synthetic Aperture Radar (InSAR) and Light Detection.
And Ranging (LiDAR) has significantly improved the ability to acquire largescale global
DEMs [4]. Consequently, an increasing number of global digital elevations with vary-
ing scales, resolutions, and accuracies are being publicly released. These include ASTER
GDEM [5], AW3D30 DEM [6], SRTM DEM [7] and TanDEM-X DEM [8]. These publicly
available DEMs provide crucial terrain reference information for geoscience research and
have been extensively utilized. However, the accuracy of generated DEM data is inevitably
affected by various observation technologies (such as optics, radar and photogramme-
try), terrain features and surface coverage types during the process of observation and
generation [9]. For instance, ASTER GDEM and AW3D30 DEM obtained through pho-
togrammetric methods using stereo data are challenged by cloud and fog penetration due
to their short wavelength. Additionally, they are susceptible to noise and outliers [10].
On the other hand, SRTM DEM and TanDEM-X DEM, which are generated based on
InSAR technology, are more prone to the influence of larger terrain inclinations due to
their side-view imaging observation mode. They also tend to form data holes in steep
areas [11,12].

The TanDEM-X DEM, which was publicly released by the German Aerospace Center
(DLR) in October 2018, has a high elevation accuracy [13]. Podgórski et al. [14] found
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that the elevation accuracy of TanDEM-X DEM is better than that of SRTM DEM and
ASTER GDEM in their study of mountain glacier elevation change detection. Currently, the
TanDEM-X DEM data have been utilized in various geological studies, including glacier
changes [15], mining area surveys [16], and estimation of reservoir storage capacity [17].
Even so, systematic and random errors are still concluded in the released TanDEM-X
DEM [18], limiting the potential application scopes of TanDEM-X DEM data.

In recent years, several works have been conducted to reduce the errors of TanDEM-X
DEM products [19–21]. These studies are primarily conducted from two perspectives. For
instance, multisource DEMs obtained by different methods are integrated to generate a
more precise, comprehensive, and reliable dataset than a single TanDEM-X DEM [22,23].
However, the resolution and accuracy of the fusion results depend on the input DEMs. In
addition, the systematic errors in TanDEM-X DEM products are fitted and further removed
using machine learning algorithms with the assistance of high accuracy observations of the
elevation point acquired by GPS, LiDAR, Ice, Cloud, and Land Elevation Satellite (ICESat),
Global Ecosystem Dynamics Investigation (GEDI) sensors, and so on [24]. These algorithms
show a good performance on systematic error reduction, but a poor improvement on the
reduction of random errors in TanDEM-X DEM.

In this paper a new algorithm was presented to simultaneously reduce the systematic
errors and random errors in TanDEM-X DEM using a least-squares collocation (LSC)
method. This LSC method was originally developed for gravity anomaly analysis [25],
and has since been widely utilized in determining quasi geoid [26], estimating elevation
anomalies [27], and other related fields. For the sake of statement, we referred to the
presented algorithm as the LSC-TXC algorithm, in which systematic error components
in TanDEM-X DEM were firstly considered to be trend signals, and random errors were
taken to be white noise. Then, the trend signals and white noise were simultaneously
incorporated into a linear equation system relating to elevation observations, in light of
the LSC method. Finally, both the systematic error components and random errors are
mitigated by solving the linear equation system using the LSC method, with the assistance
of auxiliary high-precision observations of elevation.

This paper is structured as follows: Section 2 presents the study area and data sources.
while Section 3 outlines the methodology for generating TanDEM-X DEM from TDX/TSX
data, analysizing TanDEM-X DEM error and constructing a least squares collocation-based
error correction algorithm for TanDEM-X DEM. Finally, Sections 4–6 present experimental
results, discussion and conclusions, respectively.

2. Study Area and Data
2.1. Study Area

The study area chosen for this paper is located in southwestern Europe, spanning
between 41◦28′–42◦58′N and 1◦59′–3◦46′W, with a total area exceeding 26,244 km2. The
precise geographical location of the study area is depicted in Figure 1a, while the Sentinel-
2 satellite image and TanDEM-X DEM of the study are as shown in Figures 1b and 1c,
respectively. From Figure 1c, it is evident that the study area exhibits a diverse range of
terrain features with significant elevation variations, predominantly comprising hills and
mountains. The southern region boasts high elevations while the northern part is relatively
flat with low-lying topography. Furthermore, the study area displays consider-able slope
variability as depicted in Figure 1d’s terrain slope analysis. Therefore, this region is more
suitable as a study area for investigating the improvements in DEM accuracy.
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Figure 1. Study site and datasets: (a) location of study area (The red rectangles show the location of
the study area), (b) Sentinel-2 satellite image, (c) TanDEM-X DEM, (d) terrain slope.

2.2. Study Datasets
2.2.1. TanDEM-X/TerraSAR-X (TDX/TSX) Data

The TerraSAR-X satellite, developed in Germany, is equipped with a high-frequency
X-band synthetic aperture radar sensor that enables it to acquire high-resolution images
of any imaging area required by users, regardless of weather conditions. The TanDEM-X
satellite was successfully launched on 21 June 2010 and works in conjunction with the TSX
satellite to generate a digital altitude model of the Earth’s landmass.

This paper employs the SAR data acquired by TDX and TSX in a bistatic mode.
The acquisition method involves transmitting a signal from one satellite, which is then
simultaneously received by two satellites. Then, the corresponding terrain information
is obtained by analyzing the phase difference of echo signals received by both satellites.
Additionally, the special imaging geometry of TDX/TSX in bistatic mode, combined with
the close proximity (<400 m) of the two satellites in this dual star system, results in an
almost zero-time baseline between SAR image pairs obtained using this mode.

This paper utilizes 20 pairs of TDX/TSX image data from the study area, acquired
in 2019 at varying orbit elevations, with each pair covering an approximate area of
58 km × 61 km.

2.2.2. ICESat-2 Data

On 15 September 2018, the National Aeronautics and Space Administration (NASA)
launched ICESat-2 to continually support the quantification of ice-sheet contributions to
sea-level rise, estimating sea-ice thickness, and monitoring glacier-melting outlets [28]. This
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new generation spaceborne lidar satellite was developed by the United States following the
failure of its predecessor, the ICESat-1. Equipped with the Advanced Terrain Laser Altitude
Measurement System (ATLAS), the ICESat-2 utilizes six beams divided into three pairs to
more accurately measure Earth’s surface slope. The instrument determines the elevation
of the Earth’s surface by comparing the round-trip time of laser pulses reflected from the
ground to a receiver in orbit around the planet.

ICESat-2 altimetry data are primarily utilized for measuring global ice cover, cloud
cover, and land height changes with a resolution of about 17 m. This represents a significant
improvement over the capabilities of ICESat-1. The global coverage provided by ICESat-2
is essential for studying surface height change on a worldwide scale. Furthermore, the
fusion of ICESat-2 data with other remote sensing information (such as DEM data) can
enhance its accuracy and applicability.

The ICESat-2 data products from the National Snow and Ice Data Center Distributed
Active Archive Center (NSIDC DAAC) provide detailed information on the elevations of
various surfaces, including sea ice, land ice, forest canopies, water height, urban areas, and
more. These observations span from late 2018 to present. For this study, we utilized the
ATL08 dataset, which is version 5 of the ATLAS/ICESat-2 L3A Land and Vegetation Height
product. This dataset provides precise measurements of ground and crown surface heights
along the WGS84 ellipsoid.

3. Methods
3.1. Overview of TDX/TSX DEM Generation

The fundamental principle of TDX/TSX interferometry for generating TanDEM-X
DEM involves utilizing the dual satellite system of TerraSAR-X and TanDEM-X to ob-
serve the same area from different viewing angles, thereby acquiring two single-view
complex images with coherence. Then, ground surface elevation is estimated based on the
interferometric phase derived from these two images [29].

Figure 2 plots a schematic diagram of TDX/TSX DEM generation, in which TanDEM-X
(TDX) and TerraSAR-X (TSX) denote the positions of two SAR satellites, and L represents
their spatial baseline. The angle between this baseline and the horizontal direction is
denoted by α, and the height above ground level for the TerraSAR-X satellite is given by
H. Furthermore, it should be noted that R1 represents the distance between TerraSAR-X
satellite and ground point P, and R2 denotes the distance between the TanDEM-X satellite
and ground point P. The angle of incidence of the TerraSAR-X satellite is denoted by θ, and
h refers to the elevation of the terrain at ground point P.
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The altitude of point P can be mathematically formulated as:

h = H − R1cosθ (1)

The phase difference of interference between two SAR satellites observing point P can
be expressed as follows:

ϕ =
2π

λ
(R1 − R2) =

2π∆R
λ

(2)

Meanwhile, in accordance with the cosine theorem, the altitude of point P on the
ground can be mathematically expressed as:

h = H −

(
λϕ
2π

)2
− L2

2Lsin(θ − α)− λϕ
π

cosθ (3)

where λ represents the wavelength of the satellite signal and ϕ denotes the interference
phase difference at target point P between the TanDEM-X and TerraSAR-X satellites.

3.2. Error Analysis on TanDEM-X DEM

The errors of the generated TanDEM-X DEM are mainly classified into systematic
errors and random errors. Systematic errors are caused by either measurement tools or
systematic factors, whereas random error arises from the stochastic fluctuations of relevant
factors during the measurement process, leading to a mutually compensating offsetting
error. Systematic errors include orbit phase error, terrain phase error, and slant range
measurement error. Random errors are caused by factors such as the signal-to-noise ratio,
pixel-matching errors, sampling errors, phase noise, and data processing.

The phase error of the orbit is primarily attributed to the radial and cross-orbit errors
in the state vector, which can have an impact on both the extraction and generation of
the digital elevation models [30]. Due to the linear shift of the orbital phase in the range
direction from the near to far range of the interferogram, a relationship between range and
azimuth coordinates can be modeled [31]. Therefore, this paper employs a polynomial
fitting method for removing the orbit phase error. The quadratic polynomial model used in
this study is expressed as:

ϕorb = a0 + a1rg + a2azi + a3rg·azi + a4rg2 + a5·azi2 (4)

where ϕorb represents the error in the orbital phase, rg and azi denote range and azimuth
coordinates, respectively, and ai(i = 0, 1, . . . , 5) refers to the unknown coefficient that needs
to be computed.

The orbital phase error is manifested in the SAR coordinate system, rendering data
fusion unfeasible at this stage. Therefore, one pair of TDX/TSX data was selected for
analyzing the model’s correction effect. The results are depicted in Figure 3. It was
observed that the orbital phase error was uniformly distributed across the entire study
area, manifesting as a large light-yellow hue in Figure 3a. After applying the correction
using Equation (4), the majority of the light-yellow hue in Figure 3b is eliminated due to the
removal of orbital phase errors, indicating that the model is capable of effectively removing
such errors (see a difference in Figure 3c).

Terrain-related phase error is induced by intricate terrain features within the region.
Due to the short wavelength of the X-band, areas with significant terrain fluctuations
exhibit more dense stripes on the interferogram, which can impede phase unwrapping
and even result in failure. To mitigate the impact of terrain on unwrapping, an external
DEM is commonly employed, and a differential phase unwrapping technique is utilized
to recover residual terrain information [32]. The atmospheric phase error is caused by
factors such as signal delay or the tilted propagation path of radar signals affected by the
atmosphere during propagation. However, due to the unique imaging conditions of the
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TDX bistatic mode, the effects of atmospheric disturbances and temporal decoherence can
be effectively mitigated [33]. The slant distance measurement error primarily arises from
the bias measurement timing system. However, the TDX’s positioning accuracy for slant
distance can be controlled within 30 cm, which is nearly an order of magnitude higher than
its nominal accuracy (2 m). As a result, the impact of the slant distance measurement error
on DEM accuracy may be disregarded [34].
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After correcting for the orbital and terrain phase errors that affect phase unwrapping
in TanDEM-X DEM, it was determined that the systematic error is primarily influenced
by terrain features such as slope, aspect, and elevation. To investigate the relationship
between the elevation and TanDEM-X DEM error, we divided the error into four groups
based on elevation values: 300–500 m, 500–700 m, 700–900 m, and >1100 m. As depicted in
Figure 4a, a positive correlation exists between the error of TanDEM-X DEM and elevation.
As illustrated in Figure 4b, there is a quadratic functional relationship between DEM error
and terrain slope. As demonstrated in Figure 4c, no significant linear trend can be observed
between the TanDEM-X DEM error and terrain aspect.
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After conducting the aforementioned analysis, it was determined that the system-
atic errors in TanDEM-X DEM are primarily associated with elevation and terrain slope.
Consequently, a polynomial model for TanDEM-X DEM is expressed as follows:

∆h = a0 + a1x + a2y + a3x2 + a4xy + a5y2 + a6h + a7s + a8s2 (5)

where ∆h represents the difference in elevation between the ICESat-2 data and TanDEM-
X DEM, x and y denote the longitude and latitude coordinates, h denotes the elevation
of ICESat-2 data, s indicates its slope, and ai(i = 0, 1, . . . , 8) are unknown coefficients to
be determined.

3.3. LSC-TXC Algorithm for TanDEM-X DEM Error Correction
3.3.1. Observation Equation System

The LSC method was originally developed by Moritz (1972) [35] and has become a
well-known algorithm for filtering and predicting geodetic and geophysical observations
simultaneously, including trend signal errors and noises [36,37]. The core idea of the LSC
method is that trend signal errors and noises are first incorporated into the same equation
system. Then, solutions of the concerned unknown parameters in the same equation system
are solved with the assistance of sparse high-precision observations. The equation system
can be expressed as:

L = BX + GY + ∆ (6)

where L represents observation vector, B represents the coefficient matrix; X = [X′ X′′ ]T

is the focused unknown parameters part of the model, where X′ and X′′ represent the
focused unknown parameters where auxiliary high-precision observations are available
(referred to as the coincidence point) and unavailable (referred to as the non-coincidence
point), respectively. GY represents the contribution of trend signal components on the
observation vector L, where G is the coefficient matrix of the contribution of systematic
error parameters Y. ∆ is white noise of the observations.

According to the analysis in Section 3.2, the systematic errors of TanDEM-X DEM are
spatially correlated with pixel locations (x, y), elevations, and slopes. Therefore, we used
a polynomial relating to the correlation factors to describe the systematic error pattern
of TanDEM-X DEM; that is, the second term in the right side of Equation (6) can be
expressed as:

G =


1 x1 y1 x2

1 x1y1 y2
1 h1 s1 s2

1
1 x2 y2 x2

2 x2y2 y2
2 h2 s2 s2

2
...

...
...

...
...

...
...

...
...

1 xm ym x2
m xmym y2

m hm sm s2
m

 (7)

Y = [a0 a1 a2 a3 a4 a5 a6 a7 a8]
T (8)

where a0 to a8 in Y denote the systematic parameters which are unknown and need to be
solved. The main reason for utilizing the LSC method is to obtain more accurate elevations
by mitigating systematic and random errors from TanDEM-X DEM. Therefore, the matrix
X in Equation (6) is a vector consisting of unknown elevations in the region of interest. The
coefficient matrix B is an identity matrix. The observation vector is composed of auxiliary
high-accuracy observations obtained by ICESAT-2, GEDI, GNSS, and so on.

3.3.2. Error Correction of TanDEM-X DEM

Having obtained the equation system relating systematic and random errors to el-
evation observations, the solutions for the elevations after systematic and random error
mitigation can be found. According to Moritz (1972) [35], the error equation systems of
Equation (6) can be expressed as follows:

V = BX̂ + GŶ− LVX′ = X̂′ − LX′VX′′ = X̂′′ − LX′′ (9)



Remote Sens. 2023, 15, 3695 8 of 17

where the caret denotes the solutions of X and Y, and V denotes the residual vector.
Considering that noises ∆ are independent of X′ and X′′ , the variances between them are
zeros, i.e., D∆X′ = 0 and D∆X′′ = 0. The solutions of the unknown parameter of Equation
(8) can be estimated with Equation (10) based on the minimization of the mean squared
error of observations and the focused unknown parameters, as follows:

Ŷ =
{

GT(BDX′BT + D∆
)−1G

}−1
GT(BDX′BT + D∆

)−1
(L− BLX′)

X̂′ = LX′ + DX′BT(BDX′BT + D∆
)−1(L− GŶ− BLX′

)
X̂′′ = LX′′ + DX′′ X′BT(BDX′BT + D∆

)−1(L− GŶ− BLX′
) (10)

where DX′ and D∆ are the variances of X′ and ∆, respectively, and DX′′ X′ denotes the
covariance of the elevations where auxiliary observations are available and unavailable.

Following the matrix transformation, Equation (10) can be simplified as follows:

Ŷ =
{

GT(DX′X′)
−1G

}−1
GT(DX′X′)

−1L

X̂′ = DX′X′(DX′X′)
−1(L− GŶ

)
X̂′′ = DX′′ X′(DX′X′)

−1(L− GŶ
) (11)

where DX′X′ is the self-covariance matrix of elevations where auxiliary observations are
available; DX′′ X′ is the covariance matrix of elevations where auxiliary observations are
unavailable and available.

As observed in Equation (11), the key to estimate the elevations after systematic and
random error mitigation is to determine the matrices DX′X′ and DX′′ X′ in Equation (11) [38].
In this study, the prior covariance of trend systematic errors (namely Cr) between two
points, i and j, within a distance threshold of r is given by:

Cr =
1

Nr
∑ PiPj (12)

where Nr is the total number of paired coincident points spaced apart by a distance r,
and PiPj is the product of the signals. Once auxiliary high-precision observations with
acceptable density are available, the covariance matrix can be obtained by fitting. The
interval distance r has an impact on both the prior covariance calculation and covariance
function fitting. In this paper, we adopt Wojciech’s method [39] for determining the optimal
spacing distance r by calculating the relationship between an a priori covariance value of
the coincident points and the spacing distance, as shown in Figure 5. The stability of the
a priori covariance value tends to occur at interval distances greater than 400 m, beyond
which they remain essentially unchanged. Therefore, by selecting r = 400 m as the optimal
spacing distance in the region, we can calculate an a priori covariance value that meets
our requirements.
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According to the above process, the distance and prior covariance between each pair
of coincidence points can be obtained, and then the optimal curve function is estimated by
using the least-square fitting to describe the relationship between the distance of each pair
of coincidence points and its prior covariance. Afterwards, the variance–covariance matrix
(VCM) is generated for the two signals between the coincident and non-coincident points
based on the obtained optimal-fit curve or covariance function. The VCM can be expressed
as follows: [

DX′′ X′′ DX′′ X′

DX′′ X′
T DX′X′

]
(13)

where DX′′ X′′ is the autocovariance matrix of the non-coincidence points, DX′′ X′ denotes
the cross-covariance matrix between coincident and non-coincident points, while DX′X′

signifies the autocovariance matrix of the coincidence points.
Finally, DX′X′ and DX′′ X′ are substituted into Equation (11), and the estimates Ŷ, X̂′

and X̂′′ can be obtained. The errors for all raster points of the TanDEM-X DEM can be
calculated by substituting the obtained estimates into Equation (6). The corrected DEM can
be generated by subtracting these errors from the original TanDEM-X DEM. The specific
workflow of the LSC-TXC algorithm presented in this paper is shown in Figure 6.
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4. Results
4.1. TanDEM-X DEM Correction Results

This study utilizes 23,250 ICESat-2 altimetry data points acquired in 2021 within the
designated study area as experimental data, followed by a random selection of 12,036
ICESat-2 data points within the same area in 2022 for validation purposes. The validation
dataset is employed to assess the accuracy variations of TanDEM-X DEM pre-correction
and post-correction. The primary evaluation metrics comprise the mean error (ME) and
root mean square error (RMSE). The corresponding calculation formulas for these two
metrics are as follows:

ME =
1
n

n

∑
i=1

xi−yi (14)
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RMSE =

√
∑n

i=1(xi − yi)
2

n
(15)

where n represents the number of validation data points, x denotes the elevation value of
each validation point, and y represents the corresponding elevation value in the DEM. The
unit for elevation data is meters.

Figure 7a displays the original TanDEM-X DEM, and Figure 7b exhibits the TanDEM-
X DEM corrected by the LSC-TXC algorithm presented in this paper. While Figure 7c
illustrates the elevation difference between the corrected TanDEM-X DEM and the original
TanDEM-X DEM. The findings indicate that the differences are pre-dominantly concentrated
within the range of −20 m to 30 m, which is consistent with the outcomes of the TanDEM-
X DEM accuracy assessment [40]. However, the largest difference between the grids is
−257.255 m, and there are dozens of grids with differences of more than 100 m. After
analysis, we found that the original TanDEM-X DEM had data gaps in these regions,
which were filled by LSC-TXC algorithm, resulting in abnormal height difference in these
grid regions.
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The difference between the ICESat-2 validation data and corresponding point eleva-
tions of TanDEM-X DEM before and after the correction can be calculated, yielding an
error histogram as depicted in Figure 8. Prior to the correction, TanDEM-X DEM exhibited
a degree of negative deviation with a ME of −2.019 m, indicating that its elevation was
on average higher than that of the ICESat-2 points. The observed situation is attributed
to the location of the TanDEM-X radar satellite’s observation center, which lies between
the vegetation canopy and exposed surface. The pre-correction RMSE stands at 6.141 m,
a figure that aligns with those found in other regions. For instance, Gdulová K et al. [40]
reported an RMSE of 11.99 m for TanDEM-X DEM in certain European mountainous areas
while Yu et al. [41] discovered an RMSE of 7.87 m for TanDEM-X DEM in China.

After the correction, the vertical error in TanDEM-X DEM is symmetrically distributed
around zero. Compared to before correction, the vertical error in TanDEM-X DEM is
closer to zero with an ME of 0.058 m. After the correction, Figure 8 demonstrates a
significant reduction in the number of points with larger error values and a decrease in
RMSE to 3.851 m. These results indicate that the algorithm proposed in this paper effectively
enhances the quality of TanDEM-X DEM.

To validate the efficiency of the presented algorithm in rectifying systematic and
random errors in TanDEM-X DEM, two profile lines exhibiting significant terrain varia-
tions within the study area were selected to demonstrate local error changes before and
after the correction. The error trend line after the correction in Figure 9b is smoother and
closer to zero, corresponding to Figure 9a, indicating that the LSC-TXC algorithm effec-
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tively mitigates systematic errors in TanDEM-X DEM. Meanwhile, the errors that suddenly
change before the correction (these are random errors) are well corrected by the presented
algorithm, indicating that the LSC-TXC algorithm effectively corrects random errors in
TanDEM-X DEM. However, the correction effect of random errors is not statistically sig-
nificant in the vicinity of 2000 m along the profile line as shown in Figure 9b. This can be
attributed to insufficient ICESat-2 experimental data points within this range, leading to
inadequate coincidence points for calculating the spatial correlation between signals.

Remote Sens. 2023, 15, x FOR PEER REVIEW 11 of 19 
 

 

 

(a) (b) (c) 

Figure 7. (a) original TanDEM-X DEM, (b) TanDEM-X DEM corrected by LSC-TXC algorithm, and 

(c) the difference between the corrected TanDEM-X DEM and the original TanDEM-X DEM. 

The difference between the ICESat-2 validation data and corresponding point eleva-

tions of TanDEM-X DEM before and after the correction can be calculated, yielding an 

error histogram as depicted in Figure 8. Prior to the correction, TanDEM-X DEM exhibited 

a degree of negative deviation with a ME of −2.019 m, indicating that its elevation was on 

average higher than that of the ICESat-2 points. The observed situation is attributed to the 

location of the TanDEM-X radar satellite’s observation center, which lies between the veg-

etation canopy and exposed surface. The pre-correction RMSE stands at 6.141 m, a figure 

that aligns with those found in other regions. For instance, Gdulová K et al. [40] reported 

an RMSE of 11.99 m for TanDEM-X DEM in certain European mountainous areas while 

Yu et al. [41] discovered an RMSE of 7.87 m for TanDEM-X DEM in China. 

 

Figure 8. Error histogram of TanDEM-X DEM relative to the ICESat-2 point before and after the 

correction. 

After the correction, the vertical error in TanDEM-X DEM is symmetrically distrib-

uted around zero. Compared to before correction, the vertical error in TanDEM-X DEM is 

closer to zero with an ME of 0.058 m. After the correction, Figure 8 demonstrates a signif-

icant reduction in the number of points with larger error values and a decrease in RMSE 

to 3.851 m. These results indicate that the algorithm proposed in this paper effectively 

enhances the quality of TanDEM-X DEM. 

Figure 8. Error histogram of TanDEM-X DEM relative to the ICESat-2 point before and after
the correction.

Remote Sens. 2023, 15, x FOR PEER REVIEW 12 of 19 
 

 

To validate the efficiency of the presented algorithm in rectifying systematic and ran-

dom errors in TanDEM-X DEM, two profile lines exhibiting significant terrain variations 

within the study area were selected to demonstrate local error changes before and after 

the correction. The error trend line after the correction in Figure 9b is smoother and closer 

to zero, corresponding to Figure 9a, indicating that the LSC-TXC algorithm effectively 

mitigates systematic errors in TanDEM-X DEM. Meanwhile, the errors that suddenly 

change before the correction (these are random errors) are well corrected by the presented 

algorithm, indicating that the LSC-TXC algorithm effectively corrects random errors in 

TanDEM-X DEM. However, the correction effect of random errors is not statistically sig-

nificant in the vicinity of 2000 m along the profile line as shown in Figure 9b. This can be 

attributed to insufficient ICESat-2 experimental data points within this range, leading to 

inadequate coincidence points for calculating the spatial correlation between signals. 

  

(a) (b) 

Figure 9. Local error change trend chart of TanDEM-X DEM before and after correction, (a) Profile 

1 error change trend chart, and (b) Profile 2 error change trend chart. 

4.2. Influence of Terrain Factors on TanDEM-X DEM Correction Results 

This study integrates corresponding terrain slope data to construct a plot illustrating 

the relationship between the TanDEM-X DEM error and terrain slope, both before and 

after correction. As depicted in Figure 10a, prior to the correction, the error value of Tan-

DEM-X DEM gradually increases with increasing slope, indicating a trend of gradual di-

vergence on the scatter plot. The relationship depicted in Figure 10b appears to vanish 

upon the implementation of the accuracy enhancement algorithm. Following the correc-

tion, the gradual increase trend of TanDEM-X DEM error value with slope augmentation 

is no longer discernible, and scatter plot divergence is no longer evident. The fitting curve 

remains relatively stable at the zero level, indicating that the algorithm presented in this 

article effectively mitigates terrain slope-induced DEM errors. 

Figure 9. Local error change trend chart of TanDEM-X DEM before and after correction, (a) Profile 1
error change trend chart, and (b) Profile 2 error change trend chart.

4.2. Influence of Terrain Factors on TanDEM-X DEM Correction Results

This study integrates corresponding terrain slope data to construct a plot illustrating
the relationship between the TanDEM-X DEM error and terrain slope, both before and after
correction. As depicted in Figure 10a, prior to the correction, the error value of TanDEM-X
DEM gradually increases with increasing slope, indicating a trend of gradual divergence
on the scatter plot. The relationship depicted in Figure 10b appears to vanish upon the
implementation of the accuracy enhancement algorithm. Following the correction, the
gradual increase trend of TanDEM-X DEM error value with slope augmentation is no longer
discernible, and scatter plot divergence is no longer evident. The fitting curve remains
relatively stable at the zero level, indicating that the algorithm presented in this article
effectively mitigates terrain slope-induced DEM errors.
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Figure 10. Relationship between the TanDEM-X DEM error and terrain slope relative to ICESat-2
data, (a) before correction, and (b) after correction (The red line is the trend line).

Then, the terrain slope, undulation, and elevation of the study area are categorized
into different levels. Grade I encompasses a terrain slope ranging from 0–5◦, surface relief
between 0 and 30 m, and an elevation of 300–700 m. Grade II terrain includes terrain slopes
of 5–10◦, surface relief ranging from 30–60 m and elevations between 700–1300 m. Grade
III terrain is characterized by slopes of 10–15◦, surface relief ranging from 60–90 m and
elevations between 1300–1700 m. Grade IV pertains to terrain with a slope ranging from
15–20◦, surface relief measuring between 90–120 m, and elevations between 1700–2100 m.
Grade V encompasses terrain with a slope greater than 20◦, surface undulation exceeding
120 m and an elevation surpassing 2100 m.

Table 1 and Figure 11 demonstrate the impact of terrain slope, relief, and elevation
grade on the ME of TanDEM-X DEM (pre- and post-correction). It is evident that prior to
the correction, the ME exhibits an increasing trend with respect to improvements in these
three terrain factors. The primary cause of non-conforming situations at grade II and IV is
attributed to significant random errors occurring at these levels. After the correction, it is
evident that the algorithm proposed in this paper exhibits a significant improvement in the
error of previous terrain factor grades (I, II and III), with an improved ME approaching
zero. The enhancement effect of ME for grades IV and V is slightly suboptimal, primarily
due to the intricate topography in high terrain factor regions, leading to a lower accuracy
of ICESat-2 measurements compared to flat terrain areas.

Table 1. Comparison of ME and RMSE of the TanDEM-X DEM before and after the correction under
the influence of different types of topographic factors.

Influence Factors
Classes ME (m) RMSE (m)

Grade Interval Before After Before After

Slope (◦)

I 0–5 −1.478 −0.021 2.246 1.462
II 5–10 −1.866 0.134 4.271 3.079
III 10–15 −2.195 0.037 6.295 4.721
IV 15–20 −2.438 −0.088 8.121 6.036
V >20 −2.708 0.357 11.895 7.223

Relief (m)

I 0–30 −1.636 0.029 3.549 2.392
II 30–60 −2.290 0.107 8.198 5.834
III 60–90 −3.081 0.178 12.037 7.967
IV 90–120 −6.006 0.299 15.809 8.250
V >120 −4.196 −0.548 18.088 10.918

Elevation (m)

I 300–700 −1.555 0.054 3.154 2.287
II 700–1100 −1.475 −0.038 5.482 3.831
III 1100–1500 −2.230 0.045 6.554 4.284
IV 1500–1900 −2.954 0.403 9.259 6.198
V >1900 −5.580 0.925 10.063 7.242

Land use

Croplands −1.403 0.023 2.860 1.977
Forests −2.559 0.124 7.718 5.128

Grasslands −2.191 −0.296 6.416 4.448
Shrublands −1.882 0.057 7.508 5.049
Water area −1.256 −0.488 4.178 4.486

Built-up lands −2.099 −0.222 3.079 1.880
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Figure 11. Influence of terrain slope, relief and elevation grade on the ME of TanDEM-X DEM
(before and after the correction) (I: (0–5◦) for slope class, (0–30 m) for relief and (300–700 m) for
elevation classes; II: (5– 10◦) for slope class, (30–60 m) for relief and (700–1100 m) for elevation classes;
III: (10–15◦) for slope class, (60–90 m) for relief and (1100–1500 m) for elevation classes; IV: (15–20◦)
for slope class, (90–120 m) for relief and (1500–1900 m) for elevation classes; V: (>20◦) for slope class,
(>120 m) for relief and (>1900 m) for elevation classes. “S”, “R” and “E” stand for slope, relief, and
elevation, respect).

Table 1 and Figure 12 demonstrate the impact of terrain slope, relief, and elevation
grade on the RMSE of TanDEM-X DEM (pre- and post-correction). It is evident that a strong
positive correlation exists between topographic factors and the RMSE of TanDEM-X DEM
both before and after the correction. After the correction, the RMSE of TanDEM-X DEM is
consistently lower than its uncorrected counterpart across all terrain factor grades. Notably,
the highest accuracy correction effect is observed at grade V.
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Figure 12. Influence of terrain slope, relief and elevation grade on the RMSE of TanDEM-X DEM
(before and after correction) (I: (0–5◦) for slope class, (0–30 m) for relief and (300–700 m) for eleva-
tion classes; II: (5– 10◦) for slope class, (30–60 m) for relief and (700–1100 m) for elevation classes;
III: (10–15◦) for slope class, (60–90 m) for relief and (1100–1500 m) for elevation classes; IV: (15–20◦)
for slope class, (90–120 m) for relief and (1500–1900 m) for elevation classes; V: (>20◦) for slope class,
(>120 m) for relief and (>1900 m) for elevation classes. “S”, “R” and “E” stand for slope, relief, and
elevation, respect).
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4.3. Influence of Land Use on TanDEM-X DEM Correction Results

This paper integrates corresponding land use type data to illustrate the relationship
between TanDEM-X DEM’s ME and RMSE with respect to land use types. As depicted
in Figure 13, land use types significantly affect the ME and RMSE of TanDEM-X DEM.
Prior to the correction, forest areas exhibit the largest absolute value of ME (2.559 m),
while water areas have the smallest (1.256 m). The forest area exhibits the largest RMSE
(7.718 m), while the cultivated area displays the smallest (2.860 m). Amongst all six land
use types, the absolute values of ME and RMSE are highest in forest areas due to the
irregular backscattering of SAR radar signals caused by tree trunks and branches, leading
to amplified geometric distortion. After the correction, it can be observed that the accuracy
of other land use categories has significantly improved, except for water areas. The RMSE
for water areas has increased post-correction (i.e., decreased accuracy), which is attributed
to low error correlation in these regions and persistent gaps in TanDEM-X DEM coverage.
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4.4. Model Performance Comparison

Table 2 shows the performance comparison between the LSC-TXC algorithm proposed
in this paper and various other models for DEM correction.

Table 2. TanDEM-X DEM correction results under different algorithm models.

Models ME (m) RMSE (m)

TanDEM-X DEM −2.019 6.141
LSC-TXC 0.058 3.851

RF −0.033 4.252
HDFNN 0.123 4.317
BPNN −0.288 4.965

It can be found that the ME and RMSE of TanDEM-X DEM corrected by LSC-TXC,
Random Forest (RF) [42], Height Difference Fitting Neural Network (HDFNN) [43], and
Back Propagation Neural Network (BPNN) [44] are reduced compared to the TanDEM-X
DEM (ME = −2.019 m, RMSE = 6.141 m), indicating that the four correction models have
effectively enhanced the accuracy of the original TanDEM-X DEM in this study area. The
ME of the RF (−0.033 m) outperforms that of the LSC-TXC algorithm proposed in this
paper (0.058 m).

The LSC-TXC algorithm proposed in this paper exhibits a significantly superior per-
formance in correcting TanDEM-X DEM, as compared to the other three algorithms with
respect to RMSE. Specifically, the accuracy of TanDEM-X DEM corrected by the LSC-TXC
algorithm has been observed to improve by 6.5%, 7.6%, and 18.1% when compared against
RF, HDFNN, and BPNN, respectively. For these three algorithms, RF has the best perfor-
mance due to its adoption of bootstrap aggregation scheme in regression, which collects
data from all samples for model training, and uses other data for verification. This strategy
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effectively avoids overfitting problems commonly encountered by linear regression meth-
ods in classical machine learning [45]. However, since RF involves four stages that are time
consuming, the computational cost of this model is relatively high.

5. Discussion

In the process of error correction for TanDEM-X DEM using the LSC-TXC algorithm
proposed in this paper, we found that the error estimate at a non-coincident point is
determined by fitting the covariance value calculated between that non-coincident point
and all coincident points within a certain range. Therefore, the selection of spatial distance
will inevitably impact the correction results of TanDEM-X DEM. Moreover, we obtained
the optimal spacing distance (400 m) in the region by fitting the relationship between priori
covariance and spacing distances for each coincident point during an a priori covariance
calculation in Section 4.2. To determine the optimal spacing distance for this study, we
conducted a calculation of the RMSE of TanDEM-X DEM correction at various spatial
intervals, as presented in Table 3.

Table 3. The RMSE calculated from different spatial distances.

Spatial Distances (m) RMSE (m)

200 4.973
300 4.327
400 3.851
500 3.989
600 4575

As can be seen from Table 3, the LSC-TXC algorithm presents distinct error corrections
for spatially correlated errors at different spatial distances. The optimal spatial distance
for the correction is found to be 400 m, where the minimum RMSE is observed. However,
when the selected spatial distance exceeds 400 m, the RMSE gradually increases again until
it reaches its maximum at a spatial distance of 200 m. It is shown that the errors at the
coincident and non-coincident points have a strong spatial correlation when the spatial
distance is set to 400 m in this study, which makes the LSC-TXC algorithm optimal for
correcting errors within this range. Therefore, if the selection spatial distance is too small,
the number of coincident points involved in the calculation may be insufficient or it may
fail to cover the whole study area, resulting in correction results. If the selected spatial
distance is excessively large, the correction results will be affected by the weak correlation
between non-coincident points and coincident points that are too distant.

Whether the systematic error model developed in this paper can accurately describe
the true systematic error is somewhat dependent on the size of the region involved in the
error analysis, while the correlation of the systematic errors is related to their distance from
each other at each point. Generally speaking, the larger the area covered by the systematic
error model, the more challenging it becomes for the model to accurately describe the
true systematic error. Meanwhile, as points become further apart from each other, their
correlation weakens. Therefore, the subsequent research direction will focus on exploring
the optimal region size for the systematic error model and selecting the most appropriate
distance between systematic errors to calculate the spatial correlation. Further experimental
results are required to verify these.

6. Conclusions

The aim of this study was to improve the elevation accuracy of TanDEM-X DEM,
expand its application scope and application potential. In this paper, a region with rich to-
pographic features in southwest Europe is selected as the research area. An error correction
algorithm for TanDEM-X DEM based on least-square collocation (LSC-TXC) is proposed.
This algorithm not only eliminates the systematic errors of a wide range of trends, but also
eliminates random errors well. Experimental results show that the RMSE of TanDEM-X
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DEM corrected by the LSC-TXC algorithm was reduced from 6.141 m to 3.851 m, with a
37.3% improvement in accuracy. Meanwhile, the LSC-TXC algorithm effectively mitigates
DEM errors induced by elevation, topographic slope and surface relief, exhibiting a favor-
able correction performance across various land use types. Compared to three conventional
algorithms, namely Random Forest, Height Difference Fitting Neural Network, and Back
Propagation in Neural Network, the presented algorithm demonstrates a reduction in
TanDEM-X DEM’s RMSEs by 6.5%, 7.6%, and 18.1%, respectively. This algorithm provides
an efficient tool for correcting DEMs such as TanDEM-X for a wide range of areas.
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