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Abstract: The estimation of individual biomass components within tree crowns, such as dead
branches (DB), needles (NB), and branch biomass (BB), has received limited attention in the scientific
literature despite their significant contribution to forest biomass. This study aimed to assess the
potential of multispectral LiDAR data for estimating these biomass components in a multi-layered
Abies borissi-regis forest. Destructive (i.e., 13) and non-destructive (i.e., 156) field measurements
were collected from Abies borisii-regis trees to develop allometric equations for each crown biomass
component and enrich the reference data with the non-destructively sampled trees. A set of machine
learning regression algorithms, including random forest (RF), support vector regression (SVR) and
Gaussian process (GP), were tested for individual-tree-level DB, NB and BB estimation using LiDAR-
derived height and intensity metrics for different spectral channels (i.e., green, NIR and merged)
as predictors. The results demonstrated that the RF algorithm achieved the best overall predictive
performance for DB (RMSE% = 17.45% and R2 = 0.89), NB (RMSE% = 17.31% and R2 = 0.93) and BB
(RMSE% = 24.09% and R2 = 0.85) using the green LiDAR channel. This study showed that the tested
algorithms, particularly when utilizing the green channel, accurately estimated the crown biomass
components of conifer trees, specifically fir. Overall, LiDAR data can provide accurate estimates of
crown biomass in coniferous forests, and further exploration of this method’s applicability in diverse
forest structures and biomes is warranted.

Keywords: crown biomass; remote sensing; multispectral LiDAR; regression analysis

1. Introduction

Forests are considered among the most important carbon sinks since they are respon-
sible for storing approximately 80% of all terrestrial carbon. Precise measurement and
quantification of forest biomass and carbon are essential to mitigate climate change and
optimize forest management strategies at global and regional scales [1]. Forest biomass
includes both the above- (AGB) and below-ground biomass. The AGB can be defined as
the sum of all living biomass components standing above the soil level (e.g., stem, leaves,
needles, branches, bark), expressed as the mass of an individual tree or unit area [2–4]. The
crown and more specifically, foliage is directly related to the primary production, photosyn-
thesis, nutrient cycling, light transmission and understory vegetation, affecting tree growth
and natural regeneration [5]. In addition, living and dead branches play significant roles
in forest biomass dynamics as they constitute the majority of the logging residues [6] and
have the highest carbon content among the tree components [7].

Conventional methods for AGB estimation require destructive sampling, which pro-
vides accurate and precise biomass estimation. However, it is time-consuming, laborious
and costly [8]. Therefore, allometric equations are most commonly used for AGB estimation.
In fact, these equations constitute regression models that can predict either the total biomass
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or the biomass of tree components as a function of morphometric measurements (e.g., DBH,
tree height) [9,10].

Remote sensing techniques have been widely used to estimate forest biomass and
other forest inventory attributes, due to their ability to provide low-cost, accurate and
timely results over large and impassable areas [11,12]. Various remote sensing data have
been tested for forest biomass and carbon quantification, such as optical (e.g., multi- and
hyperspectral) [13–16], synthetic aperture radar (SAR) [17–19], light detection and ranging
(LiDAR) [20–24], and integrations between them [25–29]. Multispectral and SAR image
analyse are the most common approaches for large-scale biomass estimation. However,
signal saturation is the main limitation for both of them, especially over forested areas with
complex topographies [12,30]. Unlike optical sensors, LiDAR signals can penetrate through
the forest canopy, providing valuable vertical information about the forest structure [31]. As
a result, LiDAR data are less impacted by the shadow and saturation effects [32], delivering
reliable forest biomass estimations over different biomes [33].

The potential of LiDAR data in the estimation of various forest characteristics, such as
stem and components attributes [1,34–36], crown base height [37–40], leaf area index [41–44],
biomass [1,20,39,45,46] and carbon [47–49], has been extensively explored using plot- and
tree-based approaches. The first approach includes the implementation of height-derived and
other LiDAR-related metrics to predict forest characteristics at the plot or stand level while the
second approach provides detailed forest information at different scales [50]. According to [49],
the plot-level approach provides more accurate aboveground carbon estimates compared with
the tree-level approach, mostly due to the poor performance of the segmentation algorithms in
the understory trees. In contrast, other studies showcased the direct relation of the single-tree
approach to the field-based methods in biomass and carbon stock estimation, leading to
accurate results [6,51].

Most studies related to AGB modeling have used the correlation between LiDAR-
derived metrics and in situ measurements [52], applying various regression methods, such
as linear regression [53], random forest (RF) algorithm [11], artificial neural networks [54],
support vector machines [33], nonparametric regression [55] and Gaussian process regres-
sion [56]. Specifically, [54] tested the effectiveness of different statistical approaches for
AGB stock and change (∆AGB) estimation, using a plot-based approach, in a selectively
logged tropical forest, reporting that the ordinary least squares model provided the most
accurate estimations compared with the machine learning algorithms (i.e., RF, k-nearest
neighbor, SVM and ANN). In [57], the authors compared a non-parametric approach with
linear mixed-effect and subsidiary linear models for AGB estimation, highlighting the
ability of the non-parametric methods to provide accurate single-tree AGB estimations.
Additionally, [58] developed new methodologies for AGB estimations based on LiDAR
data and destructive sampling, demonstrating the efficacy of the single-tree approach to
providing accurate tree component biomass estimations.

The tree crown biomass (i.e. branches and foliage) is considered among the most
laborious tree components to predict, mainly due to its complex structure and irregular
distribution [59]. Although the crown’s role in the global carbon cycle is vital, the majority
of LiDAR-based studies focused on the stem and/or total AGB estimation. For example,
the branch biomass estimation of individual spruces was examined by [6] using airborne
LiDAR data and comparing different regression algorithms. The results showcased that
the LiDAR-derived branch biomass prediction accuracy against the destructive samples
was significantly higher than the allometric-derived ones, underlining the importance
of geometrically derived crown variables in direct branch biomass estimations. Crown
volume, which is directly related to the crown biomass, was calculated by [60] using LiDAR
data and computational geometry. According to their results, the LiDAR-derived estimates
were highly correlated with the field measurements. However, the crown volume was
constantly underestimated, mainly due to the inadequate number of echoes from the lower
parts of the crowns. In [61], the authors presented a novel approach for single-tree crown
biomass estimation, combining terrestrial (TLS) and airborne (ALS) LiDAR data. The TLS



Remote Sens. 2023, 15, 2919 3 of 23

data were used as training data, providing accurate crown biomass estimates, while the
difference in estimation accuracy of TLS and the destructively obtained reference data was
not statistically significant. Cao et al [62] examined the capability of LiDAR to provide
total and component-specific biomass estimates, in a mixed subtropical forest, obtaining a
satisfactory estimation accuracy for the branch and foliage biomasses of coniferous trees,
with R2 values of 0.81 and 0.80, respectively. Crown biomass estimation was also examined
using full-waveform LiDAR data, introducing a new LiDAR-derived metric that describes
the horizontal distribution of the point cloud [63].

It is worth noting that all the aforementioned studies used monospectral LiDAR and
no studies to our knowledge have explored the potential of multispectral LiDAR data
in crown biomass estimation. In fact, multispectral LiDAR systems have the ability to
provide information on the vertical distribution of physiological processes in different
spectral channels [64]. In recent years, the multispectral LiDAR point clouds have been
widely used for land cover classification [65], tree species composition [66], surface [37]
and forest canopy fuel load estimation [67]. Additionally, the multispectral LiDAR data
provided more accurate AGB estimations [68] and individual tree detection compared with
the monospectral [69].

Although previous studies on crown biomass estimation based on LiDAR data focused
on plantations and semi-natural regenerated forests, only one of them was conducted in a
multilayered forest with a complex structure [62]. Additionally, there have been no studies
conducted on estimating the crown biomass of Abies species, especially the Abies borissi-
regis. To address the aforementioned literature gaps, this study aimed to estimate the
biomass of crown components (i.e., dead branches, needles and branches) in a multilayered
Abies borissi regis forest using multispectral LiDAR-derived predictive models. To estimate
the reference dead branch (DB), needle (NB) and branch (BB) biomass estimates, a set of
new allometric equations were built based on destructive sampling. Subsequently, three
regression algorithms were examined using LiDAR height and intensity-derived metrics in
order to investigate the potential for reliable tree-level DB, NB and BB estimation.

2. Study Area and Dataset Description
2.1. Study Area

Located on the southeast side of Mount Pindos in Thessaly, Greece, the Pertouli
University Forest has been managed by the Aristotle University of Thessaloniki for research
and educational purposes since 1934 (Figure 1). Its elevation varies from 1100 to 2050
m above sea level, with steep terrain and an average slope of 28.1 degrees.The climate
is characterized as a transitional Mediterranean mid-European climate, featuring warm,
dry summers and cold, rainy winters. An uneven distribution of the annual precipitation
is observed, with high variability among the seasons. As for the geological substratum,
flysch and limestone are the main layers, which along with the mountainous terrain, are
vulnerable to weathering and erosion.

Abies borisii-regis, which is a natural hybrid between Abies alba and Abies Cephalonica,
is the dominant species in the forested area [70]. The natural stands of this specific species
are composed of all-aged stands, including natural regeneration and young trees in the
understory, and mature trees in the overstory. Furthermore, it was observed that trees of the
same age can exhibit different heights and DBH, which is attributed to the species’ ability
to survive under low-light conditions in forest understories for an extended period before
being released from overstory light suppression [71]. The remaining forest area is covered
by Scots and Black Pines plantations (Pinus silvestris and Pinus nigra) and individual trees
of beech, oaks, willows, maple, laburnum and linden.
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Figure 1. Vegetation map of the study area, including the sampling plots and road network.

2.2. Dataset Description
2.2.1. ALS Data

In October 2018, airborne multispectral LiDAR data were acquired over the Pertouli
University Forest using a RIEGL VQ-1560i-DW laser scanner sensor mounted on a single-
engine airplane. This LiDAR sensor provides a high laser pulse repetition rate that can reach
up to 1 MHz per spectral channel and on-the-fly multiple-time-around processing. The data
were obtained at an average flight altitude of 2243 m above ground level, with a maximum
scan angle of 32◦. During the flight, two spectral channels were simultaneously recorded,
namely, the green and near-infrared (NIR) (532 nm and 1064 nm, respectively). Before the
data delivery, the provider preprocessed the LiDAR data, transforming the full-waveform
dataset into discrete returns. The delivered data consisted of a georeferenced point cloud
with almost identical point cloud densities for both channels (i.e., 44.65 points/m2 for
the near-infrared and 44.85 points/m2 for the green). Additionally, the simultaneous
acquisition of aerial photographs with the LiDAR data provided high-resolution images of
the entire forest.

2.2.2. Field Survey

Field measurements were performed in July 2022, including destructive and non-
destructive sampling (Figure 2). Destructive sampling was carried out in a specific com-
partment of a forest, where 13 trees of different characteristics were sampled. Although the
field measurements took place 4 years after the LiDAR flight, the differences in tree height,
DBH and crown structure were considered to be rather small [72]. Moreover, considering
that the Forest Management Plan indicates an annual volume increase of 5.82 m3 ha−1 in
three separate growing seasons, the difference in biomass was insignificant.
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Figure 2. Canopy height model of Pertouli University Forest generated from ALS data showing
the sampled trees: (a–f) areas employed for non-destructive sampling (i.e., measurement of DBH,
H, canopy base height and crown radii for crown biomass estimation using allometric equations);
(g) specific trees and area of interest for destructive sampling.

The selection of the specific sample trees was based on the Forest Management Plan
and involved identifying trees with different crown structures, heights and social status,
where we aimed to collect representative samples from all forest conditions. A set of
tree variables, namely, DBH, tree position, tree height (H), canopy base height and crown
radii, were recorded after the felling of each tree. DBH was recorded on the standing
trees using a Haglof Mantax Blue caliper (Haglof, Torsång, Sweden), and their locations
were determined using a Garmin eTrex 30x touch (Garmin, Lenexa, KS, USA). H, canopy
base height and crown radii were measured using a laser distance meter (Leica Disto
D2, Leica Camera AG, Wetzlar, Germany). In particular, the length of the above-ground
portion of the tree, including the distance between the tree top, the first living branch
and the bottom of the trunk, was measured using a laser distance meter. Crown radii
were recorded by measuring the distance between the tree stem and the crown edge. The
branches (including the needles) were then separated from the tree trunk and divided into
3 sections (dead branches, living branches and tree top). The total fresh weight of each
section was weighed on the field using a handheld scale. A sample from each section was
collected and transferred to the laboratory for further analysis. For smaller trees with a
DBH smaller than 15 cm, the whole crown was taken to the laboratory for needles–branch
separation and dry weighting [73]. Needles and branches of the samples were separated to
determine the needles/branch ratio and placed in separate bags for drying. All the samples
were dried at 85 ◦C for 72 h and weighed. The ratio of the measured dry weight to fresh
weight of the crown components was applied to estimate the total crown biomass (Table 1).
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Table 1. Crown biomass metrics at the single-tree level based on destructive sampling.

Biomass (n = 13) Mean (kg) Minimum (kg) Maximum (kg)

Dead branches 10.62 0.20 32.11
Branches 85.55 1.37 274.75
Needles 49.10 0.72 134.85

Total crown biomass 145.28 3.10 424.10

Additionally, non-destructive samples were collected from a set of 200 trees located in
representative areas of the forest. This approach was preferred to minimize the disturbance
to the forest, due to the invasive nature of destructive sampling. In each sampling region,
only trees that were detectable using the LiDAR sensor were measured. The DBH, H,
canopy base height, crown radii and position of each tree were recorded. More specifically,
the DBH was measured using a Haglof Mantax Blue caliper, H and canopy base height were
measured using a Haglof EC II-D electronic clinometer, and the crown radii were measured
using a laser distance meter (Leica Disto D2). Tree locations were determined using a
Garmin eTrex 30x touch with an average horizontal position accuracy of 6 m. However,
only 156 of these trees were correctly identified in the LiDAR point cloud.

3. Methods

The methodology for the LiDAR-based DB, NB and BB estimation, which is described
in detail in the following sections (Sections 3.1–3.3), is illustrated in Figure 3.
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Figure 3. Flowchart of the workflow for the single-tree dead branches, needles and branch biomass
(DB, NB, and BB, respectively) estimations using destructive sampling and multispectral ALS data in
a multilayered fir forest.

3.1. LiDAR Processing

In order to identify each tree in the LiDAR point cloud and calculate its associate
metrics, different processing steps took place using primarily R software, more specifically,
the lidR package [74,75].

First, the recorded GPS points from the tree positions were buffered to a 6 m radius,
representing the GPS error, and then used to identify the exact field-measured trees in
the LiDAR point cloud. The point cloud, divided into green and NIR channels, was
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clipped to the buffered areas and employed for further processing. Since the study area
was characterized by mountainous terrain and irregular forest canopy, a large intensity
variability was expected. The single and first-of-many returns were significantly stronger
than the intermediate returns and, in most cases, located higher in the canopy. Consequently,
the disparity in their intensity values was influenced by the different vegetation materials
(i.e., foliage and wood) that obstructed the pulse [76]. Hence, the single and first-of-
many returns of both green and NIR channels were solely used for the range intensity
normalization procedure.

Regarding the calibration parameter f in the range normalization procedure, values
between 2 and 2.5 are considered more suitable for forested areas [77]. In this study, the
reference range parameter was set to the average flight altitude and f as 2.0, according to
the radar theory [78]. After the intensity normalization, the normalized point clouds were
joined with the intermediate and last returns of each channel. The combination of both the
intensity-normalized and not normalized echoes (i.e., the intermediate and last returns)
was used to reconstruct the initial point cloud and extract height- and intensity-related
metrics for the crown components estimation.

The normalized point cloud was filtered for noise removal, using the Statistical Outliers
removal algorithm [79], and classified into ground and non-ground points using the Cloth
Simulation Algorithm [80]. The ground-classified points were interpolated to construct
the digital terrain model (DTM), using the triangulated irregular network (TIN) algorithm,
which was employed for the point cloud normalization. The canopy height model (CHM)
was subsequently produced, employing the Pit-free algorithm [81]. The Pit-free algorithm
was selected due to its ability to provide accurate tree delineations, especially in high-
density LiDAR data. Both rasters (i.e., DTM and CHM) had the same resolution of 0.42 m,
which was defined based on the nominal pulse spacing [82]. Subsequently, to reduce the
over-segmentation phenomenon due to the complex forest canopy, a morphological erosion
with a cross-shaped structuring element was applied to the CHM.

Several methods have been proposed for automatic crown delineation [47,69,83],
however, large omission and commission errors are often observed [61]. In this study,
watershed segmentation was employed for the crown delineation procedure, without
providing treetops or any kind of local maxima feature. Although the watershed algorithm
outperformed the other tested algorithms [47,83], providing accurate segmentation results,
manual corrections were applied where necessary.

According to [84], slopes can significantly impact the normalized canopy height of
individual trees, affecting the crown of each tree. Therefore, considering the mountainous
terrain of the study area, the elimination of the terrain effects for each tree was essential for
accurate crown biomass estimation. Consequently, a crown normalization process inspired
by the P-trees algorithm [45] was employed.

Taking into account the positional error of the GPS position for determining each tree’s
position and the horizontal accuracy of the point cloud, the errors were expected to be 6 m
and 0.30 m respectively [51]. To match the field-measured trees with the segmented trees in
the point cloud, a candidate-searching approach was employed, similar to the one of [85].
Within each buffer zone, the highest point in each segmented tree was assigned as the tree
top. Segmented trees with a height difference greater than 1 meter from the field-measured
height were directly eliminated and the remaining trees were used as candidate trees.
Additionally, field observations and very-high-resolution aerial photographs were used to
identify the actual tree measured on the field among the candidate trees according to the
method described in [86]. As a result, 156 out of 200 non-destructively sampled trees were
successfully identified in the LiDAR point cloud. Finally, the point cloud for each channel
(i.e., green, NIR and merged) was extracted in order to calculate the LiDAR-derived height
and intensity metrics separately (Table 2).
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Table 2. Summary of the LiDAR-derived metrics calculated for the crown biomass estimation. All
described metrics (height- and intensity-related) were extracted for each point cloud separately
(merged, NIR and green). Height bincentiles refer to the cumulative percentage of points in a
percentage of the total height, while percentiles represent the distribution of the vertical structure
between the highest and lowest height. The intensity-related metrics were obtained using only the
first-of-many and single returns.

LiDAR Metrics Description

p10, p20, . . . , p95, p99 Height percentiles
b10, b20, . . . , b95, b99 Height bincentiles

max Max height
avg Average height
std Height standard deviation

int_p10, int_p20, . . . , int_p99 Intensity percentiles
int_std Intensity standard seviation
int_avg Average intensity

int_skew Intensity skewness

3.2. Allometric Equations

Several allometric models have been developed over recent decades for the estimation
of the biomass of different tree components [73]. Crown biomass is usually calculated
using the DBH and H as inputs in empirical allometric equations, providing predictions
for validating biomass estimates from remote sensing models [87]. However, no allometric
equations are available for crown or crown components biomass in Abies borissi-regis.
In this study, new “intrinsically linear” allometric equations were created, using 13 de-
structively sampled trees, for dead branches, needles and branches biomass (Equation (1)):

ln(Bi) = ai + bi1 × ln(DBH) + bi2 × ln(H) + εi (1)

where B is the biomass of each component; a and b are the intercept and scaling coefficient,
respectively; and ε is the residual error. The constructed equations were based on DBH and
H, as the other field measurements were found to be insignificant (i.e., crown base height,
and crown radii). The originally selected sample size was decreased from 25 to 13 according
to the guidelines of the local forest service, due to the potential damage from the fallen
trees and the sampling procedures to the understory. In fact, previous studies that focussed
on allometric equations for biomass components estimation reported similar sample sizes
to ours [10,73,88–90]. Subsequently, a sample size of 13 was considered suitable for our
study as well.

As a result, the measured DBH and H of the non-destructively sampled trees were
employed in the allometric equations to calculate the DB, NB and BB for each tree. The
results were used as reference biomasses for each crown component. For these equations,
no conversion factor was required, as they were used to directly estimate the biomass in
kg/tree. The performance of the allometric equations was evaluated based on the relative
square error (RSE), R2 and adjusted R2 (adjR2).

3.3. Crown Biomass Estimation Using Regression Algorithms

To assess the predictive potential of the LiDAR-derived metrics for accurate DB, NB
and BB estimation, three different regression algorithms were tested, namely, random forest
(RF), support vector regression (SVR) and Gaussian process (GP). Prior to the analysis,
the predictors were “center” scaled and divided into training (75%) and testing (25%)
sets. In addition, a nested ten-fold cross-validation with grid search was applied in each
training set to obtain the training accuracy and the optimal hyperparameter values for each
model. This cross-validation method eliminates the bias that may be introduced by the
simple cross-validation approach, providing a more reliable criterion for choosing the best
model [91]. The regression models were validated to an independent testing set (i.e., 25%
of the total number of samples), which was randomly split from the training data to obtain
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the predictive performance of each algorithm. Assessment of all models’ performance for
each crown biomass component estimation was carried out based on the mean absolute
error (MAE), mean square error (MSE), bias, relative mean square error (RMSE) and R2. In
addition, the relative importance of individual predictors in each model was calculated
using a model-agnostic procedure, providing a list of the ten most important variables for
each model [92].

3.3.1. Random Forest

The random forest algorithm is a flexible machine learning technique that utilizes mul-
tiple randomized decision trees to carry out tasks such as classification and regression [93].
According to this approach, each decision tree is trained on a different bootstrap sample of
the data, and the predictor variables at each node are randomly selected [94]. Concerning
the model’s tuning, two hyperparameters were tuned, namely, the number of trees to grow
and the number of predictors for each tree. A variable number of trees to be grown was
tested, ranging from 50 to 500 with a step size of 50, and variable numbers of predictors for
each tree were defined as the number of predictors divided by three [95].

3.3.2. Support Vector Regression

This method, traditionally known as support vector regression (SVR), was initially
developed by Vapnik [96] as an extension to the traditional SVM algorithm [97]. The
goal of this method is to find a function f (x) among the pairs of the training data without
considering the pairs that have a larger deviation from the support vector than an ε
deviation [98]. The ε-SVR algorithm was applied in our study, where the input data were
transformed into a high-dimensional feature space using a nonlinear function, solve the
final model by minimizing the training error and the complexity of the model [99]. In our
work, the rbf kernel was employed and two hyperparameters were optimized, namely, the
cost of violation of restrictions and sigma parameter.

3.3.3. Gaussian Process

The Gaussian process is a probabilistic machine learning framework that is widely
used for regression and classification tasks [100]. In regression problems, a Gaussian process
regression model can make predictions by incorporating prior knowledge (kernels) [101]
find the probability distribution that best describes the data [102]. According to this method,
it is assumed that the input data follow a multivariate Gaussian distribution, while the
noise is considered independent of the data [103]. In this study, the radial basis function
(rbf) kernel was employed, and the sigma inverse width parameter was optimized using a
grid search.

4. Results

In this study, DB, NB and BB were estimated using three different algorithms. In
particular, new allometric equations were developed and evaluated for their accuracy to
enrich the reference dataset with non-destructive samples (Section 4.1). Subsequently, three
regression algorithms (i.e., RF, SVR and GP) were evaluated for their potential to reliably
estimate DB, NB and BB. The results are presented in detail in the following sections
(Sections 4.2–4.4).

4.1. Allometric Equations

Regarding the allometric equations, 13 trees were destructively sampled in the field to
develop a different equation for each DB, NB and BB estimation. All the developed models
were based on the use of DBH and H measurements. Table 3 presents the results of the
allometric DB, NB and BB estimation models. Among the three models, the NB model
showed the greatest accuracy, with R2 and adjR2 being 0.93 and 0.91, respectively. The
DB model resulted in lower R2 and adjR2 values and the largest RSE. The lower accuracy
of the DB allometric equation compared with the others can be attributed to the natural
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pruning of the fir, which is inconsistent and significantly varies between trees of different
ages, social statuses, competitions and lighting conditions.

Table 3. Parameter, residual standard error (RSE), R2 and adjusted R2 values for the single-tree dead
branch, needle and branch biomass (DB, NB and BB, respectively) estimations based on DBH and H.
Parameter a is the intercept, while parameters b and c are the coefficients of H and DBH, respectively.

Equation Parameter RSE R2 adjR2

Dead branches
biomass

a = −0.5300
b = 1.3173
c = 0.8949

0.8526 0.7209 0.6651

Needles biomass
a = −1.9486
b = 2.2666
c = 0.6815

0.4811 0.9311 0.9173

Branches
biomass

a = 1.1006
b = 1.5938
c = 1.2820

0.5137 0.9244 0.9093

4.2. Dead Braches Biomass

The performance of the models for DB estimation using the multispectral LiDAR data
(i.e., green, NIR, and merged) is presented in Table 4. Figure 4 depicts the model’s fit,
showing the difference between the regression and the hypothetical 1:1 lines. Overall, the
models demonstrated satisfactory predictive performance, with R2 values greater than 0.7
and RMSE% values lower than 26%.

Table 4. Testing the performance results of the utilized algorithms for the dead branches biomass
(DB) estimation using multispectral LiDAR data based on 46 testing samples.

Point Cloud Model MAE MSE rbias RMSE RMSE% R2

Green
RF 1.92 5.30 −0.04 2.30 17.45 0.89

SVR 2.28 7.53 −0.19 2.74 20.98 0.82
GP 2.78 11.28 −0.38 3.35 25.67 0.75

NIR
RF 2.10 5.77 −0.01 2.40 18.20 0.88

SVR 2.56 10.00 −0.38 3.16 24.18 0.77
GP 2.62 10.17 −0.40 3.18 24.37 0.76

Merged
RF 2.00 5.67 −0.03 2.38 18.05 0.87

SVR 2.54 10.28 −0.25 3.20 24.51 0.75
GP 2.88 12.13 −0.38 3.48 26.62 0.71

More specifically, the RF algorithm provided the best results compared with all of the
other algorithms in all three different point clouds (i.e., green, NIR and merged), with the
green achieving an R2 of 0.89, MAE of 1.92 kg, rbias of −0.04 and RMSE% of 17.45. The RF
algorithm produced a similar estimation performance in the other two point clouds (i.e.,
NIR and merged) in terms of R2, MAE, MSE and RMSE; however, the NIR produced the
lowest rbias. The application of the SVR algorithm achieved the second-best performance
among all of the point clouds, with the green providing the best predictions in terms
of R2 (0.82), RMSE% (20.98), rbias (−0.19) and MSE (7.53 kg). The SVR in the NIR and
merged point clouds resulted in similar predictive performance, as evidenced by the R2

(0.77 and 0.75, respectively) and RMSE% (24.18 and 24.51, respectively); however, the
merged achieved a lower rbias compared with the NIR (−0.25% and 0.38%, respectively).
The GP model provided the lowest performance, with an R2 of 0.71 and RMSE% of 26.62 in
the merged point cloud. A slight improvement in terms of R2, RMSE and MSE is observed
in the NIR and green, although the MAE and rbias were almost identical in all cases.
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Figure 4. Scatterplots of the observed versus the predicted dead branches biomass (DB) for the best
performing algorithm in each point cloud, based on 46 testing samples. The blue line represents the
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Regarding the relative predictors’ importance for the DB estimation (Figure 5), the
best-performing algorithm indicated the max as the most important variable, followed
by the p99, p95, p90 and p80. The same five height percentiles were selected as the most
important variables by the RF algorithm in all of the point clouds. The b80, b70 and avg
were also identified among the ten most important variables. It can be observed that the
height metrics related to the upper sections of the crown (e.g., max, p99 and p95) were
considered more important compared with those from the lower canopy. However, two
metrics that corresponded to the lower parts of the crown, namely, p10 and p20, were also
selected among the most important variables in all of the point clouds.

Overall, it is evident that all three point clouds resulted in similar DB estimation
accuracies using the RF algorithm, which was identified as the most reliable in terms
of R2 and RMSE. In addition, the significance of the height-derived LiDAR metrics was
considered higher compared with those of the intensity metrics, as no intensity metrics
were identified among the most valuable for the DB estimation.
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4.3. Needles Biomass

The performance of the three different regression algorithms for NB estimation using
the multispectral LiDAR data (i.e., green, NIR, and merged) is presented in this section
(Table 5). Additionally, the models’ fit for each channel is illustrated in Figure 6, showing a
comparison between the regression and the hypothetical 1:1 line.

Table 5. Testing performance results of the utilized algorithms for the needles biomass (NB) estimation
using multispectral LiDAR data based on 46 testing samples.

Point Cloud Model MAE MSE rbias RMSE RMSE% R2

Green
RF 9.24 139.73 −0.06 11.82 17.31 0.93

SVR 12.70 278.38 −0.43 16.68 24.69 0.84
GP 15.59 428.24 −0.93 20.69 30.62 0.76

NIR
RF 9.71 135.98 −0.06 11.66 17.08 0.93

SVR 13.82 363.06 −1.05 19.05 28.19 0.8
GP 14.26 354.35 −1.06 18.82 27.85 0.8

Merged
RF 9.48 131.69 −0.05 11.47 16.80 0.93

SVR 14.48 382.71 −0.65 19.56 28.95 0.78
GP 16.54 451.00 −0.95 21.23 31.42 0.73

The NB models displayed an increase in R2 and significantly higher RMSE% and MSE
metrics in comparison with the DB models. More specifically, using RF on the merged
point cloud resulted in the highest R2 (0.93) among all the algorithms, with a low MSE
(131.69 kg), rbias (−0.05%) and RMSE% (16.80%). Although the R2 values of the RFs using
the three point clouds were identical, the lowest MAE (9.24 kg) was observed in the green.
Contrary to the RF algorithm, the SVR provided better NB predictions in the green, with an
R2 of 0.84, MAE of 12.70 kg, MSE of 278.37 and RMSE% of 24.69%. The same algorithm
resulted in significantly worse predictions in the NIR and merged, with R2 values of 0.8
and 0.78, MSE values of 363.06 kg and 382.06 kg, and RMSE% values of 27.85% and 28.95%,
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respectively. The GP model provided the lowest performance, with an R2 of 0.73 and the
highest RMSE% of 31.42% in the merged point cloud. This algorithm provided slightly
improved results in the green and NIR, with the NIR achieving the highest R2 (0.8), an
RMSE% of 27.85% and an MAE of 14.26 kg.
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Figure 6. Scatterplots of the observed versus the predicted needles biomass (NB) for the best
performing algorithm in each point cloud, based on 46 training samples. The blue line represents the
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The relative predictor importance of the best-performing model for NB is presented
in Figure 7. Similar to the RF model for DB estimation, the max was indicated as the
most important variable, followed by the p99, p95, p90 and p80. More specifically, in the
green, the RF model identified the aforementioned variables, along with p70, b70, avg
and b90. These variables were considered significant in all of the models; however, their
importance values were significantly lower than the first five (i.e., max, p99, p95, p90 and
p80). Overall, it can be observed that the merged point cloud could provide reliable NB
estimates using primarily height-derived LiDAR metrics, resulting in significantly lower
MSE and RMSE values.
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4.4. Branch Biomass

The performance of the developed models for BB estimation using the multispectral
LiDAR data (i.e., green, NIR and merged) is presented in Table 6. Additionally, the models’
fits are illustrated in Figure 8.

Table 6. Testing performance results of the utilized algorithms for the branches biomass (BB) estima-
tion using multispectral LiDAR data based on 46 testing samples.

Point Cloud Model MAE MSE rbias RMSE RMSE% R2

Green
RF 22.57 754.17 −0.13 27.46 24.09 0.85

SVR 26.11 1002.14 −0.47 31.65 28.21 0.79
GP 30.91 1390.12 −0.96 37.28 33.23 0.72

NIR
RF 24.61 831.86 −0.09 28.84 25.30 0.84

SVR 28.88 1245.91 −1.05 35.29 31.46 0.75
GP 28.95 1237.37 −1.07 35.17 31.35 0.74

Merged
RF 23.46 812.13 −0.11 28.49 25.00 0.84

SVR 28.95 1338.87 −0.67 36.59 32.61 0.71
GP 31.89 1491.21 −0.97 38.61 34.42 0.67
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In particular, among the different algorithms and channels, the RF model using the
green provided better performance for BB estimation (i.e., R2 = 0.85, RMSE% = 24.09%
and MAE = 22.57 kg). The RF models using the other two point clouds (i.e., NIR and
merged) marginally outperformed the green one, with an almost identical R2 of 0.84, MSE
of 831.86 kg and 812.13 kg, and RMSE% values of 25.30% and 25.00% for the NIR and
merged, respectively. Excluding the RF models, the SVR using the green was the second-
best-performing model, with an R2 of 0.79 and RMSE% of 28.21% compared with the other
channels, with R2 values of 0.75 and 0.71 and RMSE% values of 31.46% and 32.61% for
the NIR and merged, respectively. Contrary to the aforementioned models, the GP model
provided better estimations using the NIR channel in terms of R2 (0.75), RMSE% (31.35%)
and MAE (28.95 kg), resulting in marginally lower results compared with the SVR model
using NIR. Finally, the GP model using the merged achieved the lowest R2 (0.67) and the
highest RMSE% (34.42%) compared with the rest of the employed algorithms.

The relative predictor importance of the best-performing algorithms for BB estima-
tion in each channel is illustrated in Figure 9. Similar to the DB and NB, the RF model
indicated primarily height-derived LiDAR metrics as the most important variables for
reliable biomass estimation. More specifically, the max, followed by the p99, p95, p90 and
p80, were identified among the most important variables. More specifically, the RF model
using the green identified the aforementioned variables, along with p70, avg, b80, p60,
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p10 and p30. Using the NIR, the RF identified p10 as the fifth most significant variable,
which corresponded to the lower parts of the crown. Regarding the merged, the selected
variables were almost identical to the green; however, the max presented a significantly
higher importance value compared with the other variables.
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Overall, it is evident that the RF could provide accurate BB estimates using any of the
three channels, resulting in remarkably higher R2 and lower RMSE values compared with
the SVR and GP models.

5. Discussion

In the present study, we examined the performance of three machine learning ap-
proaches using multispectral LiDAR data for single-tree crown components biomass es-
timation in a multilayered fir forest. More specifically, new allometric equations were
constructed based on destructive sampling for DB, NB and BB estimation, as no equations
were available for the specific species. Thus, the DBH and H were measured in the field
and used as input data in the developed allometric equations to generate reference DB, NB
and BB estimates. These reference data were subsequently employed for the tree level DB,
NB and BB estimation using three different regression algorithms (i.e., RF, SVR and GP).
LiDAR-derived height and intensity distribution metrics at the tree-level from both spectral
channels (i.e., green and NIR) were employed as potential independent variables in the
predictive models. Overall, the results indicate that the biomass of all crown components
could be reliably estimated using either of the three regression algorithms, however, the RF
models provided the best predictions in all cases.

In the case of the DB estimation, the RF model using the green point cloud resulted
in the best estimation performance in terms of R2, MAE, MSE and RMSE (i.e., R2 = 0.89,
MAE = 1.92 kg, MSE = 5.30 kg and RMSE = 2.30 kg) (Table 4). It is noteworthy that only
height-derived metrics were selected as the most important variables for DB estimation,
which indicates the significance of the height-related metrics for crown biomass estimation.
Hence, intensity information, which represents the canopy’s surface reflectivity, is consid-
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ered uncorrelated with the DB. Taking into consideration the fact that the dead branches in
fir species are concentrated in the lower parts of the canopy, height metrics representing
the lower crown should be selected among the most variables for DB estimation. However,
height metrics related to the upper-crown parts (i.e., max, p99, p95, p80 and p70) were
the most important variables in the best-performing models, while the p20 and p10 were
considered less important. This can be attributed to the fact that the tree height, which is
closely correlated with the maturity of the tree, has a significant impact on DB [104]. A
comparison between the different algorithms revealed that the monospectral data derived
from the green channel could provide an accurate dead branches biomass estimation, which
was credited to the higher sensitivity of this channel in the woody parts of the tree [105].
Although the multispectral LiDAR data are considered valuable for accurate species classi-
fication [66], forest biomass [106] and fuels estimation [37], it is evident that the exclusive
use of monospectral data can provide reliable DB estimations.

With respect to NB estimation, the RF presented the highest values of the statistical
evaluation measures (i.e., MAE, RMSE and R2). As opposed to the DB, the RF produced
almost identical estimation performances using the green, NIR and merged point clouds
(Table 5). As for the variable importance, the selected variables consisted primarily of
height-derived metrics, similar to the DB models (Figure 7). More specifically, max, p99,
p95, p80, p70 and avg were selected as the most important variables, showcasing the
importance of height-related metrics in reliable NB estimation. This can be considered
a rather logical association since the vast majority of living branches are found in the
upper canopy.

Regarding the BB estimation, the RF models resulted in similar R2, MAE, RMSE and
rbias in all of the channels. In particular, the RF in the green channel provided the highest R2,
with low MAE, MSE and RMSE% values (R2 = 0.85, MAE = 22.57 kg, MSE = 754.17 kg and
RMSE% = 24.09%) (Table 6). The GP provided the worst R2 among all crown components
(0.67), with high MAE and RMSE values (MSE = 1491.21 kg, RMSE% = 34.42%). Similarly to
the previous crown biomass components, height-derived metrics (i.e., max, p99, p95, p90,
p80 and p10) were primarily identified as the most important variables for BB estimation.

All models used in this study demonstrated satisfactory prediction accuracy for DB,
NB and BB, with the RF presenting the highest values in terms of R2, RMSE and MAE.
The RF is a non-parametric regression method that provides robustness and flexibility in
modeling individual tree attributes with high accuracy [35]. Moreover, the RF algorithm
has a significant advantage over the other machine learning algorithms, as it can effectively
handle collinearity and nonlinear regression problems [52]. Overall, the results demon-
strate that DB, NB and BB could be reliably estimated in a multilayered forest using the
RF algorithm.

Although AGB estimation using LiDAR data is becoming increasingly popular, only a
few studies have focused on crown biomass estimation. Furthermore, the majority of the
studies focused on plantations and semi-natural forests, which are significantly different
from natural forest biomes. However, no studies have yet explored the potential of LiDAR
in DB estimation. Consequently, we compared our NB and BB results to similar reports
that exploit both single-tree and plot-based approaches, in either forest type. In 2013, [107]
employed LiDAR data for biomass components estimation in an evergreen-dominated
forest with mountainous terrain in western China. The results showed a lower R2 (0.757) in
terms of BB compared with ours; however, the RMSE% was significantly lower (12.423%).
Regarding the NB, the reported R2 (0.36) was significantly low compared with the one
reported in this study. Hauglin et al. [6] estimated the single-tree branch biomass of
Norway spruce using LiDAR data, incorporating height- and intensity-derived LiDAR
metrics. Although the results are marginally inferior compared to ours in terms of R2 (0.83),
we achieved a significantly lower RMSE% (45%). In addition, [62] used linear models with
logarithmic transformations to estimate NB and BB in a coniferous forest, reporting a lower
R2 and higher RMSE% compared with ours in both cases. The variation in the results can
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be attributed to the different algorithms and LiDAR sensors used, as well as the significant
difference between the species of each study area.

Even though the aforementioned studies employed both intensity- and height-derived
LiDAR metrics, none of the above utilized multispectral LiDAR for the crown components
biomass predictions. In this study, we evaluated the potential of different LiDAR channels
(i.e., green, NIR and merged) to estimate DB, NB and BB. According to our findings, the
monospectral data can provide accurate crown components estimations, and in most cases,
the predictions were superior compared with the multispectral data. More specifically,
the green channel provided the best BB, NB and DB predictions using either of the three
regression algorithms. The merged point cloud produced the lowest evaluation measures
of all crown components, which can be attributed to the large complexity of the point cloud.
Considering that the monospectral point cloud density was already high (~44.65 points/m2)
for AGB estimation at the individual tree level, the additional channel could not provide
any supplementary information to improve the predictions of crown biomass. Furthermore,
the intensity information of both channels was not found to be significant for the estimation
of the crown biomass components. However, multispectral LiDAR and intensities can
contribute to the classification of different tree species, which is essential for biomass
estimation, especially in mixed forests [108].

Although this research reached its objectives, there were some inherent constraints.
First of all, the destructive sample used in the study may be deemed insufficient for a forest
with such a complex structure, leading to potential uncertainty in the predictions [37]. Nev-
ertheless, the majority of studies employ similar sample sizes for destructive sampling [73],
enriching the reference data via allometric equations. Regarding the dead branches, our
approach did not take into consideration the lighting conditions or suppression caused
by neighbor trees, which constitute major factors for the natural debranching. In addi-
tion, the study focused on dominant and co-dominant trees, excluding all the understory
trees, which have a significant role in carbon allocation. As a result, the methodology can
be transferred in similar biomes for DB, NB and BB, providing estimations only for the
dominant and co-dominant trees.

In summary, our research shows that LiDAR data are capable of providing accurate
crown components biomass predictions in a multilayered fir forest. This study emphasized
the importance of using monospectral LiDAR-derived height metrics for crown biomass
estimation, which is crucial for forest inventory management and forest biomass dynamics,
as they comprise the majority of the logging residues. It should be noted that this research
was the first contribution for dead branches biomass estimation using primarily airborne
LiDAR data at the single-tree level, and one of the few studies employing LiDAR data and
destructive sampling for crown components biomass estimation.

6. Conclusions

This study aimed to estimate the crown components biomass using multispectral
LiDAR data in a multilayered coniferous forest. Specifically, single-tree DB, NB and BB
were predicted using machine learning regression algorithms. The results indicated that
LiDAR data can provide reliable crown components biomass estimates in a coniferous forest
that was characterized by a complex structure and rough topography. More specifically:

• DB and NB could be adequately estimated using all the examined algorithms (i.e.,
RF, SVR and GP), contrary to the case of BB, where only the RF and SVR provided
accurate predictions.

• NB was predicted with the highest accuracy in all tested algorithms, with the RF
resulting in the most precise estimations.

• The RF algorithm provided the most accurate DB, NB and BB predictions in terms of
R2, MAE and RMSE% compared with the rest of the examined algorithms.

• The height-derived LiDAR metrics contributed to the accurate crown components
biomass estimation, where they were the most important variables in the best-performing
models, compared with the intensity-derived, none of which were selected.
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• The metrics derived from the green point cloud provided the most accurate biomass
predictions in all regression models and crown components.

• The use of monospectral point clouds (i.e., green and NIR) resulted in improved
predictive accuracy compared with the multispectral, which can be attributed to the
increased complexity of the merged point cloud.

Overall, it is evident that airborne LiDAR data could successfully contribute to quan-
tifying carbon sequestration and biomass in complex structured forests, maintaining the
ecosystem’s carbon balance. This study aids in improving crown biomass estimation in
naturally regenerated ecosystems with a complex structure, where branches are among the
most important surface fuel components. Given the limitations of the study described in
Section 5, it would be interesting to examine the potential of LiDAR in crown components
biomass estimation when employing an increased amount of destructive samples in order
to validate the results. Further research could also focus on the use of spaceborne LiDAR
systems to provide a cost-efficient approach for crown biomass estimation at large scales.
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