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Abstract: Deep-learning-based seismic data interpretation has received extensive attention and
focus in recent years. Research has shown that training data play a key role in the process of
intelligent seismic interpretation. At present, the main methods used to obtain training data are
synthesizing seismic data and manually labeling the real data. However, synthetic data have certain
feature differences from real data, and the manual labeling of data is time-consuming and subjective.
These factors limit the application of deep learning algorithms in seismic data interpretation. To
obtain realistic seismic training data, we propose label-to-data networks based on cycle-consistent
adversarial networks in this work. These networks take random labels and unlabeled real seismic data
as input and generate synthetic seismic data that match the random labels and have similar features
to the real seismic data. Quantitative analysis of the generated data demonstrate the effectiveness of
the proposed methods. Meanwhile, test results on different data indicate that the generated data are
reliable and can be applied for seismic fault detection.

Keywords: generating paired seismic data; generative adversarial networks; seismic fault detection

1. Introduction

Detection of subsurface structures from seismic data plays a significant role in seismic
data interpretation. Among the various subsurface structures, faults are important since
they can behave as a seal or a conduit for oil and gas transportation, and fault fracture
zones are also favorable spaces for hydrocarbon accumulation in carbonate rock areas.
In conventional fault interpretation, interpreters detect faults according to the reflection
discontinuity or steep dipping of seismic data. Subsequently, fault detection has been
implemented through seismic attribute technologies or image processing technologies, such
as coherence attribute [1,2], texture attribute [3], curvature attribute [4], edge detection [5],
and guided filtering [6], among others.

With the advent of convolutional neural networks (CNNs) [7] and the development of
deep learning algorithms, various CNN-based methods have been introduced to assist in
geophysical problems, such as seismic inversion [8], horizon tracking [9], seismic data inter-
polation and reconstruction [10], first-arrival picking [11], seismic data denoising [12–14],
and so on. In particular, they play an important role in the detection and interpretation of
seismic faults.

Most seismic fault detection methods based on deep learning fall into two cate-
gories, either based on image classification or image segmentation. Wu et al. [15] and
Zheng et al. [16] used synthetic fault samples and multi-classification CNNs to implement
fault detection. They classified faults according to the dip or azimuth and visualized the
classification results. Xiong et al. [17] and Di et al. [18] used manually labeled samples
to achieve fault detection. The difference is that Xiong et al. adopted two-classification
CNNs, while Di et al. chose support vector machine (SVM)/multi-layer perceptron (MLP)
classification algorithms. Wu et al. [19] and Liu et al. [20] synthesized three-dimensional
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seismic fault data and used end-to-end U-Net image segmentation networks to implement
three-dimensional fault detection. The segmentation networks are capable of pixel-level
classification, and the detection results of the segmentation networks are generally better
than classification networks. For better detection results, Wu et al. [21] improved the three-
dimensional seismic structure models to make the synthetic data more realistic. Then, they
built image segmentation networks to achieve seismic fault and horizon interpretation.

Considering the above research, it is clear that the common strategy to obtain fault
training data is through synthesizing and labeling manually. However, synthetic data have
certain characteristic differences from real data, including the complexity of structures, the
frequency of the data, the type or intensity of the noise, and so on. Meanwhile, manually
labeling a large number of faults is time-consuming and lacks objectivity. To solve these
problems, Cunha et al. [22] and Yan et al. [23] used synthetic fault training samples to
pre-train CNNs, and then transferred [24] the network by using a small number of real
data to improve the detection results. Di et al. [25] developed a framework for integrating
seismic interpretation CNNs with common knowledge and rules as constraints to obtain the
desired results. Durall et al. [26] introduced generative models to improve the authenticity
of synthetic data. Specifically, they made the synthetic fault samples more similar to
the real samples through data transformation. Ferreira et al. [27] proposed a method for
synthesizing seismic images from simple sketches using deep generative networks. This
approach has the potential to be applied to the synthesis of fault data but it is supervised
learning approach, as the method requires paired training data and labels. Li et al. [28]
and Feng et al. [29] used variational autoencoders (VAE) to augment the seismic data and
alleviated the problem of lacking labeled seismic data for supervised learning.

In this study, we aim to utilize unlabeled seismic data and random fault labels to
generate realistic seismic faults images and we propose label-to-data networks based on
Cycle-consistent adversarial networks (CycleGAN) [30], providing a theoretical background
for the transformation of random labels into seismic fault data. The networks can generate
paired seismic training data by learning the unpaired labels and real data. The generated
data are similar to real data, and the locations of faults match the input labels. This
method can generate realistic training data while avoiding the use of complex functions
to build models or manual fault labeling. Then, fault training data are generated with
different features and validated by different methods. Next, we trained U-Nets [31] with
the generated data and detected faults in real data. The experimental results on seismic
data demonstrated that the fault training data are reliable and realistic, and label-to-data
networks can effectively solve the problems related to data shortages.

2. Methods
2.1. Cycle-Consistent Adversarial Networks

Generative adversarial nets (GANs) [32] are methods that generate similar synthetic
data by learning the features of input data. They are mainly composed of two parts: one
is the generator G, and the other is the discriminator D. G captures the data features and
generates synthetic data. Then, D estimates whether the data is real or synthetic. The
generator G is trained to generate synthetic data which are highly similar to real data, such
that D cannot discriminate between the two. The optimization purpose for D involves
enhancing its discrimination ability and reducing errors. However, the generation process
is random, and it cannot be ensured that a generated image and input data are paired.
Dong et al. [13] used GAN to generate random noise data, and the generated noise and the
real noise have a similar distribution. Therefore, researchers have proposed image-to-image
adversarial networks [33]. Image-to-image methods can ensure that images and labels
are paired after the transformation; however, such approaches belong to the category of
supervised learning, which requires paired data as input. Such a requirement is difficult to
satisfy when using seismic data. To achieve the image-to-image translation task without
paired data, CycleGAN has been proposed. It is an unsupervised data transformation
method which can achieve image generation and retain original features in the absence of
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paired samples. Thus, we adopt the scheme of seismic training samples generation based
on CycleGAN.

Figure 1 illustrates the inputs and outputs of our proposed label-to-data networks, the
first column shows the input labels, while the second column shows the input samples.
The labels were randomly generated. For each label, we create a 128 × 128 array with all
values of 0, and then add some random lines to the array with values of 1 as fault labels,
and the length, dip, and number of faults are random within a certain range. Although
the generated labels are random, they should conform to the geological rules. The samples
were randomly cropped from the sections of Kerry3D data (provided on the SEG Wiki).
The number of labels and seismic samples is 1000, and they do not need to be paired. The
fourth and fifth columns show another set of labels and unpaired real data. This real data
acquired from China, denoted as Data1, and 1000 samples are cropped from the sections
of Data1. The output (columns 3 and 6) of the well-trained CycleGAN was anticipated to
be able to match the input labels (columns 1 and 4), while maintaining similar features to
the input seismic images (columns 2 and 5). Thus, we can obtain massive seismic training
images and corresponding fault labels.
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2.2. Label-to-Data Networks and Training Process

Taking the Kerry fault samples as an example, the label-to-data network structure is
shown in Figure 2. The main structure includes two generators and two discriminators, and
their structural details are shown in Figure 3. In this paper, we define the input labels as X,
with xi ∈ X representing the ith label in X, and the input seismic images as Y, with yi ∈ Y
representing the ith seismic image in Y. The generators and the discriminators are trained
separately in each epoch. The training process for each epoch consists of three steps.

Step 1: input the real label to the generator GLTD to obtain the generated data. The
discriminator DD discriminates the authenticity of generated data and calculates the adver-
sarial loss (Loss1; Equation (2)) using the MSE loss function. Then, the generated data are
input into the generator GDTL to obtain the reconstruction label, and the cycle consistency
loss (Loss2; Equation (3)) between the real label and reconstruction label is calculated using
the MAE loss function.

Step 2: calculate Loss3 (Equation (4)) and Loss4 (Equation (5)) in the same process as
in Step 1. Sum Loss1–Loss4 to obtain LG (Equation (1)), and optimize both GLTD and GDTL
using LG.

LG(GLTD, GDTL, DD, DL, X, Y) =
[Loss1(GLTD, DD, xi) + Loss2(GLTD, GDTL, xi)
+Loss3(GDTL, DL, yi) + Loss4(GLTD, GDTL, yi)]

(1)
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Loss1(GLTD, DD, xi) =
1
N

N

∑
i=1

[DD(GLTD(xi))− 1]2 (2)

Loss2(GLTD, GDTL, xi) =
1
N

N

∑
i=1
|GDTL(GLTD(xi))− xi| (3)

Loss3(GDTL, DL, yi) =
1
N

N

∑
i=1

[DL(GDTL(yi))− 1]2 (4)

Loss4(GDTL, GLTD, yi) =
1
N

N

∑
i=1
|GLTD(GDTL(yi))− yi| (5)

Step 3: input real and generated data to DD, and real and generated labels to DL,
respectively. DD and DL then determine the authenticity of the input and calculate LDD
(Equation (6)) and LDL (Equation (7)) losses, respectively. DD and DL are optimized us-
ing LDD and LDL , respectively. At this point, an epoch is completed, and all networks
are optimized.

LDD =
1
N

N

∑
i=1

[
(DD(yi)− 1)2 + (DD(GLTD(xi)))

2
]

(6)

LDL =
1
N

N

∑
i=1

[
(DL(xi)− 1)2 + (DL(GDTL(yi)))

2
]

(7)
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2.3. Networks Parameters and Training details

Both GLTD and GDTL have a U-Net structure (Figure 3a). The input is a single channel
label image of size 128 × 128 pixels and the output is the generated seismic image (of the
same size). The maximum number of channels in the networks is 256, and the data are
down- and up-sampled three times each. Both DD and DL have a six-layer CNN structure
(Figure 3b). The input is a real or generated image of size 128 × 128 pixels, and the output
is the discrimination result. Assuming the image is true, this output should be 1; otherwise,
it is 0. We prepared 1000 labels and seismic samples for training, and set the training epoch
to 200, batch size to 10, a learning rate of G to 5 × 10−5, and a learning rate of D to 1 × 10−4.
The optimization algorithm was Adam [34]. In addition, the weights of Loss1–Loss4 can be
adjusted according to the real situation. For example, when GLTD cannot transform labels
into seismic data well, the weight of Loss1 should be increased. We built the networks using
PyTorch, then trained the models on an RTX 3090. The training process takes 34 minutes.
By the end of the training, the labels could be transformed into seismic data by GLTD, and
the transformation process took 12 seconds for 1000 samples.

3. Results
3.1. Application in Kerry3D and Data1 Samples Generation

We chose two real data sets to test the proposed networks: one was a subset (Inline
537–785, Crossline 190–537, Time 128–1756 ms) of Kerry3D, and the other was Data1. A total
of 1000 random fault labels were prepared and 1000 samples were randomly cropped to a
size of 128 × 128 from the sections of Kerry3D and Data1, respectively. After training, the
labels were transformed into paired Kerry and Data1 fault images (as shown in Figure 4a,b)
using the saved GLTD models.
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Figure 4. Input labels and output Kerry (a) and Data1 (b) samples (left, binary labels; right, the
corresponding fault data).

To quantitatively analyze the similarity between the generated and real data, the
average frequency spectra and the standard deviation of the different frequencies were
calculated on different data sets. The results are shown in Figure 5, which indicates that
the generated and real images had similar frequency spectra. Then, we computed six of
the Haralick textural features [35] (i.e., Angular Second Moment, Contrast, Correlation,
Inverse Difference Moment, Sum Entropy, and Difference Variance) on the different data
sets and the texture dissimilarity was obtained in two dimensions (as shown in Figure 6)
using the multi-dimensional scaling (MDS) method [36]. The vertical and horizontal axes
are dimensionless, and they indicate the extent of textural dissimilarity. Figure 6 shows
that the generated Data1 and Kerry data had similar textural features to the real Data1
and Kerry data, respectively. The textural features of the generated Data1 and Kerry data
differed, indicating that the generated data were target-oriented.

To validate whether the generated Kerry and Data1 data can be applied for fault
detection, we trained two U-Nets with the generated Kerry and Data1 data. The two
U-Nets with a structure similar to that shown in Figure 3a, but the parameters of networks,
training samples, and loss functions (binary cross entropy) are completely different, and
these U-Nets are used for fault detection testing. For convenience, we denote the network
trained with generated Kerry3D samples as Net1 and the network trained with Data1
samples as Net2. Then, we applied Net1 and Net2 to different Kerry and Data1 sections,
respectively. We set the window size to 128 and the window overlap to 64. Using a sliding
window is a common method in the field of seismic structure detection, as the overlap
enables faults at the image edges to be detected correctly. Figure 7 displays two Kerry test
sections with the associated detection results. The locations indicated by the yellow arrows
show that the prediction was accurate and continuous. This network could recognize
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most faults continuously, even in the low SNR portion from 0.8–1.0 seconds. The locations
indicated by the black arrows indicate where the prediction was discontinuous or omission
was detected. We consider the reason for omission detection is that the training data were
not sufficient and generated images did not have similar fault features. Figure 8 displays
two Data1 test sections with detection results, and the arrows in Figure 8 have the same
meaning as above. Figure 9 shows a 3D view of detection results for Data1 and Kerry.
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3.2. Comparison of Fault Detection Results with Different Training Samples and Seismic Coherence

The textural features indicated that the generated Kerry3d and Data1 samples were
similar to the real Kerry3d and Data1 samples, respectively, and that the generated samples
were target-oriented. To verify whether the target-oriented property plays a key role in
the application of fault detection, we designed the following comparison experiments. In
particular, we used the generated Data1 samples and the merged samples (merging the
generated Kerry3d samples and generated Data1 samples) for application and comparison
in a section of Kerry3d (same as in Figure 7c). We trained a U-Net using the merged
samples, denoted as Net3. Net3 had the same network structure as Net1 and Net2. Then,
we used Net2 and Net3 to detect faults in the section shown in Figure 7c. Figure 10a,b
show the fault detection results for Net2 and Net 3, respectively. The locations, indicated by
the black arrows in Figure 10, show where the fault detection results are not accurate and
continuous, while the same locations were accurately marked in Figure 7d. These results
demonstrate the importance of target-oriented training samples in fault detection.
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Theoretically, the generalization ability of the network can be improved by using more
training samples. However, if we use more training samples, it may cause the network
more difficult to train. In other words, in practice, it is not always better to have more
samples, for example, the Net3, was trained using the merged Kerry and Data1 samples. It
theoretically should have better fault detection capability, but the detection result in the
Kerry section is no better than Net1. This indicates that target-oriented training samples
can be more effective than increasing training samples in some cases.

For objective comparison, we added the results of seismic coherence (Figure 10c). The
results display coherence were not continuous and accurate, especially at the locations with
low SNR, and Net1 had significantly better detection results than coherence.

3.3. Comparison of BiGAN and CoGAN Generated Samples

In addition to CycleGAN, bidirectional generative adversarial networks (BiGAN) [37]
and coupled generative adversarial network (CoGAN) [38] can also perform unsupervised
data generation tasks. We use BiGAN and CoGAN to conduct sample generation experi-
ments on Kerry data. As shown in Figure 11, both BiGAN and CoGAN failed to generate
seismic images because the generated images do not have any features of seismic data.
Besides, the generated images cannot match the labels. The results show the samples
generated by CycleGAN are more realistic compared to BiGAN and CoGAN, and this
indicates CycleGAN is more suitable for the task in this paper.
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Figure 11. The generated samples of BiGAN (column 2) and CoGAN (column 4).

4. Discussion

The seismic fault training samples generated by the proposed label-to-data network
achieved favorable results in our experiments, and the generated training samples were
shown to be target-oriented. The experimental results indicated that the target-oriented
fault training samples could achieve better results than samples that are not target-oriented
in relevant applications. For a certain work area, the proposed method can obtain realistic
training samples effectively without the need to build seismic structure models according
to the features of the work area.

The label-to-data network contains four sub-networks, which means that it consumes
a lot of GPU memory. With a sample size of 128 × 128 and batch size of 10, we needed
about 4 GB of GPU memory to train the 2D label-to-data network. When we changed the
network into the 3D case and set the sample size as 128 × 128 × 128, while keeping the
batch size at 10, the required GPU memory can be calculated according to the size of the
convolution kernels and feature maps for all layers, which was up to 65 GB. Due to the GPU
memory limitations, we did not implement 3D label-to-data networks in the present work.
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5. Conclusions

In this paper, we proposed a deep-learning method for obtaining seismic fault training
data. This method generates seismic images by learning the features of real seismic data
without a need for complex mathematical models or imaging. It solves the problem
related to a lack of realistic training data and difficulty in obtaining training data when
detecting seismic faults by deep learning. We generated 1000 realistic Kerry and Data1 fault
samples with labels using 1000 random labels, and quantitative analysis and experiments
demonstrated the reliability of generated data. In addition, this method can generate
different target data flexibly according to different work areas. In the future, we intend to
focus on generating other seismic structure images, such as those related to seismic caves,
salt, and horizons. We also wish to design a lightweight network, to meet the requirements
of the 3D situation.
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