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Abstract: Hyperspectral (HS) images are adjacent band images that are generally used in remote-
sensing applications. They have numerous spatial and spectral information bands that are extremely
useful for material detection in various fields. However, their high dimensionality is a big challenge
that affects their overall performance. A new data normalization method was developed to enhance
the variations and data distribution using the output of principal component analysis (PCA) and
quantile transformation, called QPCA. This paper also proposes a novel HS images classification
framework using the meta-learner technique to train multi-class and multi-size datasets by concate-
nating and training the hybrid and multi-size kernel of convolutional neural networks (CNN). The
high-level model works to combine the output of the lower-level models and train them with the
new input data, called meta-learner hybrid models (MLHM). The proposed MLHM framework with
our external normalization (QPCA) improves the accuracy and outperforms other approaches using
three well-known benchmark datasets. Moreover, the evaluation outcomes showed that the QPCA
enhanced the framework accuracy by 13% for most models and datasets and others by more than
25%, and MLHM provided the best performance.

Keywords: meta-learner; hyperspectral image; classification; remote sensing images; hybrid model;
feature fusion

1. Introduction

Imaging spectroscopy, also called hyperspectral (HS) imaging, captures electromag-
netic energy produced or reflected from a single place using hundreds of small, continuous
spectral bands ranging from visible to infrared wavelengths y [1–3]. The classification
of HS images is very important. It plays critical roles in various applications, such as
national defense [4], Earth monitoring [5], forest monitoring [6], detection [7,8], geological
exploration [9], video summarization, and precision farming [10]. In general, the sample
vector of an HS image is high-dimensional, and it has much information on contiguous
spectral bands [11].

HS images are known to be images with a very large dimension because of the large
numbers of spectral bands. Due to the large size of HS images, reducing the dimension is
important. Dimensionality reduction methods, like principal component analysis (PCA),
linear discriminant analysis (LDA), independent component analysis (ICA), and uniform
manifold approximation and projection (UMAP) [12,13], work to transfer the original
data space to a new subspace of dimensionality. The new subspace includes the most
informative features and omits the redundancy features. Thus, dimensionality-reduction
methods help speed up the classification process, decrease the storage space for data, and
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in easily visualization of the data [13–15]. PCA is the most common method, and many
studies use it as preprocessing method to decrease the dimension. [16–21]. On the other
hand, these methods do not work to normalize or enhance the data distribution.

The classification of HS images received wide attention in the literature. Different
approaches have been proposed using various classification methods [14,22]. Earlier, some
traditional methods were applied to classify HS images. In [23], four kernel-based methods,
namely, standard support vector machine (SVM), regularized radial basis function neural
networks, regularized AdaBoost, and kernel Fisher discriminant analysis, were employed
for HS classification. The dictionary-based sparse representation was adopted by [24] to
enhance HS classification. A traditional SVM classifier was also adopted for this issue in
several studies [25–27]. The K-nearest neighbor (KNN) was also employed for HS image
classification in several studies [28–30].

Most recently, deep learning (DL) approaches have shown significant performance in
HS images classification. One of the most efficient methods is the convolutional neural net-
work (CNN), which achieved considerable accuracy. For example, Cao et al. [31] proposed
an active deep learning model for HS images classification. The main idea of this model
is to train CNN with a small number of labeled pixels and then select informative pixels
actively. More so, Markov random field was applied to enhance the classification accuracy.
The experimental results confirmed the significant performance of this model compared to
several existing classifiers. Hang et al. [32] proposed an attention-aided CNN to classify
HS images. Spectral and spatial classifications were implemented using two subnetworks,
called spectral attention and spatial attention, respectively. The results of the spectral and
spatial classifications were integrated using an adaptively weighted summation technique.
Yu et al. [33] developed an HS classification model using a 2D-3D CNN scheme. The main
idea of this scheme is by using a 2D CNN to extract features, where the 3D CNN uses a re-
duced kernel to exploit band co-relation data. The evaluation outcomes of the 2D-3D CNN
model showed its efficiency in selecting features and improving classification accuracy.
Due to the dying neurons with the Rectified Linear Unit (ReLU) activation function in the
higher layers, the authors in [34] used a hybrid model of 3D-2D CNN to extract the features
with non-monotonic activation function and compared with the results of ReLu. Another
HS images classification model using an improved CNN model, called Dual-SCNN, was
presented in [35]. In [36], the authors proposed a tighter random projection with minimal
intra-class variance (TRP-MIV) to improve the class separability. TRP-MIV reduces the
dimension between similar values to classify the unsupervised HS images easily. This
study [37] started by spotting the edge then removing it to reduce the noise. It works to
decrease the dimensionality and increases the training speed by many steps of enhancing
the accuracy of CNN and maxpooling. To reduce the total parameter number of HS images
in the deep networks, Paul et al. added spatial pyramid pooling (SPP) to the extracted
feature maps of 3D-2D CNN [38]. Wei and Zhou introduced a deep learning model called a
spatial-aware network (SANet) [39], a particular network to reduce and choose the most
critical extracted feature maps. The SANet is a hierarchical network that includes three
layers (F, P, R). The F layer uses eight side windows to obtain eight feature maps. The
MIN pooling is used in the P layer to reduce the number of F layer feature maps. The final
layer uses LDA to reduce the dimensionality and increase the classes variations. Moreover,
Zhao et al. [40] used dense connection in the recursive densely connected neural network.
These methods try to keep the storage space and solve the lack of samples number in HS
images. On the other hand, focusing only on having enough samples does not always
increase the final accuracy.

The shallow network of DL can provide more localized information, and the deep
network of DL provides more abstract features than the shallow network. Therefore,
the authors of [41] combined the output of these sequent layers then fed the combined
produced maps into the FC layer to obtain the final output. Shallow CNN can locate
small objects, and has less computational cost than deep CNN. On the other hand, deep
CNN is a powerful network for extracting big objects and obtaining better features [14].
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Therefore, a shallow-deep feature extraction network (SDFE) combined the output of
these layers to obtain strong features for larger and small objects and a low loss for the
small ones [42]. Due to very deep networks causing the overfitting problem and limited
training samples, a cascade dual-scale crossover neural network (CDSCN) can extract more
features by applying different spatial and spectral-size convolution kernels [43]. Also, to
avoid overfitting, batch normalization (BN) and dropout layers are added between DL
layers [44,45].

Additionally, using more layers helps extract more features and increase semantic
values, but that causes a reduction in the spatial values and accuracy. So, many studies
used ResNet [42], SeNet [46], and BN layers to relieve the vanishing gradient problem and
optimize the accuracy. Furthermore, combining different paths of network outputs was
used to enhance the spatial values and promote feature extraction like FPN [47], SDFE [42].
In HS images, using only the spectral features is not enough, especially if there is more than
one object with identical spectral signatures. Therefore, knowing the shape and texture
of an object as spatial information increases the distinction. Thus, merging the spectral
and spatial information is necessary to boost the HS image classification accuracy and
identify each class easily [14,48]. In many cases, using deep networks or combining many
subnetworks does not improve the classification since these end-to-end approaches modify
the whole produced weights in each epoch throughout the training time. Therefore, meta-
learner and transfer learning methodologies were introduced to avoid altering the whole
generated weighs.

Meta-learner is a way to obtain the final results from two levels of methodologies. The
first level has many models that send their prediction to the second level, which stacks,
combines, and trains previous level models’ predictions to get optimal and accurate final
results, also called stacking [49–53]. For example, Taormina et al. [54] used four pre-trained
models, namely, AlexNet, SqueezeNet, ResNet18, and GoogLeNet, and retrained them
with three different freezing levels and retrained from scratch to optimize the accuracy of
extracting the features of the two classes of the AIDA dataset. Zhong et al. [55] transferred
the pre-trained data to a multiscale spectral-spatial network (MSSN) with multi-scale
CNNs to the target domain to solve samples limitation then classified the output of the
four different HS classes. Liu et al. [56] used six models to analyze city traffic data, and
the stacked generalization framework obtained the best results. This study [57] used
random forests in the first and second levels (meta-learner) to recognize accelerometer and
audio signals activities and k-fold cross-validation to prevent overfitting. This work [51]
combined the predictions of parsimonious models to increase the variety and decrease the
generalization error rate to find three essential points of the complete force–displacement
curve of bolted components in steel structures.

Although deep learning has provided strong methodologies to improve the classifi-
cation operation, more research is needed to figure out how to enhance classification and
recognize the differences between the classes in the complex and heterogeneous dataset.
Shallow layers provide detailed features, and the deep layers provide more semantic infor-
mation [14,42,58]. On the other hand, shallow layers are unsuitable for complex data, and
complex computations of deep layers encounter overfitting problems and need sufficient
data. However, we can sum up the difficulties of HS image datasets as follows:

1. The HS image dataset is a high-dimensionality dataset with a massive number of
bands, and each band has a different data distribution. Each dataset has a multi-class
with different sample numbers.

2. Classification solely based on spectral classification seldom achieves high accuracy
because of the objects’ complicated spatial distribution and spectral heterogeneity [59].
Each pixel value needs to localize and classify correctly.

3. Because of the backpropagation operation, combining shallow and deep layers in one
model does not provide higher accuracy, as compared to training them individually.

Therefore, this study works to solve all the above issues, in order to boost the final
results of the deep and shallow networks by utilizing the meta-learner, which stops the
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backpropagation to modify the generated weights of the Leve-0 models. The framework
of this study works in three stages of processing. First is preprocessing, which works to
enhance the data distribution and split it before feeding it into the training model. Then
the Level-0 models, which are hybrid models of deep and shallow models, and multi-size
kernels of 3D and 2D-CNN, which work to train the input data individually. Finally, the
Level-1 model, which chooses the best-extracted weights of the previous stage, reduces the
loss and overfitting and optimizes the spatial-spectral extraction simultaneously to obtain
the final classification. To sum up, the main contributions of this study are:

1. To propose a novel framework that uses the meta-learner technique to train multi-
class and multi-size datasets by concatenating and training the hybrid and multi-size
kernel networks of CNN.

2. To provide a new normalization method, called QPCA, based on the output of PCA
and quantile transformation, which redistributes the data to be more normal and have
less dimensionality.

3. To present an efficient method that can extract more features from simple and complex
spatial-spectral data simultaneously by combining the output of the shallow and deep
networks without needing to increase the number of samples to increase the accuracy.

2. Methodology and Framework

The framework structure of this study is illustrated in Figure 1. It has three stages of
processing. The first stage showcases external normalization to reduce the dimensionality
and normalize the input data. The second stage is Level-0 methodologies, and it has two
different types of model structure. In these two stages, the input data passes through two
different types of scaling, external and internal normalization. The final stage is the Level-1
model to train the output of Level-0 and the input data and obtain the whole framework’s
final results.
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2.1. Optimize the Data Distribution (QPCA, Quantile Transformation Principal Components Analysis)

One of the external normalizations in HS images is principal components analysis
(PCA), which reduces the banal numbers of the input dataset and the data dimensionality
itself. It is a strategy that employs linear approximation to figure out the most critical
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components that help to raise the variance in the input data which helps to reduce the
memory space, noise and speed up the performance.

Assume x is the original data which = [x1, x2, . . . , xd], x ∈ Rd, d is the dimension of
x. The standardization of the input data is calculated as:

X = (x− µ)/σ(x) (1)

where µ is the mean of x and σ(x) is the standard deviation.
Then, to promote differences between classes, calculate the covariance matrix for X:

CX = (
d

∑
i=1

(Xi − X)
(
Xi − X

)T
)/d− 1 (2)

After obtaining the covariance matrix, compute the eigenvectors (ω) of the Cd×d matrix
using the biggest eigenvectors k, where k is the dimensionality of the new feature subspace
(k ≤ d). ω is the weight vector in PCA, which will be multiplied by X to obtain the final
new subspace of transferred features:

Pd×k = Xd×k × (ωk×1)
T (3)

This procedure aids in the categorization of classes and the selection of the most
valuable features for classification.

PCA reduces d dimension to a new dimension k, and P = [p1, p2, . . . , pk], p ∈ Rk is
the output of PCA for x, where k ≤ d. The next step is to change the distribution of P by
quantile transformation (Q), which we call the output of this transformation QPCA.

y = G−1
y (FP (P)) (4)

where FP represents cumulative distribution function (CDF) for the output of PCA (P),
and G−1

y is the Gaussian cumulative distribution function (GCDF) in y. The GCDF is
represented as follows:

F(p) = 1/σ
√

2π
∫ +∞

−∞
exp [−(p− µ/σ)2/2]dp (5)

where µ is the mean of p, σ is the standard deviation of p. Algorithm 1 shows the main
steps of the QPCA processing.

Algorithm 1. The QPCA Processing.

Input: x ∈ Rn×d

Output: y ∈ Rn×k

1: Standardize the d-dimensional of x→ X.
2: Getting the covariance matrix of X
3: Select the top k eigenvectors (k ≤ d) to build the weight matrix ω.
4: Transform X by multiplying it with the weight vector of k to get P : P = X×ω

5: Normalize the distribution of P by quantile transformation: y = G−1
y (FP (P))

2.2. Framework

After keeping the influential spectral bands that contain more information, the input
HS image cubs become ∈ RT×H×k, where is the transformation data of QPCA, where T is
the width, H is the height, and k is the number of bands. The initial layers of the Level-0
models are 3D-CNN, so we divided the data cubs into small overlapping 3D patches
P ∈ RS×S×k, where S× S is the window size which equals 25 for all input datasets. 3D
patches of P are given by (T − S + 1)× (H − S + 1) then reshaped into (S, S, k, 1).
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The model-1 of Level-0 has 10 layers. It has three sequential 3D-CNN layers, one
2D-CNN layer, consecutive fully connected (FC) layers, and batch normalization (BN). The
formulas for 2D-CNN and 3D-CNN layers are as follows:
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layers were used before each FC layer to normalize the results of the internal operation 

during the training. However, because CNN reduces the dimension of the produced fea-

ture map, zero paddings were used for the input data to keep the edge data from losing, 

as shown in Figure 1 and Table 1. 

Model-2 of Level-0 stage is almost like the model-1 of Level-0. It has two 3D-CNN 

layers. The output dimensional and kernel size of the first 3D-CNN is 8, and (3, 3, 7). The 
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the output dimensional and kernel sizes of this layer are 64 and (3, 3). Also, two layers of 

FC with the same number units of model-1, with two dropout layers accounting for 40% 

dropping rate, were used after each FC layer to avoid overfitting, and finally, the SoftMax 
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Level-0 
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deep learning methodologies often have many weight values for tuning, making it a big 
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methods were introduced to avoid overfitting or to enhance the final accuracy during the 
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Level-0 
Level-1 
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3D-Convolutional Neural Networks (CNN) 
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3D-CNN 
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-- 
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ϕ(p) = max(0, p) (8)

where (p, y, z) are the variable position in the jth feature map in the ith layer, ϕ is the ReLu
activation function (RAF), (t, h, d) are the kernel sizes, (a, q, r) are the kernel indexes, m is
feature maps index, and (
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, b) are the weight and bias.
The output dimensional and kernel size of the first 3D-CNN is 8, and (3, 3, 7). The

second 3D-CNN is 16, and (3, 3, 5). Finally, the third 3D-CNN has 32 output dimensional
and (3, 3, 3) kernel sizes. The output dimensional and kernel size of the 2D-CNN are 64,
and (3, 3). Before feeding the output of the 2D-CNN into the first FC layer, the created
feature maps pass through the flattening layer, and the number of units of FC layers are
256 and 128, respectively, as indicated in Table 1.

Table 1. The structure of the framework. level-1 layers for model-1 and model-2, and level-2 layers.

Level-0
Level-1

Model-1 Model-2

3D-Convolutional Neural
Networks (CNN)

8—(3, 3, 7)—ReLu *

3D-CNN
8—(3, 3, 7)—ReLu –

3D-CNN
16—(3, 3, 5)—ReLu

3D-CNN
16—(3, 3, 5)—ReLu –

3D-CNN
32—(3, 3, 3)—ReLu – –

2D-CNN
64—(3, 3)—ReLu

2D-CNN
64—(3, 3)—ReLu

Flatten Flatten –
FC

256—ReLu **
FC

256—ReLu Conct

BN Dropout –
FC

128—ReLu
FC

128—ReLu
FC

128—ReLu
BN BN –

SoftMax SoftMax SoftMax
* Dimensional—(Kernel size)—Activation Function; ** Dimensional—Activation Function.

HS image datasets are distinguished by having multi-classes, and each class has a
different number of samples; some have a minimal number of samples. On the other hand,
deep learning methodologies often have many weight values for tuning, making it a big
challenge to enhance the accuracy of this disparity of the dataset classes. Therefore, many
methods were introduced to avoid overfitting or to enhance the final accuracy during the
training stage, like BN, dropout, lateral connections [14,19,42,58,60]. In this model, BN
layers were used before each FC layer to normalize the results of the internal operation
during the training. However, because CNN reduces the dimension of the produced feature
map, zero paddings were used for the input data to keep the edge data from losing, as
shown in Figure 1 and Table 1.

Model-2 of Level-0 stage is almost like the model-1 of Level-0. It has two 3D-CNN
layers. The output dimensional and kernel size of the first 3D-CNN is 8, and (3, 3, 7). The
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second 3D-CNN is 16, and (3, 3, 5). The third layer of this model is the 2D-CNN layer, and
the output dimensional and kernel sizes of this layer are 64 and (3, 3). Also, two layers of
FC with the same number units of model-1, with two dropout layers accounting for 40%
dropping rate, were used after each FC layer to avoid overfitting, and finally, the SoftMax
layer. This model has fewer layers and less complex computation than model-1, Figure 1,
and Table 1.

The level-1 network has three layers: one is the concatenation layer to combine the
output of Level-0 models, the second one is the FC layer which has 128 units, and the last
layer is the SoftMax layer to get the final results. Whiles RAF was used in all layers of the
two levels. In meta-leaner and during the training, the weights are given as:
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where 𝒴𝑖 is the real value (ground truth), �̂̂�𝑖 is the score of the level-1 network for the 

input data and the output of level-0 models. Algorithm 2 explains the operation of the 

meta-leaner and the work of the MLHM framework. 

Algorithm 2. The Steps of the Proposed MLHM. 
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𝑒
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Output: An ensemble classifier �̂̂� 

1: Step 1: Learn Level-0 classifiers 

2: for 𝑡 ← 1 to 𝑚 do 

3: Learn a base classifier 𝒴𝑡 based on 𝒟1 

4: end for 

5: Step 2: Train the dataset of 𝒟2 

6: Keep the weights of training stage {𝑋𝑖
′, 𝑦𝑖}, 𝑤ℎ𝑒𝑟𝑒 𝑥𝑖
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8: for 𝑗 ← 𝑚 𝑡𝑜 𝑒 do  

9: Redistribute weights based on the new training data and the previous weights. Learn 

a new classifier �̂� based on the newly constructed data set 

10: end for 
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, using model m and M in this study = 2, and N is the
sample number. Rather than choosing one model (M = 1), the meta-learner combines the
Level-0 models with estimated optimal weights. This method leads to better predictions
often. This stage usually works to minimize the loss of the output of the two levels. The
loss function works as follows:
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is the score of the level-1 network for the
input data and the output of level-0 models. Algorithm 2 explains the operation of the
meta-leaner and the work of the MLHM framework.

Algorithm 2. The Steps of the Proposed MLHM.

Input: Training data D1 = {Xi, yi}m
i=1

(
Xi ∈ Rn, yi ∈
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output of Level-0 models, the second one is the FC layer which has 128 units, and the last 

layer is the SoftMax layer to get the final results. Whiles RAF was used in all layers of the 

two levels. In meta-leaner and during the training, the weights are given as: 

�̂�𝑚𝑙 =
𝑎𝑟𝑔𝑚𝑖𝑛

𝓌
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where �̂�𝑚(𝓍𝒾) is the prediction of 𝓍, using model 𝑚 and M in this study = 2, and 𝒩 is 

the sample number. Rather than choosing one model (M = 1), the meta-learner combines 

the Level-0 models with estimated optimal weights. This method leads to better predic-

tions often. This stage usually works to minimize the loss of the output of the two levels. 

The loss function works as follows: 

𝐿𝑜𝑠𝑠 = − ∑ 𝒴𝑖 . 𝑙𝑜ℊ�̂̂�𝑖

𝒩

𝑖=1

 (10) 

where 𝒴𝑖 is the real value (ground truth), �̂̂�𝑖 is the score of the level-1 network for the 

input data and the output of level-0 models. Algorithm 2 explains the operation of the 

meta-leaner and the work of the MLHM framework. 

Algorithm 2. The Steps of the Proposed MLHM. 

Input: Training data 𝒟1 =  {𝑋𝑖 , 𝑦𝑖}𝑖=1
𝑚  (𝑋𝑖 ∈  ℝ𝑛, 𝑦𝑖 ∈  ϒ) and 

𝒟2 =  {𝑋𝑗 , 𝑦𝑗}
𝑗=𝑚

𝑒
 (𝑋𝑗 ∈  ℝ𝑛, 𝑦𝑗 ∈  ϒ) 

Output: An ensemble classifier �̂̂� 

1: Step 1: Learn Level-0 classifiers 

2: for 𝑡 ← 1 to 𝑚 do 

3: Learn a base classifier 𝒴𝑡 based on 𝒟1 

4: end for 

5: Step 2: Train the dataset of 𝒟2 

6: Keep the weights of training stage {𝑋𝑖
′, 𝑦𝑖}, 𝑤ℎ𝑒𝑟𝑒 𝑥𝑖

′ =  {𝒴1(𝑋𝑖), 𝒴1(𝑋𝑖), … , 𝒴𝑚 (𝑋𝑖)} 

7: Step 3: Learn the Level-1 classifier 

8: for 𝑗 ← 𝑚 𝑡𝑜 𝑒 do  

9: Redistribute weights based on the new training data and the previous weights. Learn 

a new classifier �̂� based on the newly constructed data set 

10: end for 

11: Return �̂̂�(𝑋)  =  �̂�(𝒴1(𝑋𝑗), 𝒴1(𝑋𝑗), … , 𝒴𝑒 (𝑋𝑗)) 

  

)
and

D2 =
{

Xj, yj

}e

j=m

(
Xj ∈ Rn, yj ∈
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where 𝒴𝑖 is the real value (ground truth), �̂̂�𝑖 is the score of the level-1 network for the 

input data and the output of level-0 models. Algorithm 2 explains the operation of the 

meta-leaner and the work of the MLHM framework. 

Algorithm 2. The Steps of the Proposed MLHM. 

Input: Training data 𝒟1 =  {𝑋𝑖 , 𝑦𝑖}𝑖=1
𝑚  (𝑋𝑖 ∈  ℝ𝑛, 𝑦𝑖 ∈  ϒ) and 

𝒟2 =  {𝑋𝑗 , 𝑦𝑗}
𝑗=𝑚

𝑒
 (𝑋𝑗 ∈  ℝ𝑛, 𝑦𝑗 ∈  ϒ) 

Output: An ensemble classifier �̂̂� 

1: Step 1: Learn Level-0 classifiers 

2: for 𝑡 ← 1 to 𝑚 do 

3: Learn a base classifier 𝒴𝑡 based on 𝒟1 

4: end for 

5: Step 2: Train the dataset of 𝒟2 

6: Keep the weights of training stage {𝑋𝑖
′, 𝑦𝑖}, 𝑤ℎ𝑒𝑟𝑒 𝑥𝑖

′ =  {𝒴1(𝑋𝑖), 𝒴1(𝑋𝑖), … , 𝒴𝑚 (𝑋𝑖)} 

7: Step 3: Learn the Level-1 classifier 

8: for 𝑗 ← 𝑚 𝑡𝑜 𝑒 do  

9: Redistribute weights based on the new training data and the previous weights. Learn 

a new classifier �̂� based on the newly constructed data set 

10: end for 

11: Return �̂̂�(𝑋)  =  �̂�(𝒴1(𝑋𝑗), 𝒴1(𝑋𝑗), … , 𝒴𝑒 (𝑋𝑗)) 

  

)
Output: An ensemble classifier
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where 𝒴𝑖 is the real value (ground truth), �̂̂�𝑖 is the score of the level-1 network for the 

input data and the output of level-0 models. Algorithm 2 explains the operation of the 

meta-leaner and the work of the MLHM framework. 

Algorithm 2. The Steps of the Proposed MLHM. 

Input: Training data 𝒟1 =  {𝑋𝑖 , 𝑦𝑖}𝑖=1
𝑚  (𝑋𝑖 ∈  ℝ𝑛, 𝑦𝑖 ∈  ϒ) and 

𝒟2 =  {𝑋𝑗 , 𝑦𝑗}
𝑗=𝑚

𝑒
 (𝑋𝑗 ∈  ℝ𝑛, 𝑦𝑗 ∈  ϒ) 

Output: An ensemble classifier �̂̂� 

1: Step 1: Learn Level-0 classifiers 

2: for 𝑡 ← 1 to 𝑚 do 

3: Learn a base classifier 𝒴𝑡 based on 𝒟1 

4: end for 

5: Step 2: Train the dataset of 𝒟2 

6: Keep the weights of training stage {𝑋𝑖
′, 𝑦𝑖}, 𝑤ℎ𝑒𝑟𝑒 𝑥𝑖

′ =  {𝒴1(𝑋𝑖), 𝒴1(𝑋𝑖), … , 𝒴𝑚 (𝑋𝑖)} 

7: Step 3: Learn the Level-1 classifier 

8: for 𝑗 ← 𝑚 𝑡𝑜 𝑒 do  

9: Redistribute weights based on the new training data and the previous weights. Learn 

a new classifier �̂� based on the newly constructed data set 

10: end for 

11: Return �̂̂�(𝑋)  =  �̂�(𝒴1(𝑋𝑗), 𝒴1(𝑋𝑗), … , 𝒴𝑒 (𝑋𝑗)) 

  

1: Step 1: Learn Level-0 classifiers
2: for t ← 1 to m do
3: Learn a base classifier
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where 𝒴𝑖 is the real value (ground truth), �̂̂�𝑖 is the score of the level-1 network for the 

input data and the output of level-0 models. Algorithm 2 explains the operation of the 

meta-leaner and the work of the MLHM framework. 

Algorithm 2. The Steps of the Proposed MLHM. 

Input: Training data 𝒟1 =  {𝑋𝑖 , 𝑦𝑖}𝑖=1
𝑚  (𝑋𝑖 ∈  ℝ𝑛, 𝑦𝑖 ∈  03D2) and 

𝒟2 =  {𝑋𝑗 , 𝑦𝑗}
𝑗=𝑚

𝑒
 (𝑋𝑗 ∈  ℝ𝑛, 𝑦𝑗 ∈  ϒ) 

Output: An ensemble classifier �̂̂� 

1: Step 1: Learn Level-0 classifiers 

2: for 𝑡 ← 1 to 𝑚 do 

3: Learn a base classifier 𝒴𝑡 based on 𝒟1 

4: end for 

5: Step 2: Train the dataset of 𝒟2 

6: Keep the weights of training stage {𝑋𝑖
′, 𝑦𝑖}, 𝑤ℎ𝑒𝑟𝑒 𝑥𝑖

′ =  {𝒴1(𝑋𝑖), 𝒴1(𝑋𝑖), … , 𝒴𝑚 (𝑋𝑖)} 

7: Step 3: Learn the Level-1 classifier 

8: for 𝑗 ← 𝑚 𝑡𝑜 𝑒 do  

9: Redistribute weights based on the new training data and the previous weights. Learn 

a new classifier �̂� based on the newly constructed data set 

10: end for 

11: Return �̂̂�(𝑋)  =  �̂�(𝒴1(𝑋𝑗), 𝒴1(𝑋𝑗), … , 𝒴𝑒 (𝑋𝑗)) 

 

  

based on D1
4: end for
5: Step 2: Train the dataset of D2

6: Keep the weights of training stage
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where 𝒴𝑖 is the real value (ground truth), �̂̂�𝑖 is the score of the level-1 network for the 

input data and the output of level-0 models. Algorithm 2 explains the operation of the 

meta-leaner and the work of the MLHM framework. 

Algorithm 2. The Steps of the Proposed MLHM. 

Input: Training data 𝒟1 =  {𝑋𝑖 , 𝑦𝑖}𝑖=1
𝑚  (𝑋𝑖 ∈  ℝ𝑛, 𝑦𝑖 ∈  03D2) and 

𝒟2 =  {𝑋𝑗 , 𝑦𝑗}
𝑗=𝑚

𝑒
 (𝑋𝑗 ∈  ℝ𝑛, 𝑦𝑗 ∈  ϒ) 

Output: An ensemble classifier �̂̂� 

1: Step 1: Learn Level-0 classifiers 

2: for 𝑡 ← 1 to 𝑚 do 

3: Learn a base classifier 𝒴𝑡 based on 𝒟1 

4: end for 

5: Step 2: Train the dataset of 𝒟2 
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7: Step 3: Learn the Level-1 classifier 

8: for 𝑗 ← 𝑚 𝑡𝑜 𝑒 do  

9: Redistribute weights based on the new training data and the previous weights. Learn 

a new classifier �̂� based on the newly constructed data set 

10: end for 

11: Return �̂̂�(𝑋)  =  �̂�(𝒴1(𝑋𝑗), 𝒴1(𝑋𝑗), … , 𝒴𝑒 (𝑋𝑗)) 

 

  

7: Step 3: Learn the Level-1 classifier
8: for j← m to e do
9: Redistribute weights based on the new training data and the previous weights. Learn

a new classifier
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where 𝒴𝑖 is the real value (ground truth), �̂̂�𝑖 is the score of the level-1 network for the 

input data and the output of level-0 models. Algorithm 2 explains the operation of the 

meta-leaner and the work of the MLHM framework. 

Algorithm 2. The Steps of the Proposed MLHM. 

Input: Training data 𝒟1 =  {𝑋𝑖 , 𝑦𝑖}𝑖=1
𝑚  (𝑋𝑖 ∈  ℝ𝑛, 𝑦𝑖 ∈  03D2) and 

𝒟2 =  {𝑋𝑗 , 𝑦𝑗}
𝑗=𝑚

𝑒
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Output: An ensemble classifier �̂̂� 

1: Step 1: Learn Level-0 classifiers 

2: for 𝑡 ← 1 to 𝑚 do 

3: Learn a base classifier 𝒴𝑡 based on 𝒟1 

4: end for 

5: Step 2: Train the dataset of 𝒟2 

6: Keep the weights of training stage {𝑋𝑖
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8: for 𝑗 ← 𝑚 𝑡𝑜 𝑒 do  

9: Redistribute weights based on the new training data and the previous weights. Learn 

a new classifier �̂� based on the newly constructed data set 

10: end for 

11: Return �̂̂�(𝑋)  =  �̂�(𝒴1(𝑋𝑗), 𝒴1(𝑋𝑗), … , 𝒴𝑒 (𝑋𝑗)) 

 

  

based on the newly constructed data set
10: end for

11: Return
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Input: Training data 𝒟1 =  {𝑋𝑖 , 𝑦𝑖}𝑖=1
𝑚  (𝑋𝑖 ∈  ℝ𝑛, 𝑦𝑖 ∈  03D2) and 

𝒟2 =  {𝑋𝑗 , 𝑦𝑗}
𝑗=𝑚

𝑒
 (𝑋𝑗 ∈  ℝ𝑛, 𝑦𝑗 ∈  ϒ) 

Output: An ensemble classifier �̂̂� 

1: Step 1: Learn Level-0 classifiers 

2: for 𝑡 ← 1 to 𝑚 do 

3: Learn a base classifier 𝒴𝑡 based on 𝒟1 

4: end for 

5: Step 2: Train the dataset of 𝒟2 

6: Keep the weights of training stage {𝑋𝑖
′, 𝑦𝑖}, 𝑤ℎ𝑒𝑟𝑒 𝑥𝑖

′ =  {𝒴1(𝑋𝑖), 𝒴1(𝑋𝑖), … , 𝒴𝑚 (𝑋𝑖)} 

7: Step 3: Learn the Level-1 classifier 

8: for 𝑗 ← 𝑚 𝑡𝑜 𝑒 do  

9: Redistribute weights based on the new training data and the previous weights. Learn 

a new classifier �̂� based on the newly constructed data set 

10: end for 

11: Return �̂̂�(𝑋)  =  �̂�(𝒴1(𝑋𝑗), 𝒴1(𝑋𝑗), … , 𝒴𝑒 (𝑋𝑗)) 

 

  
3. Experiment

The experiments were executed on three widely used datasets of hyperspectral images,
the Indian Pines dataset, the Pavia-University dataset, and the Kennedy Space Center.

3.1. Datasets

The first data set is the Indian Pines (IPs) dataset gathered by the AVIRIS sensor from
northwest India, containing 16 classes and having 145× 145 spatial dimensions. The spatial
resolution is 20 m per pixel. It contains 220 spectral bands with a wavelength ranging from
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0.4 µm to 2.5 µm. However, after removing bands covering the water absorption region,
the bands have been reduced to 200, as shown in Figure 2.
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Figure 2. Dataset images with the ground truth.

The second data set is the Pavia-University dataset which was collected by the Reflec-
tive Optics System Imaging Spectrometer (ROSIS) sensor from northern Italy, including
nine urban land-cover types and having 610 × 340 spatial dimensions, Figure 2. The
spatial resolution is 1.3 m per pixel. The original data set contains 103 spectral bands with
wavelength ranging from 0.43 to 0.86 µm.

The third dataset is the Kennedy Space Center (KS_Center) dataset which was acquired
by the Airborne Visible/Infrared Imaging Spectrometer (AVIRIS) sensor over KS_Center,
Florida. It contains 13 classes. The image dimension is 512 × 614 pixels, and the high
spatial resolution is 18 m pixels. The original data set contains 176 spectral bands, Figure 2.

The class names of each dataset and the sample number in level-0, level-1 models,
and testing sets are shown in Tables 2–4. The three datasets were split into three parts,
representing 20% of the training set for the level-0 models, 10% of the training set for the
level-1 model, and the rest of the data, which is 70%, is the testing set to test the final results
of this study framework.

Table 2. One example for the data distribution of the Indian Pines (IPs) dataset (band-1). (a) is the
distribution of the original data, (b) is for the data after using PCA, and (c) is the shape of the data
after using QPCA.

Normal PCA QPCA

Count 21,025 21,025 21,025
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Mean 2957.36 6.5 × 10−16 −0.0011
Std 354.919 1 0.95359
Min 2560 −2.2061 −5.1993
25% 2602 −0.887 −0.6739
50% 2780 0.0208 0.0031
75% 3179 0.97266 0.67668
Max 4536 2.58808 5.19934 (a) (b) (c)

To assess the accuracy of final results and to compare them with the results of other
methods, the Kappa coefficient (KA), overall accuracy (OA), and average accuracy (AA)
were used to measure the classification accuracy. Adam was used as an optimizer function
with a 0.001 learning rate in the training time. The number of epochs and batch size were
100 and 256 in the level-0 and level-1 networks.
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3.2. Experimental Results and Comparisons

This section clearly shows the output of QPCA and its effect on the data distribu-
tion. The output of each level in MLHM is presented for the three different datasets
and their performance. Furthermore, MLHM is compared with other methods; with and
without QPCA.

Table 3. The sample number of level-0 and level-1 datasets. It also indicates the results of the two
level-0 models and the final results of the level-1 model for the IPs dataset.

# Classes
Level-0

Samples
Level-1

Samples
Testing

Samples

Level-0 Level-1

QPCA-
Model-1

QPCA-
Model-2

QPCA-
MLHM

1 Alfalfa 9 4 33 1 1 1
2 Corn-notill (CN) 285 114 1029 0.964 0.977 0.983
3 Corn-mintill (CM) 166 66 598 0.998 1 1
4 Corn 47 19 171 0.988 1 1
5 Grass-pasture (GP) 97 39 347 0.994 1 0.997
6 Grass-trees (GT) 146 58 526 0.998 0.990 0.994
7 Grass-pasture-mowed (GPM) 6 2 20 1 1 1
8 Hay-windrowed (HW) 96 38 344 1 1 1
9 Oats 4 2 14 1 1 1
10 Soybean-notill (SN) 194 78 700 0.994 1 1
11 Soybean-mintill (SM) 491 197 1767 0.998 0.998 0.997
12 Soybean-clean (SC) 118 48 427 0.991 0.979 0.998
13 Wheat 41 16 148 0.993 1 1
14 Woods 253 101 911 1 1 1

15 Buildings-Grass-Trees-Drives
(BGTD) 77 31 278 1 0.996 1

16 Stone-Steel-Towers (SST) 19 7 67 0.970 0.970 0.970

Kappa accuracy (%) 99.119 99.320 99.536
Overall accuracy (%) 99.228 99.404 99.594
Average accuracy (%) 99.310 99.443 99.618

Training Time (s) 138.50 70.02 28.28
Testing Time (s) 1.61 1.22 2.66

Table 4. The sample number of level-0 and level-1 datasets. It also indicates the results of the two
level-0 models and the final results of the level-1 model for the Pavia-University dataset.

# Classes
Level-0

Samples
Level-1

Samples
Testing

Samples

Level-0 Level-1

QPCA-
Model-1

QPCA-
Model-2

QPCA-
MLHM

1 Asphalt 1326 530 4775 1 1 1
2 Meadows 3730 1492 13427 1 1 1
3 Gravel 420 168 1511 0.999 1 1
4 Trees 613 245 2206 0.995 0.995 0.999
5 Painted metal sheets (BMS) 269 108 968 1 1 1
6 Bare Soil (BS) 1006 402 3621 1 1 1
7 Bitumen 266 106 958 1 0.994 1
8 Self-Blocking Bricks (SBB) 736 295 2651 0.999 0.995 0.999
9 Shadows 189 76 682 1 1 1

Kappa accuracy (%) 99.931 99.880 99.978
Overall accuracy (%) 99.948 99.909 99.984
Average accuracy (%) 99.920 99.83 99.977

Training Time (s) 117.32 79.65 27.00
Testing Time (s) 2.40 2.33 3.92
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3.2.1. QPCA Output

Generally, collected data have many things that affect the training, such as insufficient
data, missing values, highly skewed distribution, and outliers. In order to train the data,
first, showing data by a specific graph is necessary to decide which kind of processing is
needed to improve the input data before and through training time, as shown in Figure 3a
the original data distribution of band-1 for Indian Pines dataset. When the dataset has
values with variance dimensions, some larger than others, these large values can dominate
the training in DL and affect the accuracy [61]. Therefore, to enhance the data before feeding
it to the training network, preprocessing methodologies are necessary.
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using quantile transformation principal components analysis (QPCA).

The output of PCA depends on the results of the mean and variance—standardization;
both are very sensitive to the outliers. This way of standardization is difficult with outlier
values because this equation results would be skewed. Standardization works to shift
the data, but the shape of the distribution does not change. Hence, the PCA does not
work to enhance the data distribution and classification. Figure 3b shows that features
with a large variance will dominate the training and affect the final results. On the other
hand, in some cases, the outliers help to enhance the classification, especially in a huge and
multi-class dataset, so they cannot be neglected. Quantile transformation (Q) is used to
solve this problem.

The problem of outliers and skewed distribution is solved by Equation (4). As shown
in Figure 3c, all the data are transferred under a normal curve and thus improves the
classification process. With little frequency data and more correlation and repetition, data
form the same normal distribution curve. Unlike the PCA, GCDF does not neglect any
value. Hence, it enhances the data. Equation (4) normalizes the data to be normal-like.
Figure 3 and Table 2 show the big difference between the original data distribution, PCA
and QPCA. The data of QPCA is more stable and has normal distribution than PCA, which
helps to obtain more stable training and higher accurate classification.

3.2.2. Meta-Learner Hybrid Model (MLHM) Results

The MLHM is a framework that follows the meta-learner technique or meta-learning.
The network of level-1 works to train the trained weight of level-0 models. In the same
word, the level-1 network learns from level-0 learning models. Level-1 network freezes the
level-0 models to prevent them from modifying their generated weights, and it works to
train them with its new extracted weights to reach the best accuracy. It can be observed
that MLHM does not let the input data pass through a very deep network, and at the same
time, it takes the benefits of deep training models to obtain more accurate features.

First of all, the two models of Level-0 were trained separately and later combined the
output of these two models and fed them into the level-1 model to enhance the operation
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of the previous level and train it with different data. This operation allowed the network
to decide, choose, and obtain the best weight for each class. While model-1 works to
deeply extract the complex classes’ features, model-2 enhances feature extraction and
the localization of less complex and small data. Both models of Level-0 work to extract
spatial-spectral features. Therefore, the level-1 model is fed by the features of the level-0
models and it, in turn, enhances the extracted weight and provides the best results for the
different classes.

Tables 3–5 show the results of each level of the three different datasets. In level-0
models, model-1 results are better than model-2. However, in some classes of IPs and
Pavia-University datasets, model-2 had better results. The data distribution of KS_Center is
very complex, and the sample numbers of its classes are almost similar. For these reasons,
the accuracy of model-2 is very high compared to model-1 for all classes. Although the
Level-1 model has fewer layers, it appreciably optimized the final results of IPs and Pavia-
University datasets. In the KS_Center dataset, because the accuracy of model-1 of Level-0
is less than model-2 of Level-0, that affected the final results of QPCA-MLHM and obtained
relatively lower results, barely 0.03. Figures 4–6 show the final results of each model. It
clearly showed the ability of the framework to extract the features and detect the classes of
each target correctly.
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Table 5. The sample number of level-0 and level-1 datasets. It also indicates the two level-0 models’
results and the final results of the level-1 model for the KS_center dataset.

# Classes
Level-0

Samples
Level-1

Samples
Testing

Samples

Level-0 Level-1

QPCA-
Model-1

QPCA-
Model-2

QPCA-
MLHM

1 Scrub 152 61 548 1 1 1
2 Willow swamp (WS) 49 19 175 0.817 0.977 0.971

3 Cabbage palm hammock
(CPH) 51 21 184 0.152 0.984 0.989

4 Cabbage palm/oak hammock
(CPOH) 50 20 182 0.967 0.995 0.995

5 Slash pine (SP) 32 13 116 0.793 0.991 0.991

6 Oak/broadleaf hammock
(OBH) 46 18 165 1 1 1

7 Hardwood swamp (HS) 21 8 76 1 1 1
8 Graminoid marsh (GM) 86 34 311 0.936 1 0.997
9 Spartina marsh (SM) 104 42 374 1 1 1
10 Cattail marsh (CM) 81 32 291 0.990 1 1
11 Salt marsh (SM) 84 34 301 1 1 1
12 Mud flats (MF) 101 40 362 0.994 1 1
13 Wate 185 74 668 1 1 1

Kappa accuracy (%) 92.774 99.733 99.703
Overall accuracy (%) 93.525 99.760 99.734
Average accuracy (%) 89.610 99.590 99.563

Training Time (s) 86.13 15.28 6.04
Testing Time (s) 0.35 0.31 0.51
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In addition, using BN in the deeper network such as Model 1 of Level-0 in the experi-
ment was more effective than using the dropout layer. That notwithstanding, using the
dropout layer in the shallow model provides higher accuracy than using BN, which was
observed in model 2 of Level-0.
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Figure 7 shows the loss values during the training time, and it can be observed that
the Level-1 model gives a more stable and smoother training than models of Level-0.
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3.2.3. Comparisons with Other Methods

Also, to see the effectiveness of the QPCA optimizer and MLHM framework, four
different state-of-the-art models with various structures were trained, one time with PCA
and the other with QPCA preprocessing. The four models are SVM, CNN-1d [62], VGG-
16 [63], and HybridCNN [19]. The experiments of MLHM and other methods have been
repeated 10 times, and the mean and standard deviation of KA, OA, and AA coefficients
are recorded to compare the results of the various methods.

VGG-16 is a deep network of 14 2D-CNN layers having the same kernel size (KS)
(3 × 3), two FC layers, both using RAF, and four layers of max pooling (2, 2). The bounds
number was reduced to 30 for the IP dataset and 15 for Pavia-University and KS_Center
datasets. The training and testing set rates were 20% and 80%.

CNN1d is a layer of 1D-CNN to train spatial information with RAF, and 24 KS, two
layers of FC, max pooling (2, 2), and BN. The bounds number of all datasets was reduced
to 30 and split into 20% as training set and 80% as testing set, respectively.

HybridCNN works to train spectral-spatial features of hybrid window sizes (15, 13, 9)
reduced by PCA in the preprocessing stage to 15 for all input data. Also, it divides the input
data into three sets of representation: 20% training, 10% validation, and 70% for testing.
Three layers of 3D-CNN trained each window size with different KSs and RAFs. Then,
extracted features of the three networks were then concatenated and fed into a network
of two 2D-CNN layers with different KSs and RAF to obtain the final classification. The
epoch and batch sizes were 50 and 200. Adam optimizer with 0.001 learning rate (LR) was
used in VGG-16, CNN1d, and HybridCNN.

Tables 6 and 7 shows that SVM and CNN1d with QPCA achieved less accuracy in the
IPs and Pavia-University datasets. On the other hand, because the KS_Center dataset is
the most complex, QPCA enhanced the data distribution to be more normal. So, QPCA
significantly increased the accuracy of SVM, which is around 25%, and 19% for CNN1d in
the KS_Center dataset, as indicated in Table 8. Furthermore, the QPCA optimizer played a
great role with all the other models in all the datasets, as shown in Tables 6–8. For instance,
with the IPs dataset, QPCA improved the output of the VGG-16 by 10% compared to using
only PCA, Table 6. Similarly, in the KS_Center dataset, the QPCA increased the results of
the HybridCNN model by more than 13%, Table 8. QPCA functioned to obtain the most
influential bands of the input dataset. Thus, it improved the models’ results.
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Table 6. The comparison of the various models with PCA and QPCA preprocessing for the IPs dataset.

# Calsses PCA-
SVM

QPCA-
SVM

PCA-
CNN1d

QPCA-
CNN1d

PCA-
VGG-

16

QPCA-
VGG-

16

PCA-
Hybrid
CNN

QPCA-
Hybrid
CNN

PCA-
MLHM

QPCA-
MLHM

1 Alfalfa 0.70 0.16 0.78 0.44 0.00 0.00 0.97 0.97 1 1
2 CN 0.72 0.72 0.79 0.72 0.92 0.98 0.98 1 0.98 0.98
3 CM 0.75 0.67 0.71 0.70 0.94 0.99 0.99 1 1 1
4 Corn 0.64 0.45 0.62 0.60 1.00 0.93 0.98 1 1 1
5 GP 0.92 0.87 0.91 0.94 0.66 0.86 0.98 0.98 0.99 1
6 GT 0.95 0.96 0.93 0.95 0.57 0.99 1.00 1 1 0.99
7 GPM 0.96 0.82 1.00 1.00 0.00 0.00 1.00 1 1 1
8 HW 0.97 0.96 1.00 1.00 0.14 1.00 1.00 1 1 1
9 Oats 0.56 0.38 0.25 0.50 0.00 0.38 0.86 1 0.86 1

10 SN 0.72 0.65 0.73 0.70 0.93 0.95 0.98 0.98 1 1
11 SM 0.86 0.78 0.86 0.82 0.99 0.99 1.00 1 1 1
12 SC 0.74 0.64 0.69 0.69 0.95 0.98 0.97 0.99 0.98 1
13 Wheat 0.97 0.93 0.95 1.00 0.99 1.00 1.00 1 1 1
14 Woods 0.96 0.91 0.97 0.99 0.99 0.99 1.00 1 1 1
15 BGTD 0.61 0.57 0.69 0.60 0.96 0.84 0.99 1 1 1
16 SST 0.87 0.81 0.84 0.79 0.00 0.04 0.97 0.99 1 0.97

KA (%) 80
(0.09)

73.91
(0.35)

80.39
(1.27)

78.33
(0.93)

83.77
(13.13)

94.68
(2.86)

98.96
(0.82)

99.25
(0.28)

99.39
(0.07)

99.41
(0.06)

OA (%) 82.50
(0.08)

77.16
(0.31)

82.84
(1.11)

81.03
(0.80)

85.87
(11.38)

95.34
(2.50)

99.09
(0.72)

99.34
(0.25)

99.47
(0.07)

99.47
(0.06)

AA (%) 80.28
(0.18)

70.63
(0.54)

79.48
(3.15)

78.24
(2.16)

66.58
(19.31)

81.89
(9.03)

98.17
(1.04)

98.71
(0.51)

99.01
(0.40)

99.36
(0.27)

Tr.T. 1

(s)
0.41 0.67 21.87 36.04 53.44 50.95 65.60 60.40 41.67 25.47

Ta.T. 2

(s)
2.40 2.45 0.25 0.27 2.20 2.24 1.93 1.83 4.53 3.64

1 Trining Time (Tr.T); 2 Testing Time (Ta.T).

Table 7. The comparison of the various models with PCA and QPCA preprocessing for the Pavia-
University dataset.

# Calsses PCA-
SVM

QPCA-
SVM

PCA-
CNN1d

QPCA-
CNN1d

PCA-
VGG-

16

QPCA-
VGG-

16

PCA-
Hybrid
CNN

QPCA-
Hybrid
CNN

PCA-
MLHM

QPCA-
MLHM

1 Asphalt 0.95 0.94 0.95 0.90 1 1 1 1 1 1
2 Meadows 0.98 0.96 0.98 0.96 1 1 1 1 1 1
3 Gravel 0.80 0.74 0.80 0.72 1 1 1 1 1 1
4 Trees 0.94 0.90 0.94 0.86 0.99 0.99 1 1 1 1
5 BMS 1.00 1.00 0.99 0.99 1 1 1 1 1 1
6 BS 0.88 0.88 0.91 0.83 1 1 1 1 1 1
7 Bitumen 0.86 0.86 0.91 0.79 1 1 0.99 1 1 1
8 SBB 0.91 0.82 0.89 0.82 1 1 0.98 1 1 1
9 Shadows 1 1 1 0.99 0.96 0.98 1 1 0.99 1

KA (%) 92.09
(0.01)

89.66
(0.03)

93.69
(0.30)

91.88
(0.46)

99.68
(0.24)

99.81
(0.05)

99.86
(0.06)

99.93
(0.04)

99.93
(0.01)

99.94
(0.02)

OA (%) 93.86
(0.62)

92.22
(0.02)

95.25
(0.22)

93.89
(0.35)

99.76
(0.18)

99.86
(0.04)

99.90
(0.05)

99.95
(0.03)

99.94
(0.01)

99.96
(0.02)

AA (%) 92.37
(0.59)

90.07
(0.02)

93.70
(0.40)

92.01
(0.49)

99.48
(0.29)

99.68
(0.07)

99.82
(0.07)

99.91
(0.05)

99.88
(0.04)

99.90
(0.04)

Tr.T. (s) 1.58 2.03 77.81 78.64 234.05 208.66 239.24 211.71 38.25 38.05
Ta.T.(s) 6.34 7.01 0.66 0.71 7.45 7.39 7.88 7.51 6.08 6.03
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Table 8. The comparison of the various models with PCA and QPCA preprocessing for the
KS_center dataset.

# Calsses PCA-
SVM

QPCA-
SVM

PCA-
CNN1d

QPCA-
CNN1d

PCA-
VGG-

16

QPCA-
VGG-

16

PCA-
Hybrid
CNN

QPCA-
Hybrid
CNN

PCA-
MLHM

QPCA-
MLHM

1 Scrub 0.97 0.90 0.97 0.95 0.98 1 0.96 1 1 1
2 WS 0 0.71 0.78 0.78 0.59 0.62 0.92 0.98 0.96 0.99
3 CPH 0 0.68 0 0.71 0 0.92 0.80 0.97 0.98 0.99
4 CPOH 0 0.35 0.16 0.48 0.60 0.94 0.64 0.99 0.88 0.99
5 SP 0 0.46 0 0.28 0.95 0 0.84 0.95 0.94 0.98
6 OBH 0 0.32 0 0.30 0.10 1 0.43 0.99 0.99 1
7 HS 0 0.71 0 0.71 0 0 0.70 1 0.93 1
8 GM 0.18 0.55 0.36 0.58 0.02 0.96 0.79 0.98 0.96 1
9 SM 0.71 0.83 0.76 0.87 0.04 1 0.80 1 1 1

10 CM 0.02 0.55 0.04 0.49 0.84 1 0.94 0.99 0.95 1
11 SM 0.88 0.92 0.83 0.96 0.60 1 1 1 1 1
12 MF 0.52 0.69 0.65 0.76 0.97 0.95 0.97 1 1 1
13 Wate 1 0.98 0.98 0.95 0.97 1 1 1 1 1

KA (%) 45.36
(0.10)

71.80
(0.39)

54.07
(1.69)

73.36
(0.79)

54.32
(13.94)

91.54
(5.01)

85.97
(4.59)

99.11
(0.15)

97.44
(0.61)

99.57
(0.13)

OA (%) 52.68
(0.08)

74.71
(0.35)

59.54
(1.55)

76.08
(0.72)

60.15
(11.51)

92.41
(4.49)

87.38
(4.19)

99.20
(0.14)

97.70
(0.55)

99.62
(0.11)

AA (%) 32.87
(0.06)

66.85
(0.54)

42.73
(0.96)

69.39
(1.60)

53.93
(12.17)

85.54
(8.59)

84.63
(3.10)

98.76
(0.27)

96.42
(0.83)

99.34
(0.20)

Tr.T. (s) 0.07 0.04 20.14 21.15 72.54 72.72 32.42 36.96 8.80 8.38
Ta.T.(s) 0.31 0.20 0.25 0.17 1.07 0.99 0.96 1.06 0.91 0.89

The KS_Center dataset has the most complex data distribution, so getting very high
accuracy classification without enhancing the data distribution beforehand is complicated
in the classification [39,64]. Not always increasing the number of samples gives higher
accuracy. Thus, using QPCA introduced a very significant enhancement with the KS_Center
dataset and gave the best accuracy in all models used, as can be seen in Table 8.

The structure of each compared model is different; SVM is simple and one of the old
classification methods, SVM and CNN1d, have a less complex operation than others. The
VGG-16 has 16 layers; 14 are 2D-CNN, and two are FC layers with RAF. HybridCNN is
a hybrid model of three parallel lines of 3D-CNN layers, combined by 2D-CNN layers
and hybrid window sizes with RAF to extract spatial-spectral features of the input data.
However, the MLHM framework combines and trains the output of different computation
and structure models. These models use hybrid CNN (2D and 3D) with different kernel
sizes and BN and dropout layers to avoid overfitting. From Tables 6–8, it can be seen that
this study’s framework with QPCR normalization had the best results in all datasets.

Furthermore, the MLHM framework with PCA also obtained the highest accuracy
compared to the other models with PCA only. Because HybridCNN was designed to obtain
the spatial-spectral features simultaneously and use 3D-CNN, it had better results than
VGG-16, even though it had more layers than others. In general, the QPCA-MLHM was
the best flexible framework that provided an effective way to classify HS images and had
the highest accuracy. Moreover, it introduced the best results for the most accurate different
classes in all datasets, as shown in Figures 8–10.
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KS_Center dataset.

In the very deep networks (VGG-16, HybridCNN, MLHM), the QPCA preprocessing
speeded up the running time more than PCA. QPCA works to normalize the distribution;
thus, it improves spatial information. Moreover, the VGG-16 model focuses on extracting
the spatial features, while HybridCNN and MLHM focus on extracting spatial-spectral
features. These models achieved higher accuracy and less performance time with QPCA.
The SVD and CNN1d process the spectral features, resulting in less accuracy with QPCA.
MLHM as a deep model extracting spatial-spectral features is the fastest model, Tables 6–8.

Figure 11 shows the accuracy during the training time for the eight experiments of
the four models with PCA and QPCA. It can be observed that QPCA makes the training
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more stable and accelerates the process of obtaining higher accuracy more than using PCA,
especially with the KS_Center dataset. Moreover, MLHM introduces the best processing,
and it is the smoothest model during the training time.
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4. Conclusions

This study proposed quantile transformation principal component analysis (QPCA) as
preprocessing to enhance the variations between HS image pixels and the discriminability
of different pixels, and to redistribute data so that it appeared normal. However, to
improve the feature extraction and deal with the challenges of HS images, this study
combined the shallow and deep network of hybrid structures of 2D and 3D-CNN in a
novel framework to provide high classification accuracy for the HS image data on two
levels. This framework structure with two learning levels was proposed, MLHM. It follows
the meta-learner technique to learn from learned models. Two base models (shallow and
deep) used hybrid CNN with different kernel sizes; three HS image datasets were used to
evaluate the proposed framework. From experiments of MLHM and the other compared
methods, the following conclusions were drawn: (1) combining the output of shallow and
deep models using meta-learner techniques provides better results than training a deep
or hybrid model. (2) QPCA enhances the data distribution and reduces the dimension of
each input dataset before training. (3) QPCA-MLHM showed the best classification for
each class in each dataset. (4) BN works better in deep networks, and dropout is better in
shallow networks. (5) QPCA enhanced the results by 13% for several models and more
than 25% for the SVM model. (6) MLHM, compared with the deep models, provides the
best performance and speed. Future work needs to be focused on improving the data
distribution and skewness and promoting feature extraction performance.
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