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Abstract: Large-scale traffic accidents caused by black ice on roads have increased rapidly; hence,
there is an urgent need to prepare safety measures for their prevention. Here, we used local weather
road observations and the linkage between weather prediction and a radiation flux model (LDAPS-
SOLWEIG) to calculate prediction information regarding habitual shade areas, sky view factor (SVF),
and downward shortwave radiative flux by road direction and lane. Using the LDAPS-SOLWEIG
model system, a set of real-time weather prediction data (temperature, humidity, wind speed, and
insolation at 1.5 km resolution) was applied, and 5 m resolution radiative flux prediction data, with
road resolution blocked by local weather and topography, were calculated. We found that the habitual
shaded area can be divided by the direction and lane of the road according to the height and shape of
the terrain around the road. The downward shortwave radiation flux data from local meteorological
observation data and that calculated from the LDAPS-SOLWEIG model system were compared.
When road-freezing occurred on a case day, the RMSE was 20.41 W·m−2, MB was −5.04 W·m−2, and
r was 0.78. The calculated information, habitual shaded area, and SVF can highlight road sections
vulnerable to winter freezing and can be helpful in the special management of these areas.

Keywords: black ice; radiation flux; local weather; topography; sky view factor; shadow pattern

1. Introduction

Effects of weather on roads can be largely divided into road driving, traffic flow, and
road operation (http://ops.fhwa.dot.gov accessed on 1 October 2020). Major meteorological
phenomena, such as rain, snow, and fog, affect road slippage, icing, and driver visibility, thus
resulting in road accidents. Furthermore, major traffic accidents are often related to road
conditions, vehicle braking, and driving visibility [1–5], severely threatening the lives and
safety of people, and are emerging as a national-level social issue. Although the number of
road-freezing accidents in winter is small, the death rate associated with such accidents is
higher than with other causes [6–9]. The death rate from traffic accidents due to road icing
was four times higher than that in accidents under snow conditions, hence considered a “risk
without brakes”; the number of fatalities in the past five years reached 199 [10].

As winter temperatures increased compared to previous years, large-scale traffic
accidents caused by black ice on roads have rapidly increased; thus, preparation of safety
measures to prevent such accidents is an urgent requirement. Black ice is a thin sheet of
ice that occurs locally on roads and is difficult to distinguish with the naked eye; it is most
likely to occur on the surface of a road that has been moistened by rain, snow, and fog, or
in the early morning or at dawn on a humid day due to a drop in temperature.

Black ice is generated by the interaction of various factors: meteorological factors
including local temperature, relative humidity, and precipitation in the road area; environ-
mental factors including altitude, latitude, surrounding topography, and shadow effects;
physical factors including shaded areas with little exposure to insolation which are vulner-
able to black ice, and areas of roads that are continuously shaded have a similar level of
risk as bridge areas [11,12].
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The main factors affecting black ice are road surface temperature and pavement
condition. Road surface temperature is affected not only by synoptic weather conditions
but also by the length of the tunnel, road material (i.e., asphalt, concrete), and road location.
In addition, road surface temperature is a factor directly involved in black ice and a
parameter that determines the road surface condition.

Among road surface conditions, black ice may or may not be accompanied by precipi-
tation. Black ice accompanied by precipitation is formed when rain at freezing temperatures
meets a cold road surface, and the precipitation at this time is called freezing rain [13–15].
In the absence of precipitation, black ice is generated when water vapor in the atmosphere
condenses on a cold road surface which causes a further decrease in temperature due to
radiative cooling [16]. Therefore, road surface temperature is a vital factor in determining
black ice [17]. In general, black ice accompanied by precipitation can be forecast based on
synoptic weather in a relatively wide area, but black ice without precipitation is difficult to
forecast as it occurs locally.

There are cases where road weather forecast models related to road icing in winter
were developed using not only synoptic weather information but also observation data
from road meteorological stations and radar precipitation measurements. These models
generate not only road surface temperature but also a road surface condition classification
and driving condition index [18]. However, despite the development of the Road Weather
Information System (RWIS), the current road surface temperature prediction model has
limited performance at the resolution that reproduces complex real environments [19].

Research on black ice in Korea was mainly conducted through observations in areas
vulnerable to black ice [20–25]. Kim et al. [10] collected meteorological and road surface
condition data with a mobile meteorological observation vehicle and suggested the fol-
lowing conditions as favorable for road icing. On bridges, where cold winds blow freely,
at tunnel entrances, in clear weather and weak winds, and in valleys or valleys adjacent
to mountainous areas where cold pools form easily due to radiative cooling, ice is well
maintained by the shade effect of vegetation after rain or snow. Shaded areas, where ice
does not melt quickly, were suggested as favorable conditions for road icing. The authors
in [25] prepared a road thermal map with a mobile meteorological observation vehicle and
comparatively evaluated the spatiotemporal synthesis method for creating a thermal map.

Although fixed and mobile observation systems have been established to observe road
weather and surface conditions, there is still a limit to predicting the risk of black ice [26].
Field application remains difficult because of the lack of spatially detailed meteorological
fields corresponding to the road area and sufficiently detailed road surface temperature or
condition data [27].

In order to supplement the spatial resolution of stationary point-based observation
data, research on predicting black ice using a physical or statistical model with mobile road
section-based observation data is also being conducted [12,22,28]. Previous studies on the
occurrence of black ice, using weather and road parameters, reported that “shadow effect
and change in relative humidity” should be considered for road conditions in Korea, which
are characterized by local climate variability and topographical complexity.

Road surface temperature can vary substantially on a given road. This is dependent on
the surrounding topography and other common characteristics, where there are obstacles
such as cutouts on both sides of the road; in such cases, a shadow is formed on the road
surface, and less solar radiation energy reaches the road surface. Consequently, the usable
energy on the road surface is also reduced, resulting in a lowered road surface temperature.
In addition, canyon-shaped terrain causes stronger winds compared to the surrounding
areas; moreover, in the presence of moisture inflow when the road surface temperature is
lower than the surrounding conditions, the possibility of black ice formation increases [25].

Here, we focus on the shadow effect, an important factor in the occurrence of black
ice as revealed by observations in the absence of precipitation and the blocking of the
downward shortwave radiation flux and emission of upward longwave radiation. The
utility of the winter solar radiation model is presented by using detailed road weather
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field data, the direction and shape of the road, and a detailed structure of the surrounding
area. In addition, using the solar radiation model (i.e., SOLWEIG, Solar, and Longwave
Environmental Irradiance Geometry), combined with local weather forecasting data (i.e.,
LDAPS, Local Data Assimilation, and Prediction System) of the road under study, a real-
time downward and upward shortwave and longwave radiative flux prediction model
with road resolution was developed and implemented. Among them, the downward
shortwave radiant flux was compared with ground observation data, and the upward
longwave radiant flux was compared with the satellite image data.

2. Materials and Methods
2.1. Study Area and Analysis Dates

The Pocheon regional route 379 located in the northern part of South Korea, a 6 km
two-lane road with a mean elevation of 256.78 m, was analyzed here. A 5 × 6 km area
incorporating the road was selected for the radiation model (Figure 1c), as it contains moun-
tainous terrain in the E–W and N–S directions, and lower temperatures are maintained
at higher elevations compared with other areas. Figure 1a shows that the study area is
the northern region of South Korea, and Figure 1b shows the surrounding environment
of Figure 1c, which is a model simulation area. Figure 1c,d show that the road to be an-
alyzed is narrow and surrounded by high mountains. The white square in Figure 1c is
the grid representing the spatial resolution of the meteorological prediction model, and
the meteorological prediction data of the grid with yellow round marks were used as
input data.
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Figure 1. Study area: (a) South Korea; (b) Seoul metropolitan area (SMA); (c) satellite image, extracted
LDAPS grid point locations; and (d) street/route view of the study area (Source: Kakao).
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Days with freezing risks were determined by inputting the measured air, dew point,
and road surface temperatures, as well as the relative humidity, during the observation
period (January–April 2021) into the road-freezing evaluation algorithm proposed by [23]
(Figure 2). This was performed to identify days with high ratios of “road-freezing condi-
tions” and “freezing is highly probable” scenarios. The freezing determination algorithm
uses weather factors to ultimately determine six types of conditions: “dry condition”, “freez-
ing highly probable”, “no road-freezing”, “road-freezing condition”, “road-wet condition”,
and “unsuitable road-wet condition”.
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Using the data during the observation period (from 26 January to 32 March 2021, see
Section 2.5), the road-freezing prediction results were calculated with this algorithm. The
result was evaluated via a confusion matrix with observation data [29] (Figure 3). A total
of 18,720 data collected as observational data (observed at 5 min intervals for 65 days) were
sorted into 18,215 after applying an algorithm to remove omissions and outliers.

The true positive (TP) value in which both prediction and actuality were frozen was
4488, and the true negative (TN) value in which both prediction and actuality were non-
freezing was 11,698. The false positive (FP) value, which was predicted to be frozen but was
actually non-freezing, was 1533, and the false negative (FN) value, which was predicted
to be non-freezing but was actually frozen, was 496. Accuracy was 0.8886, precision was
0.7453, and sensitivity was 0.9004.

Using this algorithm with such accuracy, 4 days with high freezing ratios were selected
for further analysis (Figure 2): 24 January (62.6%), 25 January (56.8%), 10 February (57.4%),
and 11 February (56.8%). Hourly air, dew point, and road surface temperatures, which
have the largest influences on the evaluation algorithm, were retrieved for the selected
days. Freezing conditions occurred before sunrise and after sunset on all 4 days when the
road surface temperature was lower than that of the surrounding air (Figure 4).
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Figure 4. Diurnal variations in the air, dew point, and road surface temperatures on the selected days
based on the observations and potential road-freezing section (sky blue color) calculated according to
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2.2. LDAPS Weather Prediction Data

The Local Data Assimilation and Prediction System (LDAPS), operated by the Korean
Meteorological Administration, has a spatial resolution of 1.5 km and a 70-layer vertical
resolution of up to 40 km. The system receives boundary fields at 3 h intervals from the
Global Data Assimilation and Prediction System (GDAPS): at 00, 06, 12, and 18 UTC for 36 h
predictions and at 03, 09, 15, and 21 UTC for 3 h predictions [30]. Here, the meteorological
prediction field data of the research area were constructed, which could be applied to the
radiative flux–road surface temperature–road-freezing prediction system. Only the LDAPS
point data corresponding to the SOLWEIG simulation results (direct and scattered total
solar radiation fluxes, temperature, dew point temperature, and wind components) were
extracted, and mean values were calculated for the model input (Figure 1c).
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Four grid points were included in the 1.5 km resolution LDAPS data in the 5 × 6 km
research area, and the hourly meteorological input data of the SOLWEIG model were
constructed by averaging the three grid meteorological data. Figure 5 shows the central
point of the grid corresponding to the research area as a point. The LDAPS-derived
temperature, dew point, and radiation flux data were compared with the meteorological
station data for the four selected days (Figure 5), during which the observed diurnal
temperature variations were much stronger than those predicted. In particular, the observed
temperature at 1300 LST on January 25 was ≤3.5 ◦C warmer than the LDAPS value. A
similar trend was observed for the dew point, with the maximum discrepancy observed
during the early afternoon of 25 January. The LDAPS-predicted solar radiation values
were slightly higher on 24–25 January but exhibited similar diurnal patterns. Notably, the
maximum solar radiation differences were observed on February 11, when similar patterns
were offset by a large time-lag. As the measured values were location-specific (one-point
measurements), the land cover and terrain types of the adjacent areas had strong influences,
whereas the LDAPS-predicted values corresponded to the means of the 1.5 km resolution
grids in the study area. Since LDAPS has a resolution of 1.5 km, it does not seem to reflect
the complex terrain and road characteristics of the road area to be analyzed in detail. The
solar radiation, reduced by the surrounding terrain elevation and road type, could not be
simulated. Thus, the solar radiation was higher than the observed solar radiation.
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2.3. SOLWEIG Solar Radiation Model

The SOLWEIG model used in this study (ver. 2015a) is a high-resolution solar radiation
model developed by the Göteborg Urban Climate Group of the University of Gothenburg,
Sweden [31]. The model calculates mean radiant temperatures (Tmrt) from 3D radiant fluxes
using urban physical features, including building or vegetation heights [32]. From this
model, it is possible to calculate the shadow pattern at 30 min intervals according to the
solar altitude of the target area and to calculate the sky view factor (SVF) for each grid
considering the topography, building, and vegetation height. Previous studies evaluating
the calculated radiation using the SOLWEIG model aimed to suggest human thermal
comfort through building design, form, or structure [31,32].

Ref. [33] confirmed the SOLWEIG model’s ability to simulate radiation fluxes, and [34]
demonstrated a successful model performance for sunny and cloudy summer and winter
days in the high-density building area of Seoul, achieving R2 and root mean square error
(RMSE) values of 0.98 and 25.84 W·m−2, respectively, for upward longwave radiation (Lup).
Additionally, [35] used SOLWEIG to refine the downward shortwave radiation flux and
upward longwave radiation flux and analyzed the relationship between the shaded area
and the road surface temperature. The accuracy of observation data was evaluated by
simulating the downward shortwave radiation flux by the three-dimensional structure of
urban buildings and vegetation and by simulating the upward longwave radiation flux by
land cover condition [36].

Here, a digital surface model (DSM) with 5 m resolution and land cover data for the
winter of 2021 were used as ground boundary data for the SOLWEIG model for the research
road area. In addition, as the initial meteorological data, LDAPS meteorological prediction
data (i.e., temperature, humidity, wind speed, and radiation) were input to simulate the
shortwave and longwave radiation flux of the region, downward and upward.

2.4. GIS Data of Road Resolution

To construct high-resolution road-level data, a numerical contour map was obtained
from the National Geographic Information Institute at the National Spatial Data Infrastruc-
ture (NSDI) portal [37] and used with road name, location, and width data obtained from
the road transport logistics directory of the Ministry of Public Administration and Security.
In addition, a SOLWEIG land cover database was created by reclassifying land cover data
(1 m resolution) obtained from the Environmental Geospatial Information Service [38] and
a canopy digital surface model (CDSM) using a forest type map (1:5000) obtained from the
Korean Forest Service. To construct the ground and building DSM, the road name, building
address, and number of floors were acquired from the Ministry of Public Administration
and Security. The building heights were calculated as 3.5 m·floor−1 and added to the
ground elevation to calculate the DSM (Figure 6). Each dataset was scaled to 5 × 5 m
resolution using QGIS (v.3.16.2). QGIS is a user-friendly open-source Geographic Infor-
mation System (GIS) licensed under the GNU General Public License. QGIS is an official
project of the Open-Source Geospatial Foundation (OSGeo). The ground and building DSM
elevations in the study area ranged from 92–751 m, and the vegetation CDSM was ≤15 m,
with deciduous and evergreen forests comprising the predominant land cover types. Seven
land cover types were identified, and different parameters (e.g., albedo and emissivity)
were recorded for each type (Table 1).
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Figure 6. Input land surface data for the study area (yellow lines indicate roads): (a) digital surface
model (DSM); (b) canopy digital surface model (CDSM); (c) land cover (LC).

Table 1. SOLWEIG land cover classification and corresponding parameters [33].

Name Code Albedo (α) Emissivity (ε) Ts/ηmax (◦C) Tstart (◦C) TmaxLST
(Local Time, h)

Cobble_stone_2014a 0 0.20 0.95 0.37 −3.41 15.00

Dark_asphalt 1 0.18 0.95 0.58 −9.78 15.00

Roofs (buildings) 2 0.18 0.95 0.58 −9.78 15.00

Evergreen 3 0.16 0.94 0.21 −3.38 14.00

Deciduous 4 0.16 0.94 0.21 −3.38 14.00

Grass_unmanaged 5 0.16 0.94 0.21 −3.38 14.00

Bare_soil 6 0.25 0.94 0.33 −3.01 14.00

Water 7 0.05 0.98 0 0 12.00

2.5. Observation for Radiation Verification

Previous studies that have evaluated radiation, calculated using the SOLWEIG model,
aimed to make suggestions for human thermal comfort through building design, morphol-
ogy, or structure [32,33]. However, in this study, because the effect of road cover (asphalt)
must be considered to evaluate the road-freezing risk [39], a measurement system was
installed for model validation.

The meteorological observation equipment was DAVIS’ Vantage Pro2 Plus (Davis
Instruments, Hayward, CA, USA), and the road surface temperature was DAVIS’ embedded
temperature sensor. Road footage was captured with a micro-miniature camera to monitor
the road-freezing conditions, and a GoPro HERO8 model was used in consideration of the
time-lapse function and night photography (Figure 7 and Table 2).
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Figure 7. Meteorological observation station (a) and equipment composition (b) and its immediate
surroundings in the (c) north and (d) south direction.

Table 2. Configuration of observation equipment, measurement, and error range.

Observation Resolution Range Error Range

Wind direction 1◦ 0~360◦ ±3◦

Wind speed 0.1 m/s 0~67 m/s ±5%

Temperature 0.1 ◦C −40~65 ◦C ±0.5 ◦C

Relative humidity 1% 0~100% ±3%

Dew point 0.1 ◦C −76~54 ◦C ±1.5 ◦C

Precipitation 0.2 mm 0~6553 mm ±4%

Pressure
(Altitude range—600~4750 m)

0.1 mmHg
0.1 mb

410~820 mm
Hg540~1100 mb (hPa) ±0.8 mmHg ± 1.0 mb (hPa)

Solar radiation 1 w/m2 0~1800 w/m2 ±5%

Surface temperature 1 ◦C −40~65 ◦C ±0.5 ◦C

Surface condition 12 MP, Day and nighttime lapse

As the surface temperature is markedly affected by the type of ground material on the
surface [40], the measurement system was installed at close proximity to the road.

A meteorological observation station was placed along the test road to evaluate the
radiation flux and observe the road surface and dew point temperatures. A composite
slope was considered when selecting the location of the station, drawing on composite
slopes of 2–3% and ≥7% that are most vulnerable to traffic accidents. Composite slope
considers the cross and longitudinal slopes simultaneously in the curved part of the road
and is expressed as a composite slope value of both cross and longitudinal slopes.

Accordingly, a location was selected that contained overshadowed areas (shadow pattern,
as calculated by SOLWEIG), the appropriate composite grades, and ease of installation
(near buildings). The selected location (37.944774◦N, 127.126552◦E) was 3.3 km from the
starting point at the northern end of the road. From 26 January to 31 March 2021, air,
dew point, road surface temperature, RH, wind speed and direction, atmospheric pressure,
precipitation, and solar radiation were recorded every 5 min, while road surface conditions
were simultaneously captured by a camera (Figure 7). Data were wirelessly transmitted
from the solar-powered station to a data logger and monitored remotely. Road photographs
were used to compare the algorithm and ground conditions, and the observed radiation
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fluxes were used to verify the SOLWEIG model results. The overall flowchart of this study is
shown in Figure 8 and is divided into data construction, model connection, result calculation,
and evaluation.
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3. Results and Discussion
3.1. Shadow Pattern Analysis by Road Lane

Shadow pattern values were calculated at 30 min intervals on 21 January 2021 us-
ing GIS input data, latitude, longitude, elevation/height, and UTC time. The lower the
calculated value, the more the grid is affected by shadows (lower downward shortwave
radiation flux). No shadow effect (with downward shortwave radiation flux) is represented
by one. Since the longer the shadows are formed, the less they are affected by downward
shortwave radiation, the values for the presence or absence of shadows calculated with a
5 m resolution grid were divided into five categories and analyzed. The value that produces
the most shadows (the amount of downward shortwave radiation flux is very small), 0~0.2,
is classified as Level 5, 0.2~0.4 is Level 4, 0.4~0.6 is Level 3, 0.6~0.8 is Level 2, and 0.8~1.0
is Level 1. Since the area most affected by the shadow is the habitual shade area, the
road surface temperature is the lowest and the risk of freezing is high, so Level 5 is the
highest level. The potential risk due to shadows was divided into five stages, and the risk
distribution was analyzed along the road according to the daily average shadow presence
or absence value.

Risk levels 1–5 accounted for 7.11%, 36.78%, 23.62%, 7.34%, and 25.14% of the day,
respectively. The shadow patterns were analyzed according to the 5 m resolution map
and were divided into up-lane (northbound) and down-lane (southbound). At this scale,
the risk distribution profile changed: Level 2 remained the most frequent up-lane risk
level (40.41%), while Level 5 was the most frequent down-lane risk level (36.85%; with
an up- to down-lane ratio of ~1:3), implying that shadow effects dramatically affected the
down-lane. Accordingly, the areas that fell under Level 5 were located in overshadowed
areas and were analyzed further. Table 3 lists the 30 min shadow patterns divided into up-
and down-lane values, as well as the Level 1 and 5 ratios for each time, where the lower the
shadow pattern value, the higher the shadow effect. According to the direction, the road
was divided into up- and down- lanes, and the ratios of Levels 1 and 5 were presented.
If there was a shadow (no downward shortwave radiation), it was classified as Level 5,
and if there was no shadow (downward shortwave radiation present), it was classified as
Level 1. When looking only at the ratios of Levels 1 and 5 across the entire road, it can be
quantitatively confirmed that the ratio of Level 5, which is heavily affected by shadows,
varies over time. The shadow pattern value of the down-lane was lower than that of the
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up-lane during the daytime; in particular, large differences were observed in the photos
captured at 5 min intervals from 11:00 to 14:00 (Figure 9a). Figure 9b,c are the photos
at 12:09 and 12:39, and the presence or absence of shadows was observed at intervals of
30 min. Each lane exhibited differences in shadow patterns during the daytime, as the
shadow length is inversely proportional to the sun’s altitude. Thus, we concluded that the
daytime down-lane was more dramatically affected, given that the southward lane was
more frequently overshadowed by the surrounding topographic features and vegetation.

Table 3. Thirty-minute trends of the up- and down-lane shadow pattern effects, mean shadow pattern
values, and the Level 1:5 ratios for 21 January 2021.

Shadow Pattern Up-Line Down-Line

Up-Line Down-Line Average Level 1 (%) Level 5 (%) Level 1 (%) Level 5 (%)

8:00 0.000 0.000 0.000 0.00 0.00 0.00 0.00
8:30 0.044 0.042 0.043 4.35 95.65 4.15 95.85
9:00 0.296 0.239 0.269 29.35 70.65 23.37 76.63
9:30 0.552 0.398 0.471 54.68 45.32 38.64 61.36
10:00 0.814 0.596 0.697 80.94 19.06 58.53 41.47
10:30 0.846 0.614 0.721 84.17 15.83 60.37 39.63
11:00 0.855 0.616 0.724 85.03 14.97 60.50 39.50
11:30 0.860 0.613 0.727 85.55 14.45 60.24 39.76
12:00 0.837 0.600 0.711 83.25 16.75 58.92 41.08
12:30 0.827 0.598 0.703 82.19 17.81 58.72 41.28
13:00 0.823 0.598 0.701 81.73 18.27 58.66 41.34
13:30 0.789 0.581 0.667 78.23 21.77 56.95 43.05
14:00 0.731 0.550 0.628 72.23 27.77 53.79 46.21
14:30 0.675 0.509 0.586 66.69 33.31 49.97 50.03
15:00 0.590 0.432 0.501 58.05 41.95 42.13 57.87
15:30 0.504 0.369 0.427 49.74 50.26 36.08 63.92
16:00 0.339 0.282 0.305 33.58 66.42 27.72 72.28
16:30 0.130 0.124 0.125 12.73 87.27 11.98 88.02
17:00 0.000 0.000 0.000 0.00 0.00 0.00 0.00
17:30 0.000 0.000 0.000 0.00 0.00 0.00 0.00
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Figure 9. (a) Risk level 1–5 due to shadow effect. The white circle is the observation site where the
picture on the right was taken. Road shadows captured from 12:09 (b) and 12:39 (c) on 21 January
2021, by the observation station (the up-lane is closer to the camera, while the down-lane is located
closer to the top of the photo).
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3.2. Sky View Factor Analysis

SVF is a critical factor that quantifies the effects of obstacles obscuring the sky view,
thereby helping to explain complex urban geometry and the relationship between incident
and scattering radiation fluxes. Longwave radiation provides evidence of the moderating
effects of surface geometry on the magnitude of physical cooling emitted by the Earth’s
surface. The authors in [40] demonstrated that SVF is one of the factors determining road
surface temperature variability, as well as the occurrence of shadow patterns and their
duration. SVF values are indexed on a scale from zero (fully obscured by the surrounding
terrain, buildings, and vegetation) to one (completely free of obstacles and on flat ground).
In this study, SVF was calculated using the method described by [32]. The SOLWEIG model
produces two types of SVF: buildings (and ground) and vegetation, where the former is
further broken down into the cardinal directions (north, south, east, and west) and the total.
Low SVF values are observed primarily in mountainous areas with high altitudes, whereas
high SVF values commonly occur in flat terrain at low altitudes. Incoming solar radiation
levels in both types of areas are less affected by the surrounding land cover and terrain
morphology compared to the adjacent areas. To determine the differences between the
lane shadows and SVF values, shadow patterns, SVFbuilding-ground and SVFvegetation values
were analyzed for each risk level in the overshadowed areas, where higher levels indicate
lower SVF values under the influence of built-up, topographic, and vegetation features.
This is because, even at the same level, the roads heavily affected by shadows may appear
differently depending on the ascending and descending lines, and the shadow pattern
value shows this numerically, enabling quantitative comparative analysis. In addition, by
comparing the SVF values of the two types together, it is possible to quantify the factors
and degree of influence that affect the shadow of the road among the topography and
vegetation (Table 4).

Table 4. Mean shadow pattern values, SVFbuilding-ground, and SVFvegetation for each level of shadow
pattern on the up- and down-lanes.

Shadow Pattern Level Lane 1 2 3 4 5

Shadow pattern value
Up 0.800 0.671 0.486 0.286 0.078

Down 0.802 0.672 0.483 0.274 0.037

SVFbuilding-ground
Up 0.937 0.943 0.928 0.927 0.927

Down 0.945 0.955 0.924 0.917 0.909

SVFvegetation
Up 0.968 0.935 0.883 0.879 0.832

Down 0.978 0.965 0.857 0.590 0.403

The shadow pattern values of the up- and down-lanes were similar in Levels 1–3, but
Levels 4 and 5 had larger values in the down-lane, indicative of greater shadow effects. For
Levels 4 and 5, the overshadowed areas were affected more by vegetation than by buildings
or ground topography. In particular, the Level 5 difference in SVFvegetation between the
up- and down-lanes was more than double, demonstrating the strong shadow effect of the
nearby vegetation. This pattern is largely attributable to the geomorphological characteris-
tics of the road, coupled with the numerous densely vegetated areas immediately adjacent
to the down-lane. As Korea is a right-hand-traffic country, we numerically confirmed that
tall vegetation on the right-hand side of the driving lane increased the shadow effects in
the nearest lane (down-lane).

3.3. Downward Shortwave Radiation Evaluation Using Observed Data

To evaluate the downward shortwave radiation fluxes calculated by the SOLWEIG
model, the Kdown (downward shortwave radiation) values for the grid corresponding to the
location of the meteorological station were extracted and compared with the observations.
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The observations were also compared with the LDAPS-prediction radiation fluxes to assess
the accuracy of the SOLWEIG output and initial radiation input values. The SOLWEIG
radiation values were the lowest, whereas the LDAPS were the highest. In Figure 10a,b, the
observed Kdown fluxes showed a distribution similar to the radiative flux of LDAPS, while
Figure 10c,d show a similar distribution to the detailed radiative flux. A correlation analysis
was performed to verify the model. The correlation coefficient (r) indicates the strength of
the relationship between the estimated and observed values [–1, 1], where 0 indicates no
linear relationship between the two variables. The mean bias (MB) is the mean difference
between the modeled and observed values and indicates the tendency of a value to under-
or overestimate the observations. An MB of 0 indicates that no error is present [39]. The
RMSE measures the overall prediction accuracy of the derived trend line and thus scales
with the differences between the estimated and true values.
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Figure 10. Comparison of diurnal variations in solar radiation between the surface (meteorological sta-
tion) observations, SOLWEIG, and LDAPS for each of the selected days (a) 25 January, (b) 26 January,
(c) 10 February and (d) 11 February 2021.

The data for each selected day and the estimated times of the freezing road conditions
were extracted and divided into two categories. The RMSE of all four selected days was
81.47 W·m−2, and the MB was −21.16 W·m−2, which indicate an underestimation of the
modeled values (Figure 11a). For the estimated times of freezing conditions, the MB
(−5.04 W·m−2) also indicated an underestimation of the modeled values, with a similar
RMSE of 20.41 W·m−2 (Figure 11b). The correlation coefficient (r) was 0.87 for the four
selected days and 0.78 during the estimated road-freezing times, indicating a relatively
strong degree of correlation.
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Figure 11. Scatter plots between modeled (SOLWEIG) and observed Kdown values during the entire
study period (a) and for freezing-time and (b) observations.

3.4. Upward Longwave Radiation Evaluation Using Satellite Imagery Data

To verify the modeled radiation flux distributions calculated via the SOLWEIG, up-
ward longwave radiation (Lup), satellite imagery was compared using Landsat-8 (L8
OLI/TIRS C2 L1) thermal infrared images. Data corresponding to the atmospheric window
between 10 and 12 µm were selected (Band 10, 11 µm; 30 m × 30 m resolution). Images
taken on 24 December 2020 and 26 February 2021 corresponded most closely to the selected
study dates and had <20% cloud cover (Figure 12).
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Figure 12. Surface temperature distribution calculated from satellite imagery and daytime upward
longwave radiation distribution.

To determine the surface temperatures, spectral radiance was calculated using the
linear regression constant corresponding to Band 10, as well as the brightness temperature
from Landsat-8, using the calculated spectral radiance and correction factors (K1 and K2).
To calculate the surface temperature at a 30 m resolution, the emissivity for each land
cover type was applied to the calculated brightness temperatures. As a 30 m resolution is
insufficient to discern the precise location of a two-lane regional road, the road coordinates
were marked on the retrieved images.
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As the satellite images were acquired near 1100 LST, they were compared with the
distribution profile of the average daytime Lup. The images from 24 December 2020 were
compared with the results for 24 January 2021, and the images from 26 February 2021 were
compared with the results for 11 February 2021. The surface temperatures were calculated
from the upward longwave radiation according to the following:

To =

( L↑ij
εgσ

)−4

(1)

where σ is the Stefan–Boltzmann constant (5.67× 10−8 kg·s−3·K−4), and εg is the emissivity
of the ground (0.95).

The surface temperatures calculated from the satellite imagery for these two dates ranged
from −0.36 to 4.76 ◦C (a) and from 6.34 to 13.14 ◦C (c), respectively; whereas the surface
temperatures modeled using Lup radiation in the SOLWEIG model ranged from 5.07 to
8.46 ◦C and from 3.53 to 7.15 ◦C, respectively, indicating a much narrower temperature range
(Figure 12). The scatter plots between the two surface temperatures indicate that the imagery
from 24 December 2020 and the SOLWEIG results for 24 January 2021 yielded a correlation
coefficient (r) of 0.32 and an RMSE of 4.27 ◦C, whereas the February imagery and SOLWEIG
results yielded a correlation coefficient (r) of 0.37 and RMSE of 4.54 ◦C (Figure 13). In previous
studies, evaluations using meteorological observations of roads were conducted using a point-
based method [23,32] or mobile observations using a car [41,42]. However, in this study, the
spatial distribution was evaluated to determine the overall simulation accuracy in the study
area. In particular, because the downward shortwave radiation is affected by topography [43],
evaluation of the spatial distribution of radiation fluxes calculated in consideration of the
detailed topography is required. Both selected days exhibited positive correlations, and the
narrower modeled temperature ranges may be attributable to the difference in the image
resolution when converting from a 5 m to 30 m resolution.
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4. Conclusions

In order to better deal with dangerous black ice accidents in winter, we utilized
scientific information for a fundamental solution. Through local weather observations of
the road in the study area and the linkage between the weather prediction and radiation
flux model (LDAPS-SOLWEIG), prediction information about the habitual shade area, SVF,
and downward shortwave radiative flux by road direction and lane was calculated.

Using the LDAPS-SOLWEIG model system, a set of real-time weather prediction data
(temperature, humidity, wind speed, and insolation at 1.5 km resolution) was applied, and
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5 m resolution radiative flux prediction data with road resolution blocked by local weather
and topography were calculated. According to the effect of applying the high-resolution
surface boundary data, it was confirmed that the habitual shaded area was divided by the
direction and lane of the road according to the height and shape of the terrain around the
road and that the downward shortwave radiation flux was detailed over time.

The downward shortwave radiation flux data from local meteorological observation
data were compared with that calculated from the LDAPS-SOLWEIG model system. For
all dates selected as case days, the RMSE was 81.47 W·m−2, MB was –21.16 W·m−2, and
the correlation coefficient (r) was 0.87. For the time when road-freezing occurred within
the case day, the RMSE was 20.41 W·m−2, MB was −5.04 W·m−2, and r was 0.78. For
the time when road-freezing occurred, the error of the value of the downward shortwave
radiation flux simulated by the model was smaller. Surface temperature verification was
also conducted based on comparisons of Lup values and those obtained from Landsat
satellite imagery, confirming a positive correlation between the two analyzed dates and the
corresponding images. However, the effects of the different spatial resolutions between
SOLWEIG (5 m, high resolution) and Landsat imagery (30 m, medium resolution) cannot
be ruled out. More accurate verifications of spatial temperature distributions will require
datasets from multiple observation stations and higher-resolution satellite imagery.

The downward shortwave radiation flux decreased in the vicinity of the road due
to vegetation, buildings, habitual shaded areas due to topographical characteristics, and
blocking of the sky view. These results were mainly pertaining to the right side of the
driving lane, and as the right lane rule is followed in Korea, the potential risk of road icing
may increase due to the influence of the topographical features on the right side.

In previous studies, local weather, road environment, and surrounding terrain were
suggested as factors that can affect road surface temperature, and the LDAPS-SOLWEIG
model system can solve these factors with the resolution of road resolution. It can be
applied not only to a wide road area but also to a relatively narrow road section, and it
was possible to implement a spatial prediction model in the form of a map rather than a
point-based model.

In addition, even without fixed and mobile meteorological observations, this model
system, which reflects high-resolution GIS data, made it possible to predict the road surface
temperature, which may render the road vulnerable to road-freezing. This study evaluated
the detail and accuracy of the downward shortwave radiation flux. With the results of the
accuracy evaluation of the upward longwave radiation flux, as presented by [44], it is now
possible to calculate the net shortwave and longwave radiation flux with higher accuracy.

However, to further secure the scalability and accuracy of the model, the reliability
of the observation data is important, and the accuracy of the standard specification of the
used observation sensor, the year and standard of installation, and the sensitivity of the
sensor should be verified.

In this study, direct verification was limited due to the absence of a longwave radiation
sensor installed on the road in the study area. Shortwave and longwave radiation sensors
are installed on the “Smart Highway Demonstration Road” in Korea. Thus, it is expected
that the model’s expansion and accuracy can be improved using the data in the future.

This model system can be used to predict potential road-freezing vulnerable sections,
and the prediction time can calculate detailed radiation flux prediction data for up to 36
to 60 h, which is the prediction time of LDAPS. In addition, the calculated information,
habitual shaded area, and SVF can list road sections that are vulnerable to road-freezing
and can be helpful in special management of areas with risk of freezing in winter, such as
securing a budget for snow removal and melting, calculating the amount of snow removal
needed, and selecting an accident-probable area.
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