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Abstract: Coupled general circulation models (CGCMs), as tools of predicting climate variability,
are constantly being improved due to their immense value in a host of theoretical and practical,
real-world problems. Consequently, four new parameterization schemes are introduced in the First
Institute of Oceanography Earth System Model (FIO-ESM), and a new climate prediction System
(CPS) is built up based on modified and original FIO-ESM. Here, turbulence from the sea surface to
deep ocean were fully described, and seasonal forecasts of El Niño-Southern Oscillation (ENSO) and
year-to-year prediction of Pacific Decadal Oscillation (PDO) were made with both the modified and
original FIO-ESM-CPS. The results illustrate that the anomaly correlation coefficient (ACC) of the
Niño 3.4 index significantly increased, and the root mean square error (RMSE) significantly decreased,
respectively, in the modified FIO-ESM-CPS as compared to the original. The RMSE is improved
by over 20% at 4- and 5-month lead times. Over longer leads, and in the modified FIO-ESM-CPS,
forecast ENSO amplitudes are far closer to observations than the original CGCM, which significantly
overestimates amplitudes. PDO prediction skill is also improved in the modified FIO-ESM-CPS with
ACC improving by 36% at the 4-year lead time and RMSE decreasing by 21% at the 3-year lead time.

Keywords: general circulation models; FIO-ESM-CPS; El Niño Southern Oscillation; Pacific Decadal
Oscillation; prediction skill

1. Introduction

As the main tool for short-term prediction and long-term climate projections, coupled
general circulation models (CGCM) play very important roles in the study of weather and
climate [1,2]. However, all kinds of biases can limit the CGCMs significantly, especially in
the Pacific Ocean, and these include, for example, the cold tongue bias along the equator
and warm bias in the southeast of sea surface temperature (SST) [3–6]. These biases,
amongst other factors, make CGCM predictions challenging.

On interannual time scales, the El Niño-Southern Oscillation (ENSO) is the dominant
mode of SST in the Pacific Ocean and has vast influences on the global climate [7–9]. By
contrast, on low frequency time scales, it is the Pacific Decadal Oscillation (PDO) that is
the dominant mode in the North Pacific (NP) [10,11], affecting the East Asian and Indian
monsoons, and even South America’s summer rainfall [12–15]. Economic losses that caused
by meteorological disasters associated with ENSO and PDO are estimated in hundreds of
millions of dollars each year. Previous studies indicated that the predictability of many
climate changes is due to the predictable ENSO [16–18]. Meanwhile, the PDO has been
considered as one of most important sources of long term prediction in the Pacific [19,20].
Therefore, skillful prediction of ENSO and PDO is extremely beneficial.
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As such, the usage of CGCMs is warranted as they are highly efficient at making
real-time forecasts of ENSO and PDO due to their advanced dynamical frameworks and
realistic physical processes. In the last thirty years, the skillful ENSO prediction by CGCM
has improved noticeably [17,21]. On the one hand, more observations can be incorporated
into the CGCM that can improve the initial conditions for seasonal prediction [22]. On
the other hand, the development of CGCMs themselves enhances the improving the
prediction skill [21,23] and reduces biases. For example, Zhu et al. [24] improved the
physical parameterization scheme in their model, which led to increased seasonal prediction
skill. Song et al. [21] updated the First Institute of Oceanography-Climate Prediction
System (FIO-CPS) version 1.0 to FIO-CPS version 2.0 and improved the resolution based
on reasonable physical processes, which also led to increases the prediction skill of ENSO.
Although there are significant improvements of lead time and accuracy in the prediction of
ENSO, several challenges still exist [25–27]. For example, the spring predictability barrier
(SPB) always reduces the accuracy of the ENSO prediction [28–33]. For another, the ENSO
prediction also shows decadal variation, and ability to predict central Pacific El Niño which
appears more in recent two decades has a shorter lead time [34].

For the PDO, because it is very complex, ensemble forecasts are required to make
prediction [11]. The PDO forecasts include the prediction of sign changes and that of the
evolution of the PDO. For the phase transfer, Meel et al. [35] investigated the mechanism of
the upper ocean heat content in off-tropical Pacific areas that has been linked to triggering
the transfer of PDO phases. Studies indicate that the PDO can be predicted with several
years lead time [36–38]. However, the prediction of the PDO is always full of challenges:
the initialization, the model biases, and the methods currently used all limit the predic-
tion skill. To advance the state-of-the art, refining CGCM model resolutions, redesigning
fundamental equations and improving parameterization schemes are crucial as, for exam-
ple, poorly specified schemes can cause significant biases in simulations and lead to bad
predication [6,27,39–41]. Improving model parameterization schemes is an effective means
to improve prediction [21].

In this paper, four new parameterization schemes that describe turbulence from the
surface to deep ocean are introduced in a CGCM, the First Institute of Oceanography
Earth System Model (FIO-ESM). Then, the ENSO and PDO prediction skill of this modified
FIO-ESM Climate Prediction System (CFS) will be evaluated and compared with that of the
original FIO-ESM-CPS. The remainder of the paper will be organized as follows: Section 2
describes the climate prediction system, new parameterization schemes, experiments, and
datasets, Section 3 gives the main findings of this study, and Section 4 concludes.

2. Data and Methods
2.1. Climate Prediction System

In this paper, ENSO and PDO predictions are made using the climate prediction system
of FIO-ESM v2.0 [42]. It contains five parts: the atmospheric general circulation model
which is the Community Atmosphere Model version 5 (CAM5, [43]) with the horizontal
resolution of 1.25◦ × 0.9◦ and 30 vertical levels; the land surface model that is Land Model
version 4.0 (CLM4.0; [44]) with the same horizontal resolution as CAM5; the ocean general
circulation model which is Parallel Ocean Program (POP2) with a 1.1◦ longitude and
0.27◦–0.54◦ latitude horizontal resolution and 61 vertical layers; FIO’s Marine Science and
Numerical Modeling ocean surface wave model [45,46] with the same horizontal resolution
as POP2, and a sea ice model that is the Los Alamos sea ice model version 4 (CICE4, [47])
with the same horizontal resolution as POP2. It can make predictions regarding ENSO
and PDO [21].

2.2. Parameterization Schemes

The K-Profile Parameterization scheme (KPP; [48]) is used in the climate prediction
system, but several new parameterization schemes [49–52] are added in the present experi-
ments, and are briefly reviewed below.



Remote Sens. 2022, 14, 3363 3 of 16

2.2.1. Parameterization of Ocean Surface Wave-Induced Mixing

A new parameterization with wave-induced mixing is developed based on a set
of Large Eddy Simulation experiments under different wind speeds and mixed layer
depths [49]. The wave-induced eddy diffusivity is formulated as:

Kd(u∗, z, hb, LaSL) = −u∗ze
−A·( z

hb
)2+B

(1)

where z is the vertical coordinate, hb is the boundary layer depth u∗ =

√
ρaCDU2

10
ρw

is the

frictional velocity (where CD is the drag coefficient and U10 is the wind speed 10 m above
the sea surface, ρa and ρw are the air and sea water density, respectively). A and B are
expressed as functions depending on LaSL as follows:

A(LaSL) = 0.5 e4.0
√

LaSL

B(LaSL) = 6.0 LaSL − 11.0
√

LaSL + 5.0
(2)

LaSL is the surface average Langmuir turbulence number:

LaSL =

√
u∗

uS
SL − uS

re f
(3)

where uS
SL = | 1

HSL

∫ 0
−HSL

uS(z)dz |, HSL = 0.2hb, uS denotes the Stokes drift [53], uS
re f is the

Stokes drift velocity at the reference depth, which is usually thought as the bottom value.
CD is calculated following Large and Pond [54].

CD × 103 =

{
1.14, 3 < U10 < 10 ms−1

0.49 + 0.065×U10, 10 ≤ U10 < 25 ms−1 (4)

Wave-induced mixing parameterization schemes can partly reduce the cold biases of
SST and deepen the shallow mixed layer depth, which are main biases in most CGCMs.
Improvements in representing mean state can be responsible for increasing the predictive
skill regarding ENSO and PDO [21].

2.2.2. Internal Tidal Mixing Parameterization

Tan et al. [51] proposed a modified internal tidal mixing parameterization by intro-
ducing a correction function related to the Coriolis effect on internal tidal local dissipation
in the deep ocean based on an original version developed by St. Laurent et al. [55]. The
diapycnal diffusivity Kν of are expressed as:{

Kν = Γε/N2 + K0
ε = (q/ρ)E(x, y)F(z)C( f )

(5)

where ρ is the density, the mixing efficiency Г is set to 0.2. Here κ0 = 10−5 m2 s−1 is the
background diffusivity. E(x, y) is the energy conversion from barotropic tides to baroclinic
tides calculated as:

E(x, y) ∼ 1
2

ρ0Nbkh2〈u2
bt〉 (6)

where ρ0 is the background density, Nb is the buoyancy frequency at the seafloor, and k and
h respectively denote the topographic wavenumber and amplitude. The wavenumber is
set as k = 2π/(125 km) [56]. The topographic roughness h2 is defined as the variance of
the bathymetry over a 1/3◦ × 1/3◦ domain square [57]. ubt is the barotropic tidal velocity,
and 〈 〉means period average. In this study, we only consider M2 and K1 tides. In Equation
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(2), F(z) is the vertical structure function depending on the bathymetry D, z is the depth
from the surface, and the e-folding ζ height is set as 500 m.

F(z) =
e−(D+z)/ζ

ζ
(
1− e−D/ζ

) (7)

Breaking with St. Laurent et al. [55], the local dissipation fraction q is a variable
related to correction function C( f ), and it is related to Coriolis parameters determined from
laboratory experimentsq = 0.3, C( f ) = 1.34exp

[
−
(

f /ω0−0.44
0.65

)2
]

, f ≤ ω0

q = 1, C( f ) = C( f=ω0)
, f > ω0

(8)

2.2.3. Symmetric Instability Parametrization

Symmetric instability (SI) parameterization focuses on baroclinic flows with a lateral
density gradient and an associated vertically geostrophic shear production (GSP). The flow
timescales range from 1 min−1 h, and the spatial scales range from 50–2500 m within the
ocean mixed layer [52,58]. The eddy viscosity is expressed as follows:

vSI =
f 2

|∇hb|2
GSPSI (9)

where f is the Coriolis parameter, b = −gρ/ρ0 the buoyancy (g = 9.8 m s−2 the gravita-
tional acceleration). Thomas et al. [59] formulated a piecewise linear function parameteri-
zation for GSP:

GSP =


0, z = 0
FSI

z+H
H − B0

z+h
h , −h < z < 0

FSI
z+H

H , −H < z < −h
0, z < −H

(10)

FSI =

→
τ w ×

→
k

ρ0 f
∇hb︸ ︷︷ ︸

EBF

+ gα
Qnh
ρ0Cp

+ gβ(EP)S︸ ︷︷ ︸
B0

(11)

where FSI is the effective buoyancy flux from a combination of down-front winds and
surface buoyancy loss that reduces the PV and is the principal driver of mixed-layer SI [60].
In Equation (11), EBF is the Ekman buoyancy flux, driven by along-front winds through
Ekman transport at the surface, τw is the wind stress, α is the thermal expansion coefficient
(unit: ◦C−1), Qnh is the net surface heat flux (unit: W m−2), Cp = 4200 J · kg−1 · ◦C−1 is the
specific heat capacity of seawater, β is the saline contraction coefficient (unit: PSU−1), EP is
the net freshwater exchange due to evaporation and precipitation (unit: m s−1), and S is
the sea surface salinity (see further discussion in Buchman et al. [58]).

The vertical diffusivity associated with this mixing, κSI , can be calculated by defining
the turbulent Prandtl number, Pr = vSI/κSI , and the regression relationship with the local
gradient Richardson number [61]:

Pr =
1 + (10Rib)

0.8

2
(12)

κSI =
2νSI

1 + (10×max(0, Rib))2 (13)

where Rib = N2 f 2

|∇hb|2
.
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2.2.4. Lee-Wave Parameterization

The lee-wave parameterization scheme is expressed as [50]:

κ(x, y, z) = tr(x, y)1/2.36 × F(x, y, z)× 10−8 (14)

Topographic roughness tr is defined as the variance of terrain height within a 1◦ × 1◦,
and is estimated as follows:

tr =
∑N

i=1

(
hi − h

)2

N
(15)

where hi is the terrain height of the corresponding grid point, h is the mean terrain height
within a 1◦ × 1◦ grid area, N is the total number of grid points in the 1◦ × 1◦ grid area. The
structure function is written as,

F(x, y, z) =
C0e−(H(x,y)+z)/ζ

ζ
(
1− e−H(x,y)/ζ

) (16)

where H(x, y) is the distance from the water surface to the seabed, z is water depth for
the location, ζ is the vertical attenuation scale, which is taken as 800 m, and C0 is taken
as 2 × 105 according to the value of the mixing coefficient within the upper 2000 m of
the ocean.

2.3. Experiments

At the start, the historical assimilation experiments of CONTROL and SENSI are per-
formed to produce monthly restart fields for ENSO and PDO prediction experiments [21].
The historical assimilation experiments are the FIO-ESM multi-component coupled ex-
periments assimilated with realistic SST data, which were run during 1962–2016. The
experiments are assimilated with daily COBE SST data for 1962–1981 and daily AVHRR
data for 1982–2016. The only difference between the CONTROL experiment and SENSI
experiment is that the four newly proposed parameterizations mentioned above are applied
in the SENSI experiment. The experimental design is shown in Table 1 and described in
more detail below.

Table 1. Experimental Design.

CONTROL SENSI

Historical Assimilation
Experiment

Time 1961–2016 1961–2016

Assimilation Data 1961–1982: COBE
SST1982–2016: AVHRR SST

1961–1982: COBE
SST1982–2016: AVHRR SST

ENSO Prediction Experiment
Time 1982–2016 1982–2016

Start time 1st of every month 1st of every month
Predicted time 7 months 7 months

PDO Prediction Experiment
Time 1961–2016 1961–2016

Start time 1 November every year 1 November every year
Predicted time 5 years 5 years

The prediction experiments are run without SST assimilation and draw on historical
assimilation experiments, which are commonly used for evaluating prediction skills. The
ENSO prediction starts at historical assimilation experiments month by month and then
predicts at 7 months intervals, beginning in January 1982 and ending in December 2016. The
PDO prediction starts on every November 1st for the historical assimilation experiments
and then predicts yearly using 5 years intervals, beginning in November 1962 and ending
in November 2016. The CONTROL and SENSI prediction experiments are started using
initial data taken from historical assimilation experiments.
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2.4. Datasets

In the analysis of evaluation of ENSO prediction skill, both in modified and orig-
inal FIO-ESM-CPS, the daily Optimum Interpolation Sea Surface Temperatures (OISST
v2.1) used are from the National Oceanic and Atmospheric Administration (NOAA) Na-
tional Climate Data Center (NCDC) [62] (https://www.ncei.noaa.gov/products/optimum-
interpolation-sst accessed on 1 December 2021). The OISST v2.1 is based on 1/4◦ daily
Advanced Very High Resolution Radiometer (AVHRR) satellite data, for the period from
1982–2013. Sea level anomaly data is acquired from the Archiving, Validation, and Interpre-
tation of Satellite Data (AVISO, https://www.aviso.altimetry.fr/en/data.html accessed on
2 January 2022), with the horizontal resolution of 0.25◦ × 0.25◦ [63,64]. The Niño 3.4 index
used is from NOAA (https://psl.noaa.gov/gcos_wgsp/Timeseries/Nino34/ accessed on 1
December 2021) and is calculated by the SST anomaly averaged over 170◦W–120◦W and
5◦S–5◦N in CGCMs.

In evaluating PDO, the initial condition draws on Centennial in Situ Observation-
Based Estimates (COBE, https://climatedataguide.ucar.edu/climate-data/sst-data-cobe-
centennial-situ-observation-based-estimates accessed on 2 January 2022) of SST from
1962–1981 and OISST from 1982–2013. The PDO indexes used are also from NOAA (https:
//psl.noaa.gov/gcos_wgsp/Timeseries/PDO/ accessed on 1 December 2021). The PDO is
defined by the first mode of empirical orthogonal function decomposition in CGCMs. A
low pass filtering has been performed on the PDO index. The monthly SST data are from
the Hadley Centre Sea Ice and Sea Surface Temperature (HadISST, https://www.metoffice.
gov.uk/hadobs/hadisst/data/download.html accessed on 1 December 2021) [65].

3. Results
3.1. ENSO Prediction Skill Evaluation

To evaluate the seasonal prediction skill of ENSO by modified FIO-ESM-CPS, two
factors are discussed. One is the anomaly correlation coefficient (ACC) of Niño 3.4 index
which is often used to represent the ENSO state, the other is root mean square error (RMSE)
which measures the mean biases.

Firstly, the winter ACC spatial pattern in the tropical Pacific Ocean is investigated
(Figure 1). For the modified FIO-ESM-CPS, the areas for which predictive skills are highest
are located in the tropical central Pacific. There, the values of the ACC are over 0.9 at a
1-month lead time. The results of original FIO-ESM-CPS are similar, which means that both
modified and original FIO-ESM-CPS can skillfully predict winter SST anomalies associated
with ENSO when initialized from a 1-month lead. Meanwhile, with the increasing of
lead months, the ACCs of both forecast systems decrease. As compared with the original
CGCM, the ACC of the modified FIO-ESM-CPS decreases at a slower rate. In the results of
FIO-ESM-CPS, many more ACCs have negative values at a 5-month lead time.

The seasonal prediction results of ACC and RMSE of Niño 3.4 index from lead 1-month
to lead 6-month are shown in Figure 2. There, the ACC between the modified FIO-ESM-
CPS and observations is clearly larger than that for the original CGCM (Figure 2a), which
implies that ENSO prediction skill has improved. From the 1- to 6-month lead times, the
skillful prediction of ENSO as represented by ACC continues to decrease. At the 1-, 2-, and
3-month lead times, the two ACCs are similar. At the 5-month lead time, the difference of
ACC between the modified and original FIO-ESM-CPS is largest, changing from 0.7522
to 0.7361, an increase of 2.2%. The RMSE has also been improved (Figure 2b). The values
of RMSE of modified FIO-ESM-CPS are all significantly smaller than that of the original
CGCM from the 1-month to 6-month lead times. The RMSE of original FIO-ESM-CPS
sharply increases from 0.512 at the 1-month lead to 0.990 at the 6-month lead. However, the
rate of the error growth of RMSE is slower. At the 1-month lead time, the RMSE is 0.461,
increasing to 0.845 at the 6-month lead. The largest improvement of RMSE appears at the
4-month lead time. The amplitude decreases by 21%.

Next, the time series of Niño 3.4 index of the two forecasting systems and observations
at the 1-, 3-, and 5-month lead times are shown in Figure 3. Consistent with the results

https://www.ncei.noaa.gov/products/optimum-interpolation-sst
https://www.ncei.noaa.gov/products/optimum-interpolation-sst
https://www.aviso.altimetry.fr/en/data.html
https://psl.noaa.gov/gcos_wgsp/Timeseries/Nino34/
https://climatedataguide.ucar.edu/climate-data/sst-data-cobe-centennial-situ-observation-based-estimates
https://climatedataguide.ucar.edu/climate-data/sst-data-cobe-centennial-situ-observation-based-estimates
https://psl.noaa.gov/gcos_wgsp/Timeseries/PDO/
https://psl.noaa.gov/gcos_wgsp/Timeseries/PDO/
https://www.metoffice.gov.uk/hadobs/hadisst/data/download.html
https://www.metoffice.gov.uk/hadobs/hadisst/data/download.html
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of Figure 2, the three time series match well at the 1-month lead time. Over longer lead
times, results sour. At a 5-month lead time, the amplitude of the two forecasting systems
is significantly larger than the observations. As in previous studies, neither the original
nor modified model can skillfully prediction the ENSO amplitude [17]. In comparing the
original and modified FIO-ESM-CPS CGCMs, closer agreement with the Niño 3.4 index
observations occurs for the modified model.
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Figure 2. The ACC (a) with the shaded area indicating the 95% confidence interval and RMSE (b) of
the Niño 3.4 index between the observation and the prediction for 1982–2013. The red and blue lines
represent the observation and predicted results of original and modified FIO−ESM−CPS for 1− to
6−month lead times (unit: 1).

Figure 4 shows the forecast skill for the RMSE and ACC of Niño 3.4 index of the
predicted target month and lead time. The distribution patterns of ACC between modified
and original FIO-ESM-CPS both show a gap of lower values in the spring and summer.
Thus, the SPB and its persistence still significantly limit the prediction of ENSO. The
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difference of ACC between modified and original models is slight. At longer lead times,
improvements in RMSE generally occur from July to December.
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3.2. PDO Prediction Skill Evaluation

To evaluate the prediction of PDO, the ACC of the PDO index and RMSE between
model results and observation are estimated. The results show that the prediction skill
of PDO is improved significantly (Figure 5). At 1-year and 2-year lead time, the original
FIO-ESM-CPS shows very poor prediction with the ACC less than 0.1, while the ACC in
the modified one can reach 0.436, significant at 95% confidence level. The most obvious
improvement of modified FIO-ESM-CPS is at the 1-year and the 2-year lead time due
to poor prediction skill of original one, while the two prediction systems have outstand-
ing prediction skill at longer lead time, especially at 4-year lead. The ACC in modified
FIO-ESM-CPS can reach 0.587 and leads to an improvement of 36% as compared to the
original model at the 4-year lead time. The RMSE is also improved obviously. The largest
reduction of RMSE occurs at the 3-year lead time, which is an improvement of 21% over the
original model.
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3.3. Possible Reasons for Prediction Skill Improvement

To further investigate possible reasons for improvement of the ENSO prediction skill,
the evolution of prediction error of ENSO with change of lead time is shown in Figure 6.
With the increasing lead time, prediction errors grow rapidly, especially in the tropical
Pacific Ocean. However, there are positive and negative biases, respectively. That may be
caused by the bias of climatological simulation of the two models (Figure 7). There, cold
tongue biases of the tropical climatological SST within the original model are transformed
into a warm tongue in the modified FIO-ESM v2.0. However, the bias of SST in tropical
region in simulation of FIO-ESM v2.0 is still cold, so the prediction errors of FIO-ESM-CPS
in tropical region are negative. Although the SST biases in the tropical region change from
being underestimated in FIO-ESM v2.0 to being overestimated in the modified FIO-ESM
v2.0, the absolute average errors in the tropical region in the modified FIO-ESM-CPS are
significantly smaller than those in FIO-ESM-CPS (Figure 6). This may be the reason why
the ENSO prediction skill improves.
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Figure 6. Spatial patterns of SSTA biases (units: ◦C) between the predictions and observation:
FIO−ESM−CPS results (a,d,g), modified FIO−ESM−CPS results (b,e,h). The difference of abso-
lute average error between modified and original FIO−ESM−CPS (c,f,i). (a–c) 1-month lead time,
(d–f) 3-month lead time, and (g–i) 5-month lead time.
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PDO is the dominant internal variability in climate system on a decadal time scale
in the NP. To discuss possible reasons for improved PDO prediction skill, an analysis of
the prediction SST in NP is needed (Figure 8). The SST biases between prediction and
observation show a PDO-like pattern at 1-year lead time. This PDO-like distribution of
SST bias is more significant in modified FIO-ESM-CPS. In addition, the PDO-like bias in
modified FIO-ESM-CPS can influence the prediction of the intensity of PDO but may be
beneficial for PDO predictions.
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The mixed layer depths (MLD) are significantly underestimated in most of the models
compared with the observation data. Here, we also compare the change of MLD from
model output with and without new parameterization schemes. The compiled mixed layer
climatology database (MIMOC [66]) is used for comparison. Figure 9a gives the MLD
difference between the modified model and MIMOC in the Northern Pacific; the positive
bias is present in the Eastern Pacific, and some sporadic positive biases spread out in middle
regions between 20◦ and 40◦. In the Northern region, there are obvious negative biases.
The original model shows significant positive biases throughout whole Northern Pacific,
and shows overestimated MLD. The MLD difference between the modified model and
original model is shown in Figure 9c. The modified model shows moderate improvement
in some regions. The added wave-induced mixing parameterization deepens MLD, and
the SI parameterization scheme is the shoaling of the mixed layer. The joint effect of wave-
induced mixing and SI parametrization spatially reduced the MLD when comparing to
the original model. Unfortunately, it also further deepens the MLD, especially in coastal
regions, where some complicated physical process remain incomprehensible.
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(DJF) between the predictions and observation: (a) modified FIO−ESM−CPS results, (b) origi-
nal FIO−ESM−CPS results, and (c) the difference of absolute average error between modified and
original FIO−ESM−CPS at 1-year lead time. Stipples denote the improvement of absolute average
error between modified and original FIO−ESM−CPS over 20%.

4. Discussion

As is well known, the predictive skill is usually affected by initial conditions, model
drifts and physical processes. In this study, four new parameterization schemes are intro-
duced into the original FIO-ESM-CPS. These parameterization schemes can modify the
turbulences from surface to deep ocean. Although the simulation of climatological SST in
the tropical region is overestimated, the cold tongue error is partially alleviated. The new
parametrization schemes, which involve two important energy sources (wind and tide)
and four physical processes for mixing, help to improve the simulation of mean state by
describing the mixing in surface and deep ocean more realistically. Accurate simulation
of SST and MLD is key for prediction skill of ENSO and PDO. At the air-sea interface,
ocean surface waves play an important role in momentum, energy and gas exchange. The
wave-induced mixing improves the excessively high surface temperature simulated in
summer and reduces the underestimation of the mixed layer depth in winter as demon-
strated by Wang et al. [49]. For improving the SST and MLD simulation, another important
submesoscale parameterization scheme (SI parameterization) is included, the primary effect
of symmetric instability is the shoaling of the mixed layer. The mixing between mixing
layer and ocean interior is driven by internal waves. So, both internal tide and Lee-wave
parameterization are considered in the present study. The revised internal tidal mixing
parameterization introduces a correction function related to the Coriolis effect on internal
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tidal local dissipation in the deep ocean based on the original version developed by St.
Laurent et al. [55], which is more reasonable via demonstration in laboratory. The Lee-wave
parameterization mainly improves the simulations of deep sea water temperature and
salinity in seamount-rich areas, and it is a weak contributor for improvements of ENSO
and PDO prediction skill. In general, the four parameterization schemes separately present
the four important physical process from surface to interior, which has improved the sim-
ulation of ocean state to varying degrees, respectively, as demonstrated in the published
literature [49–52]. Improvements in mean state ocean temperature simulations may be
responsible for the improvement of prediction skill.

Using a modified FIO-ESM-CPS, the prediction skills for ENSO and PDO are investi-
gated. Two deterministic metrics (ACC and RMSE) are chosen to evaluate the prediction
skill. The results show that with the new parameterization schemes, the modified FIO-
ESM-CPS shows better prediction. Both modified and original FIO-ESM-CPS have highest
ACC and lowest RMSE in the central Pacific in wintertime. It suggests that the two predic-
tion systems have high levels of skill in predicting winter SSTs associated with ENSO at
1-month lead time. Furthermore, the ACC of the Nino 3.4 index between the prediction
and observation shows that with the increasing lead time, the prediction skills of the two
forecasting systems decrease, but the modified system still has better forecast results. In
the modified system, ACCs are slightly higher than that in the original model, with the
largest increases of ACC appearing at the 5-month lead time, improving by 2.2%. Moreover,
there were also large improvements observed in RMSEs. While original FIO-ESM-CPS
forecasts of warm event ENSO amplitudes are significantly larger than the observations, the
modified model forecasts are much closer to the observations, with a decrease of 21% being
observed at the 4-month lead time. In addition, with the longer lead time, the improvement
of RMSE is more significant, especially at 4-, 5- and 6-month lead times. As we know, it is
very important to improve predictions at longer lead times. One reason is because with
longer lead time, the forecasting is more difficult; the other is because at 6-month lead time
forecast can be of benefit for crossing the SPB which is a main barrier to seasonal prediction
of ENSO. Despite this advance, the SPB and its persistence is still a challenge to seasonal
prediction of ENSO in both forecasting systems. Improvements of PDO prediction skill are
also significant for the 1965–2010 period. At 1-year and 2-year lead time the poor prediction
of original FIO-ESM-CPS with less than 0.1 for the ACC is changed to be significant at
95% confidence level with the ACC 0.43 in modified model. At 4-year lead time, the ACC
improvements can reach 36%, while RMSEs decrease by 21% at 3-year lead time when using
the modified FIO-ESM-CPS. At the longer lead time, the prediction of PDO is related to the
initialization and external radiative forcing [67]. We would suggest that the improvement
of prediction system by finer parameterization is another important factor.

In this study, the significant improvement of seasonal prediction skill of ENSO and
year-to-year prediction of PDO are mostly related to the new parameterization schemes
introduced to a modified FIO-ESM-CPS. While this study shows the results of just one case,
future studies can expand the variables investigated and discuss the effects of multi model
ensemble averages that can possibly lead to improvements in ENSO prediction skill.
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