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Abstract: Deep learning methods have been used to extract buildings from remote sensing images and
have achieved state-of-the-art performance. Most previous work has emphasized the multi-scale fusion
of features or the enhancement of more receptive fields to achieve global features rather than focusing on
low-level details such as the edges. In this work, we propose a novel end-to-end edge-aware network,
the EANet, and an edge-aware loss for getting accurate buildings from aerial images. Specifically,
the architecture is composed of image segmentation networks and edge perception networks that,
respectively, take charge of building prediction and edge investigation. The International Society for
Photogrammetry and Remote Sensing (ISPRS) Potsdam segmentation benchmark and the Wuhan
University (WHU) building benchmark were used to evaluate our approach, which, respectively,
was found to achieve 90.19% and 93.33% intersection-over-union and top performance without using
additional datasets, data augmentation, and post-processing. The EANet is effective in extracting
buildings from aerial images, which shows that the quality of image segmentation can be improved
by focusing on edge details.

Keywords: semantic segmentation; convolutional neural networks; building extraction; edge;
multi-task learning

1. Introduction

As aerial and satellite remote sensing images have become convenient information sources,
extracting various artificial features from image information has become a research hotspot. Buildings,
as one of the main artificial features in a city, have special significance in the automatic extraction of
urban areas, map updating, urban change detection, urban planning, building energy consumption
assessment, and infrastructure construction. The acquisition of buildings from remote sensing images
has evolved into a mature research field after decades of development [1–4]. However, many challenges
persist in this domain. First, given the building materials and their very close proximity to roads,
buildings are easily confused with other elements. Second, the structure and spectrum of buildings
are complex and diverse. Moreover, the considerable variance that occurs within this class makes
buildings difficult to identify. Third, image structure is easily affected by the shadows of buildings and
trees. Thus, automatically extracting buildings from remote sensing images is challenging.

Therefore, improving the recognition ability of feature representation in pixel-level recognition
is necessary to extract buildings. Early image segmentation adopted a traditional image processing
method based on artificial design characteristics, such as spectral information [5], tone [6], texture [7],
and geometric shape [8,9]. At present, image processing technologies based on convolutional neural
networks (CNNs) have obtained remarkable development, and their accuracy and even efficiency
far exceed those of traditional methods. Remote sensing image processing methods according
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to artificial intelligence (AI) and machine learning (ML) provide opportunities and possibilities
for the automatic acquisition of buildings from remote sensing images. Particularly key to these
technologies is the development of image classification [10–13], object detection [14–16], and semantic
segmentation [17–19], as represented by deep learning. Semantic segmentation for the image is the
purpose of each pixel in the allocation of a single category, and it can be seen as a dense classification
problem. Most object parsing issues in image segmentation can be regarded as semantic segmentation.
The depth of the continuous development of CNNs has helped many remarkable achievements in
the semantic segmentation field. Long et al. [18] extended the original convolutional neural network
structure and proposed an end-to-end full convolutional neural network (FCN). Their FCN could
achieve the intensive prediction of images without the use of fully connected layers. This kind
of network is an encoder–decoder structure and enables the segmentation network to generate
images of any size, which improves processing efficiency compared with the traditional image block
classification method. Since then, almost all research on semantic segmentation has adopted the FCN
structure [19–21].

Many improved methods of FCN are employed to extract ground objects from remote sensing
images. Maggiori et al. [10] used a multi-scale structure to improve FCN to alleviate the tradeoff

between increasing contexts and increasing the number of parameters. Mou et al. [19] proposed a
method that combined FCN and a recurrent neural network that used the most superficial boundary
perception feature map to achieve accurate object boundary inference and semantic segmentation.
Marmanis et al. [20] adopted a parallel processing chain with two identical structures to improve
FCN through delayed fusion with the help of a network layer in an early active deconvolution and
cyclic feature graph. Xu et al. [21] applied manual characteristics and the guided filtering technique to
optimize building extraction with the res-u-net network they proposed.

Compared with the traditional manual design feature model, the semantic segmentation model
based on a CNN has been significantly improved. However, in this model, the CNN uses the pooling
layer many times to increase the receptive field. The use of down-sampling to compress data is
irreversible, resulting in information loss and thereby causing translation invariance and smooth
results. At the same time, this development leads to an inaccurate image contour generated by the
convolutional network and an unclear boundary. On the basis of the strong recognition ability of
CNNs, Chen et al. [22] used fully connected conditional random fields (CRFs) for post-processing,
which improved the quality of the object boundary in their segmentation results.

However, image segmentation still requires the precise position information of each pixel.
Consequently, such a segmentation is inapplicable to pooling layers or striding convolution as
boldly as a classification task to reduce computation. A mainstream method involves utilizing an
encoder–decoder structure network [18,22–25]. The encoder reduces the resolution of the input image
through down-sampling to generate a feature map with low resolution. Then, the decoder performs
upper sampling on these feature descriptions to restore the segmentation graph with full resolution,
thereby significantly reducing the necessary calculation by decreasing the size of the feature map.
Zeiler et al. [26] proposed deconvolution for the first time for the reconstruction of feature maps to
help them recover their original size. Tian et al. [27] believed that the use of bilinear interpolation
up-sampling to restore the resolution of a feature map might lead to an unsatisfactory segmentation
result, so they designed a data-dependent up-sampling method called DUpsampling to replace
bilinear interpolation.

In addition to computation, the multi-scaling of objects is also a challenge for CNNs. The extraction
of any target feature is conducted on a certain scale, and different scales produce dissimilar results.
To enlarge the receptive field of a feature map, Yu et al. [28] proposed atrous convolution, an approach
that can increase the receptive field without pooling operation. It allows each convolution operation
to extract a wider range of information. Conversely, the pyramid pooling module developed by
Zhao et al. [29] can maximize the global feature hierarchy’s prior knowledge to understand different
scenarios and aggregate the context information of various regions so as to give the feature map more
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semantic information using more global information. Chen et al. [25] recommended atrous spatial
pyramid pooling, which combines atrous convolution and spatial pyramid pooling. Using their scheme
allows for the re-sampling of the convolutional features extracted from a single scale and the accurate
and effective classification of regions at any scale. Liu et al. [30] added low-level features to adjacent
upper floors and combined them into new features. At the same time, each layer of feature maps could
be predicted separately to realize detection at different scales.

In the recent semantic segmentation community, researchers have also shifted their attention
toward the improvement of multi-task learning in addition to the enhancement of the encoder–decoder
structure and multi-scaling. Scholars have increasingly begun to pay attention to multi-task learning.
That learning entails the simultaneous learning of multiple related tasks and facilitates the sharing of
the learned information among tasks. Dai et al. [31] reduced the risk of model over-fitting and improved
the accuracy of the results by learning the three tasks of mask estimation, instance differentiation,
and object classification. Zhang et al. [32] used head posture estimation and facial attribute inference
as auxiliary tasks for improving the effectiveness of facial key-point detection.

The above studies not only developed various CNN models for semantic segmentation but also
provided numerous ideas for our research. In addition, Zeiler et al. [33] proved that a feature map
gains more semantic information and loses more detailed information as the layers of its neural
network deepen. However, as a pixel-level prediction task, semantic segmentation requires detailed
and accurate information. As part of detailed information, semantic segmentation is widely concerned
with the edge in to boost the performance of neural networks. Yu et al. [34] obtained as many features
as possible through inter-class differences to enhance semantic segmentation performance under
precise boundary supervision. Qin et al. [35] implicitly injected precise boundary prediction targets
into mixing loss to reduce false errors from the cross-propagation of information learned in other areas
of the boundary and image.

Inspired by multi-task learning and edge information utilization, we hereby designed a new edge
perception network according to edge information supervision to automatically extract buildings from
high-resolution aerial images. The main contributions of this work are as follows.

1. The EANet, a multi-task learning network based on the encoder–decoder structure, is proposed
to automatically extract buildings from high-resolution aerial images. Our proposed network
EANet was trained end-to-end through a series of loss functions. The EANet consists of an image
segmentation network and an edge perception network. The former predicts the segmentation of
images using remote sensing images, and the latter aims to supervise the segmentation network
and further enhance the accuracy of edge prediction.

2. EALoss, a new loss function, is proposed to refine the prediction results of the segmentation
network and was designed to supervise the learning process of accurate prediction for the binary
boundary segmentation of images.

3. Without using additional datasets, data augmentation, and post-processing, the EANet
achieves top performance on two remote sensing image semantic segmentation datasets, i.e.,
The International Society for Photogrammetry and Remote Sensing (ISPRS) Potsdam [36] and
Wuhan University (WHU) building datasets [37].

The rest of this article is organized as follows. Section 2 introduces the composition of the model
in detail. Section 3 describes the experimental dataset, model evaluation methods, experimental design,
and the analysis of the experimental results. Section 4 discusses the effectiveness of the EANet and
future work. Section 5 summarizes the paper.

2. Methods

The main purpose of this article is to explore a means to overcome the incompleteness of detail
information that is extracted automatically from remote sensing images. The key idea in this article
involves using the edge to guide the neural network to pay greater attention to the edge and use
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edge information to guide the network to refine the segmentation results. This section begins with an
overview of network architecture. The image segmentation network is first illustrated in Section 2.2.
Then, details of the newly designed edge perception network and EALoss are provided in Section 2.3.

2.1. Overview of Network Architecture

The overall structure of the EANet is shown in Figure 1. The EANet consists of two blocks—the
image segmentation and the edge perception networks that are, respectively, used for image semantic
segmentation and edge supervision. The EANet was developed on the basis of a rough-to-fine
encoding–decoding structure. The edge perception network learns the residuals between the edge
labels and the predicted edges through the supervision of the loss function to further refine the feature
map of the segmentation network.
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Figure 1. Overall architecture of our approach. Solid lines represent the direction of information flow.
Dashed lines indicate the edge of supervision. The output dimensions of each block (H ×W ×C) are
indicated in the boxes. ESRE: explicit spatial resolution embedding; EEB: edge extraction branch; FAB:
feature aggregation block.

2.2. The Image Segmentation Network

Inspired by FPN [38] and U-Net [23], the image segmentation network was designed herein as
an encoding–decoding structure with residual connection, because this structure can simultaneously
extract high-level global semantic information and low-level detail information on the basis of reducing
computation. In line with the choices in previous works [39–43], we also used ResNet [13] as the
backbone of this work. Finally, the last full connection layer of ResNet was replaced with atrous
convolution [24–28,44] to reduce the loss of detail due to pooling operations. After each convolutional
layer, a ReLU function [45] is used as the activation function, and batch normalization [46] is added
at the same time. Figure 2 depicts a concrete atrous convolution operation. The atrous convolution
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maintains the relative spatial position of the feature map and can improve the receptive field without
decreasing the spatial resolution, making it possible to aggregate a wider range of information after
convolution operation. The other two methods we propose are as follows.
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Figure 2. The atrous convolution operation with pooling p = 2 and stride s = 1. Pooling is applied but
is not indicated in this figure. The dimension of the input feature map is 7× 7, of the kernel is 3× 3,
and of the output feature map through atrous convolution becomes 7× 7.

2.2.1. Explicit Spatial Resolution Embedding

As mentioned, many semantic segmentation networks like FPN [38] and FRRN [39] adopt the feature
fusion method of residual connection. This common form of residual connection is formulated as:

yl = F (xl) + Unsample(xl+1) (1)

where yl is the feature map obtained by the decoder fusion at l-th level, xl stands for the feature map
obtained by the encoder at l-th level, and xl+1 denotes the higher level of the feature map generated by
the encoder. Features have more semantic information as large l, but their spatial resolution decreases
and vice versa (see Figure 1). Our framework utilizes the residual connection method and further
improves the feature extraction method as the explicit spatial resolution embedding (ESRE) module
(Figure 3). We applied this component in Levels 2–4 to extract more detailed features at different scales.
The features at the high level provide less spatial information, so a natural motivation is to extract
more low-level details from the high-level feature space to help model inference. The ESRE module
can be used to obtain detailed spatial information from various scales.
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2.2.2. Feature Aggregation Block (FAB)

Feature fusion is of great help to the promotion of targets at different scales. As different levels
have dissimilar semantic information, the spatial information extracted from varied levels can be fused
to highlight the detection targets. As shown in Figure 4, we designed the feature aggregation block
(FAB) module for feature fusion after extracting additional spatial information on different scales.
The spatial information extracted from Levels 2–4 after passing through the ESRE module and from
Level 1 is fused by the FAB module. Finally, the prediction results are obtained through up-sampling.
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2.3. The Edge Perception Network

As shown in Figure 5, we designed an edge perception network to guide the semantic segmentation
network to learn more edge information of images by using an edge extraction branch (EEB) module,
which refines image prediction results. Inspired by [47–49], we believe that learning the edge information
directly from the feature map is helpful for the segmentation task. Edges belong to low-level details and
are considered important spatial information. The full use of edge information in the network can make
up for the loss of spatial information caused by down-sampling to a certain extent.
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Identifying the edge label directly from the ground truth of the image is straightforward. We used
a morphological erosion operation [50] to obtain a reliable edge label. Let S be the set formed by the
elements of the ground truth and Kn be a kernel whose elements are all 1 with shape n. The erosion of
S by the kernel Kn is denoted by φKn(S) and defined as follows:

φKn(S) = {s|Kn + s ⊆ S} (2)

Using the erosion result of the ground truth obtained by Equation (2), we could conveniently
ascertain the edge label of the ground truth. The edge label is produced by subtracting the erosion
result, defined as η(S), from the ground truth. That is:
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η(S) = S−φKn(S) (3)

Edge prediction results and true labels are, respectively, obtained by the EEB module and
morphological operation. As shown in Figure 1, each level has a side-output that generates an edge
prediction through the EEB module. We used binary cross entropy (BCE) [51] as a loss function to
evaluate the extraction of the edge. The BCE loss function is one of the loss functions commonly used in
semantic segmentation or a binary classification task. It is also used in our network. That loss is defined as:

`
(k)
bce = −

∑
(x,y)

[η(x, y) log(P(k)(x, y)) + (1− η(x, y)) log(1− P(k)(x, y))] (4)

where η(x, y) ∈ {0, 1} is the edge label of the pixel (x, y) and P(k)(x, y) ∈ [0, 1] is the edge prediction
probability obtained by the EEM module from the feature map at the k-th layer. For accurate segmentation
results and clear edges, we propose a new edge loss function, EALoss, which is expressed as:

`ea = 1−

H∑
x=1

W∑
y=1

η(x, y)P(x, y)

H∑
x=1

W∑
y=1

η(x, y)
(5)

where η(x, y) ∈ {0, 1} is the edge label of the pixel (x, y). P(x, y) ∈ [0, 1] predicts the probability that the
pixel (x, y) is the edge, as obtained by the calculation result of the FAB module (Figure 1) through the
Softmax function. As the most commonly used loss function in deep neural networks, the cross-entropy
(CE) loss is also used to constrain the final semantic segmentation result, which is defined as:

`ce = −
H∑

x=1

W∑
y=1

[η0(x, y) log
ea0

ea0 + ea1
+ η1(x, y) log

ea1

ea0 + ea1
] (6)

where ai is the probability of belonging to category i ∈ {0, 1} at pixel (x, y). During training, we defined
the loss function as the sum of BCE, EALoss, and CE:

L =
K∑

k=1

`
(k)
bce + `ea + `ce (7)

As described in Figure 1, our edge perception network is supervised with four side-outputs, i.e.,
K = 4.

3. Experiment

Our model was implemented using PyTorch 1.3.0 [52] and Cuda 10.1 with ResNet101 [13]
pre-trained from ImageNet [53] as the backbone. To test the validity and the correctness of our model,
we constructed an experiment of the automatic acquisition of buildings on two remote sensing image
datasets and compared the outcomes against those of the CNN model developed by other researchers.
This section introduces the basic situation of the two datasets, describes the experimental setup,
presents the evaluation standard, and illustrates the experimental results.

3.1. Datasets

The ISPRS Potsdam dataset [36] is a state-of-the-art airborne image dataset released in 2018.
The said dataset was designed for urban classification, 3D reconstruction, and the semantic annotation
testing tasks of high-resolution remote sensing images. The dataset reflects the large building volume,
narrow streets, and dense settlements of Potsdam City, Germany. Furthermore, ISPRS Potsdam also
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includes water bodies, tennis courts, swimming pools, and other semantic objects that are usually
overlooked in urban scenes. Those complex scenes require high algorithm robustness. The dataset
contains 38 patches (6000 × 6000 pixel RGB images, for which each channel has a spectral resolution of
8 bit and the spatial resolution is 5 cm). We selected 14 images as the test set (IDs: 2_13, 2_14, 3_13,
3_14, 4_13, 4_15, 5_13, 5_14, 5_15, 6_14, 6_14, 6_15, and 7_13). The validation set contained 1 image
(ID: 2_10), and the rest of the images were used as training sets.

The WHU building dataset [37] was specifically designed for building extraction with high-resolution
remote sensing images. The dataset was collected by aircraft over 450 m2 of Christchurch, New Zealand
with a resolution of 0.075, and it contains more than 220,000 individual buildings. The aerial image
involved down-sampling from a 0.075 to 0.3 m ground resolution. The whole dataset was cropped into
8189 pieces of 512 × 512 pixels without overlapping. All masks were manually annotated. In addition
to the difference of satellite sensors, the change of atmospheric conditions, the corrections from the
atmosphere and radiation, and the change of the seasons also increase the requirements of the samples
in regard to the robustness of the building extraction algorithm. We used 4736 images as the training
set, 2416 images as the test set, and the remaining 1032 images as the verification set.

3.2. Experimental Setup

As the images in the Potsdam dataset are too large to fit into memory, each image was cropped
to 384× 384 with a 25% overlap, with padding added beyond the border. In our experiment, we did
not use any data augmentation or any training tricks [54] for all models, such as a warm-up [55] or
label smoothing [56]. To demonstrate the effectiveness of the proposed algorithm, we compared it with
eleven state-of-the-art models, including the PSPNet [29], U-Net [23], FCN [18], Deeplabv3-plus [24],
RefineNet [57], CGNet [58], BiSeNet [40], SegNet [59], SiU-Net [37], SRINet [60], and DE-Net [17].
SegNet, FCN, and Unet are the most representative models of deep learning in semantic segmentation.
PSPNet, Deeplabv3-Plus, CGnet, BiSeNet, and RefineNet are recently proposed state-of-the-art
approaches that have achieved excellent performance on natural image datasets. Similar to the method
proposed by us, SIU-NET, SRINet, and De-Net also use a boundary-aware approach to extract objects.

For fairness, an open source code was used, and all the backbones of the models used ResNet-101,
which is pre-trained on ImageNet [53]. For the training of all models, the stochastic gradient descent [61]
optimizer was adopted, starting with a learning rate of 0.001, a weight decay of 0.0005, and a momentum
of 0.9. A polynomial learning rate decay strategy was also used, and the learning rate was updated

after each iteration by the decay factor (1− iteration
max_iteration )

0.9
. As mentioned, the parameters of the encoder

were initialized from ResNet-101, and all convolutional layer parameters in the remaining decoder
were initialized by Kaiming initialization [62]. The validation set was not employed during training.
All experiments were trained on 2 GeForce RTX 2080Ti GPUs for 200 epochs with eight clips in a
mini-batch (a mini-batch has a total size of 16 clips).

3.3. Evaluation Metrics

To correctly evaluate the performance of the model, four commonly used indicators in traditional
semantic segmentation tasks were adopted: precision, recall, the F1 score (F1), and the intersection-
over-union (IoU) ratio. Precision is the percentage of all retrieved results that are correctly retrieved.
Recall is the proportion of correctly retrieved results that should be detected. The F1 score is a
commonly used index in machine learning and is the harmonic mean of precision and recall. The IoU
represents the ratio of the intersection and union of the prediction and ground truth. The formulas are
as follows:

Precision =
TP

TP + FP
(8)

Recall =
TP

TP + FN
(9)
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F1 =
2× Precision×Recall

Precision + Recall
(10)

IoU =
TP

TP + FP + FN
, (11)

where TP, TN, FP, and FN represent the true positive, true negative, false positive, and false negative
pixels in the prediction, respectively.

3.4. Result

To assess the segmentation quality of our proposed model, seven state-of-the-art models, namely,
FCN [18], PSPNet [29], ReFineNet [57], U-Net [23], BiSeNet [40], CGNet [58], and SegNet [59], were
selected for comparison with our approach on the ISPRS Potsdam dataset. As the simplest methods,
FCN, SegNet, and U-Net achieved 87.99%, 86.12%, and 86.2% performances in IoU score, respectively.
The performance of PSP was very disappointing, with IoU scores about 2% lower than FCN. The results
of those semantic segmentation models on the ISPRS Potsdam test dataset are summarized in Table 1.
Our method outperformed existing schemes in predicting the area of a building. Though some tree
shading caused the wrong extraction of the building in Figure 6, our method focused more on the
edge. The edge in the predicted results was more continuous and clearer than that in the other
techniques. The incorrect classification of other ground objects as buildings rarely occurred with the
EANet, but some buildings were improperly classified.

Table 1. A comparison experiment with state-of-the-art models on the International Society for
Photogrammetry and Remote Sensing (ISPRS) Potsdam test set. IoU: intersection-over-union. The bold
type represents the best data under that metrics.

Method Backbone F1 Precision Recall IoU

BiSeNet [40] ResNet-101 0.9524 0.9653 0.9451 0.8871
FCN-8s [18] VGG-16 [63] 0.9427 0.9619 0.9297 0.8799
PSPNet [29] ResNet-101 0.9424 0.9525 0.9370 0.8554
CGNet [58] ResNet-101 0.9405 0.9600 0.9269 0.8729

RefineNet [57] ResNet-101 0.9473 0.9635 0.9373 0.8849
U-Net [23] ResNet-101 0.9386 0.9547 0.9284 0.8620
SegNet [59] VGG-16 [63] 0.9419 0.9549 0.9351 0.8612

EANet ResNet-101 0.9548 0.9702 0.9454 0.9019

As a dataset with larger data volume and a more complex situation, the WHU building dataset
presented a greater challenge in correctly extracting buildings from remote sensing images relative
to smaller and simpler datasets. To further demonstrate the effectiveness of our proposed model,
we also selected seven most advanced models, namely Deeplabv3-plus [24], PSPNet [29], FCN [18],
U-Net [23], SRINet [60], DeNet [17], and SiU-Net [37], for the experiment on the WHU building dataset.
Deeplabv3-plus, as a carefully designed network, has always been one of the best performing models
in the field of semantic segmentation. It achieved a performance of 91.96% on the IoU score. The three
models of DeNet, SRINet, and SiU-Net are similar to our idea. They also use edge information to help
network learning, and they achieved IoU scores of 90.12%, 89.09%, and 88.4%, respectively, on the
WHU building dataset. As indicated by Table 2, our model performed well on the state-of-the-art
WHU building datasets. The EANet achieved the top performance of 93.33% of the IoU in the WHU
building validation set, which was better than all other models in the experiment, and even 1.37%
of the IoU more than Deeplabv3-plus. In our approach, it is almost impossible to misidentify a
car as a roof. As shown in Figure 7, for buildings with regular boundaries, our method had better
performance and could completely extract buildings. Compared with the ISPRS Potsdam dataset,
the WHU building dataset was more different from the environment, which made it easier for the
model to extract buildings from aerial images. Therefore, our model performed better in the ISPRS
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Potsdam dataset than in the WHU building dataset. Compared with other schemes that use more
global information to improve performance, our model focuses more on spatial information such as
edges. Making full use of this low level of spatial information proved to be very helpful in extracting
ground objects from high-resolution aerial images.
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Table 2. Accuracy levels with the WHU building validation set. The bold type represents the best data
under that metrics.

Method F1 Precision Recall IoU

Deeplabv3-plus [24] 0.9676 0.9867 0.9566 0.9196
PSPNet [29] 0.9669 0.9853 0.9562 0.9182
FCN-8s [18] 0.9651 0.9813 0.9528 0.9032
U-Net [23] 0.9135 0.9542 0.8826 0.8813

SiU-Net [37] - 0.9380 0.9390 0.8840
SRINet [60] 0.9423 0.9521 0.9328 0.8909
DeNet [17] 0.9480 0.9500 0.9460 0.9012

EANet 0.9752 0.9867 0.9642 0.9333



Remote Sens. 2020, 12, 2161 11 of 18

Remote Sens. 2020, 6, xx FOR PEER REVIEW 11 of 19 

 

    

    

(a) Input (b) Label (c) BiSeNet (d) EANet 

Figure 6. Experimental results on the ISPRS Potsdam test dataset. (a) Original image selected from 
the dataset. (b) Image label. (c) BiSeNet processing result. (d) EANet processing result. 

    

    

    Remote Sens. 2020, 6, xx FOR PEER REVIEW 12 of 19 

 

    

    

    

(a) Input (b) Label (c) Deeplabv3-plus (d) EANet 

Figure 7. Experimental results with the Wuhan University (WHU) building validation set. (a) Original 
image selected from the dataset. (b) Image label. (c) BiSeNet processing result. (d) EANet processing 
result. 

4. Discussion 

In this section, the impact of the various parts of the proposed network on the results is first 
examined. Then, we discuss our conducted experiments on the ISPRS Potsdam dataset to test the role 
of each part of our proposed model. Finally, the future work is also discussed. 

4.1. Ablation Study 

Ablation research consists of two parts: architecture ablation and loss ablation. Our model 
served as a kind of u-shaped structure [38,39,60,64], and we selected U-Net [23] as the baseline. 

In the architecture ablation experiment, the effectiveness of atrous convolution was first tested. 
Specifically, the atrous convolutional layer, whose dilation rate was equal to 2, was used to replace 
the last stage of ResNet, which could add more receptive field and global semantic information 
without reducing the spatial resolution. Furthermore, we also used our proposed ESRE and FAB 
modules to replace the baseline decoder in the experiment. As our decoding module contains multi-
scale feature fusion, different from the up-sampling strategy with a ratio of 4 that is adopted in the 
last layer of the decoder in most segmentation networks, our feature map adopted an up-sampling 
operation with a ratio of 2 after multi-scale fusion, which makes the results more smooth. The IoU 
was adopted as the evaluation metric (Table 3). The IoU score was substantially increased from 

Figure 7. Experimental results with the Wuhan University (WHU) building validation set. (a) Original
image selected from the dataset. (b) Image label. (c) BiSeNet processing result. (d) EANet processing result.



Remote Sens. 2020, 12, 2161 12 of 18

In summary, we conducted comparative experiments on two different datasets with eleven other
SOTA models to verify whether EANet could obtain high-quality segmentation results. Experiments
confirmed that our model had better results than other SOTA models in all evaluation metrics, which
not only indicated that our model has a good performance in building extraction but also indicates
that the increase of spatial information, especially edge information, is conducive to the automatic
extraction of buildings in a network.

4. Discussion

In this section, the impact of the various parts of the proposed network on the results is first
examined. Then, we discuss our conducted experiments on the ISPRS Potsdam dataset to test the role
of each part of our proposed model. Finally, the future work is also discussed.

4.1. Ablation Study

Ablation research consists of two parts: architecture ablation and loss ablation. Our model served
as a kind of u-shaped structure [38,39,60,64], and we selected U-Net [23] as the baseline.

In the architecture ablation experiment, the effectiveness of atrous convolution was first tested.
Specifically, the atrous convolutional layer, whose dilation rate was equal to 2, was used to replace the
last stage of ResNet, which could add more receptive field and global semantic information without
reducing the spatial resolution. Furthermore, we also used our proposed ESRE and FAB modules to
replace the baseline decoder in the experiment. As our decoding module contains multi-scale feature
fusion, different from the up-sampling strategy with a ratio of 4 that is adopted in the last layer of the
decoder in most segmentation networks, our feature map adopted an up-sampling operation with
a ratio of 2 after multi-scale fusion, which makes the results more smooth. The IoU was adopted as
the evaluation metric (Table 3). The IoU score was substantially increased from 89.17% to 92.75%
when using the feature fusion method we proposed, which reflected the advantages of ESRE and FAB
modules and atrous convolution over the decoder in the baseline.

Table 3. Ablation experiments of the methods in Section 4.1. The IoU (%) was adopted as the
evaluation metric on the ISPRS Potsdam dataset. The baseline model was the U-Net [23]. Atrous:
atrous convolution layer; ESRE and FAB: explicit spatial resolution embedding and feature aggregation
block; EEB: edge extraction branch. The bold type represents the best data.

Index Baseline Atrous ESRE
and FAB EEB EALoss IoU (%)

1 4 89.17

2 4 4 91.80

3 4 4 92.51

4 4 4 4 92.75

5 4 4 4 4 93.58

6 4 4 4 4 4 94.09

To further demonstrate the generality of the EANet, different loss functions were used in the loss
ablation experiment to guide the model in learning the building extraction task. We first added the
EEB module to extract image edges based on a baseline and used the BCE loss to render the predicted
results closer to the ground-truth label. With the constraint of BCE loss function, the feature map of
each stage in the decoder pays more attention to the learning of edge information. Finally, to verify
the effectiveness of our proposed EALoss, we added it to the baseline to enhance edge prediction of
segmentation results. The experimental results in Table 3 prove that our suggested approach was
significantly better than the baseline on the IoU and the ablation results reported in Table 3. As shown
in Figure 8, the number of false-positive pixels in our approach was significantly reduced compared to
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the baseline, possibly because the model effectively separated the background from the building using
edge information. At the same time, the number of false-negative pixels was not significantly reduced
from baseline, possibly because the difference between the environment and the building was too small
for the model to accurately distinguish. The EANet focuses more on the edge than on the baseline and
has fewer misdetections and omissions. Thus, the EANet can learn low-level spatial information well.
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4.2. Future Work

In today’s semantic segmentation community, a technique called non-local [65] is widely used by
researchers in neural networks to capture the long-distance dependence of two non-adjacent pixels in
an image. As can be seen from Figure 7, our network generates voids for extracting some particularly
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large buildings. We speculate that this situation is caused by insufficient semantic information rather
than the lack of low-level detailed information. Adopting non-local technology to obtain more complete
semantic information may greatly improve this situation.

Though our proposed network presents some improvement regarding the loss of spatial information,
that information loss due to down-sampling is irreversible [66]. Therefore, using a high-resolution
representation [67–69] for calculation may be useful. Meanwhile, in our suggested method, the edge is
only used as a constraint to supervise the learning of the model. Perhaps there is a way to incorporate
the extracted edges into the network’s stream of traffic rather than just using it as a guide. Additionally,
the artificial building boundary presented in the remote sensing image is uncertain, and errors occur
in artificial labeling. Moreover, the labeling of the boundary is affected by noise. Future work can
emphasize the investigation of robust algorithms free from noise interference.

5. Conclusions

This work proposed the EANet, a novel encoder–decoder edge-aware network with an edge-aware
loss for accurate building extraction from remote sensing images. The EANet presents an end-to-end
architecture consisting of two components: an image segmentation network and an edge perception
network. The image segmentation network aims to obtain high-quality segmentation results from
images. Conversely, the edge perception network guides the segmentation network toward paying
more attention to edge information and restores lost low-level details as much as possible. The ISPRS
Potsdam and the WHU building datasets, respectively, cover two different cities. Both datasets contain
civil and industrial buildings that fully demonstrate the complexity of urban buildings. Compared
with the existing eleven state-of-the-art methods, our network was found to have the best performance
for the extraction of buildings according to experiments with the ISPRS Potsdam and WHU building
datasets, with the proposed EANet achieving the highest F1 and IoU (97.52% and 93.33%, respectively)
compared with Deeplabv3-plus (96.76% and 91.96%, respectively), PSPNet (96.69% and 91.82%,
respectively), U-Net (91.35% and 88.13%, respectively), SRINet (94.23% and 89.09%, respectively),
DeNet (94.80% and 90.12%, respectively) for the WHU buildings dataset. For the extraction of dense
buildings, the results showed that our method performed better. Meanwhile, our network is simple
and efficient, and it can not only be applied to the extraction of buildings in other cities or regions but
can also be easily extended to the extraction of other ground objects of remote sensing images.
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