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Abstract: Solar irradiance derived from satellite imagery is useful for solar resource assessment,
as well as climate change research without spatial limitation. The University of Arizona Solar
Irradiance Based on Satellite–Korea Institute of Energy Research (UASIBS-KIER) model has been
updated to version 2.0 in order to employ the satellite imagery produced by the new satellite platform,
GK-2A, launched on 5 December 2018. The satellite-derived solar irradiance from UASIBS-KIER
model version 2.0 is evaluated against the two ground observations in Korea at instantaneous,
hourly, and daily time scales in comparison with the previous version of UASIBS-KIER model that
was optimized for the COMS satellite. The root mean square error of the UASIBS-KIER model version
2.0, normalized for clear-sky solar irradiance, ranges from 4.8% to 5.3% at the instantaneous timescale
when the sky is clear. For cloudy skies, the relative root mean square error values are 14.5% and
15.9% at the stations located in Korea and Japan, respectively. The model performance was improved
when the UASIBS-KIER model version 2.0 was used for the derivation of solar irradiance due to the
finer spatial resolution. The daily aggregates from the proposed model are proven to be the most
reliable estimates, with 0.5 km resolution, compared with the solar irradiance derived by the other
models. Therefore, the solar resource map built by major outputs from the UASIBS-KIER model is
appropriate for solar resource assessment.
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1. Introduction

Solar power generation has been of interest as an alternative to fossil fuel to mitigate the climate
change due to greenhouse gas emissions [1–5]. The sharp increase in photovoltaic system installations
has resulted in a decrease in the stability of penetration rate associated with the provision of electricity
at a utility scale. Consequently, the solar energy market demands reliable estimates of solar irradiance
on the ground surface in order to provide solar energy resource databases to forecast solar power
generation for the short-term forecast horizon [6–9].

There are several ways to measure the downwelling surface shortwave radiation. The simplest
of these is based on the in situ measurements that have been made since the late 1950s [10,11].
Understanding their spatial limitations is necessary for identifying an alternative method to investigate
downwelling surface shortwave radiation over broad areas, even if accuracy is decreased when
compared to in situ observations [12–19]. Pinker et al. [19] derived solar irradiance over the
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continental U.S. to develop the University of Maryland Shortwave Radiation Budget (UMD/SRB)
model, using the Geostationary Operational Environmental Satellite (GOES)-8 data. The UMD/SRB
model was subsequently modified to estimate solar irradiance at a 1◦ spatial resolution by considering
the aerosol and cloud phase measurements from the Moderate Resolution Imaging Spectroradiometer
(MODIS) instrument [20,21]. Recently, the University of Arizona Satellite Irradiance Based on Satellite
(UASIBS) model was developed by Kim et al. [22], who derived downwelling surface shortwave
radiation over the Southwestern U.S. (including Arizona, Western New Mexico, Southern California,
and Southern Nevada) by using visible reflectance and brightness temperatures from the GOES-15,
which can monitor the atmospheric state at 135◦W. A look-up table, precompiled by radiative transfer
models, was employed to understand incoming solar irradiance from the top of the atmosphere.
The accuracy of radiative transfer models for the derivation of solar insolation has increased sufficiently
to provide the ability to estimate electric-power generation at the utility scale [23–30].

In 2017, the Korea Institute of Energy Research (KIER) modified the original UASIBS model into
the UASIBS-KIER model in order to derive solar insolation over the Korean Peninsula by using satellite
imagery from the geostationary Communication, Ocean, and Meteorological Satellite (COMS), operated
by the Korea Meteorological Administration (KMA). The KMA produces solar irradiance data on
a routine basis, based on a simple radiative transfer model [31]. Kim et al. [32] compared downwelling
surface shortwave radiation from the KMA with those from the UASIBS-KIER model against ground
observations. In their research, modeling performance improved with the use of UASIBS-KIER model.
Recently, machine learning techniques have been employed for the derivation of solar irradiance data
from the COMS satellite [33]. In Asia, the multi-channel sensor embedded satellite HIMAWARI-8
was launched in October 2014. With imagery from visible channels, there have been several efforts to
determine solar insolation by using HIMAWARI-8 [34–37]. For example, Damiani et al. [34] concluded
that a good agreement was found between satellite and ground-based data, with a mean bias in the
range of 20–30 W·m−2 and a root mean square error of 70–80 W·m−2. However, their results were
dependent on the time step employed for the evaluation. Peng et al. [37] employed an artificial neural
network, and showed that the determination coefficient is 0.9 for hourly estimates and observations
over China.

On 5 December 2018, the KMA launched the new geostationary satellite, GEO-KOMPSAT-2A
(GK–2A), following on from the COMS satellite. Accordingly, the UASIBS-KIER model (originally
optimized for the COMS platform) must be updated. Therefore, the primary purpose of this study is
to modify the UASIBS-KIER model to employ the GK-2A images, and to a lesser extent, to compare the
outcome with existing models. In this study, downwelling surface shortwave radiation of two routine
products from Korea and Japan are used for further evaluation. This is because the specification of the
multi-channel sensors embedded in the GK-2A satellite is similar to that of the HIMAWARI platform.
As highlighted by Damiani et al. [34], the error statistics of evaluation changed based on the timescale.
At the utility scale for solar power generation, the plane of array irradiance is required at the minute
scale to control the photovoltaic system with high accuracy [38]. This study therefore aims to estimate
instantaneous solar irradiance in near real-time (i.e., at time slots corresponding to the acquisition time
of the satellite images over the Korean Peninsula). To accomplish this goal, the UASIBS-KIER model is
modified to derive solar irradiance over the Korean Peninsula with the GK-2A. In this paper, we focus
on validating satellite estimates from the UASIBS-KIER model series and other models by compared
to in situ measurements. Section 2 introduces the satellite platform employed in this study and the
derivation models are explained in Section 3. Section 4 describes how to evaluate the satellite derived
solar irradiance against the ground observation and the evaluation is made in Section 5. Further
analysis is discussed in Section 6, while Section 7 provides a summary of major findings from the study.
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2. Satellite Imagery

2.1. COMS

The first generation of the Korean meteorological geostationary satellite (COMS) was launched
successfully on 27 June 2010. The Meteorological Imager (MI) onboard COMS is composed of sensor,
power, and electronic modules. The MI sensor facilitates meteorological observations at five different
central wavelength channels: visible (0.67 µm); shortwave infrared (3.7 µm); water vapor (6.7 µm);
and two split-infrared (10.8 µm and 12.0 µm). The temporal resolution is approximately 27 min for the
full disk image, but the local viewer that includes the Korean Peninsula collects meteorological image
data at 15 min intervals. The horizontal resolutions of the visible and infrared channels are 1 km and
4 km, respectively. COMS was decommissioned in March 2020, due to the introduction of the new
satellite platform.

2.2. GK–2A

The official operation of the COMS is a continuance of the GK-2A, launched on 5 December 2018.
The orbital longitude is the same as COMS (128.2◦E). The key purpose of GK-2A is to detect the early
stages of dangerous weather phenomena over the Asia-Pacific region and to monitor climate change
and hydrological circulation. Compared with COMS, the GK-2A includes the Advanced Meteorological
Imager (AMI), which contains 16 different wavelengths to enable monitoring of diverse weather. There
are four visible reflectance channels to produce true color images, at 0.47, 0.51, 0.64, and 0.86 µm.
Two near infrared channels are also available at 1.3 and 1.6 µm. The spectral range from 3.8 to 13.3 µm
at central wavelengths is divided into 10 infrared channels. The spatial resolution is 1 km for visible
channels (except the red color channel), with 500 m for 0.64 µm. All infrared channels, including
near infrared and shortwave infrared wavelengths, are represented as 2 × 2 km2 grid cells. Temporal
resolution is improved when compared to COMS. Scanning time is approximately 10 min for the full
disk image, and therefore AMI can collect images over the Korean Peninsula every 2 min. Figure 1
shows the domain of GK-2A covering the Korean Peninsula.

2.3. HIMAWARI-8/9

The Japanese Meteorological Agency (JMA) launched HIMAWARI–8 in October 2014 and began
operation in July 2015. To ensure the stability of the satellite observation system, JMA also launched
HIMAWARI-9 (in November 2016) for use as a stand-by system, beginning operation from March
2017. JMA enables continuous operation of HIMAWARI-8/9 at approximately 140.7◦E, covering the
Far East Asian and Western Pacific regions as an alternative to the previous satellites in the GMS and
MTSAT series.

For the dedicated meteorological mission, HIMAWARI-8/9 has a new payload, called Advanced
HIMAWARI Imager (AHI), of a similar specification to the AMI onboard the GK-2A, the only difference
being 1.3 and 2.3 µm in near infrared channels. Table 1 lists the central wavelengths and corresponding
spatial resolution. The temporal resolution is also similar to GK-2A, at 10 min for the full disk and
2.5 min for the Japanese Islands. The target area of the HIMAWARI-8/9 for the Japanese Islands is
illustrated together with the GK-2A domain in Figure 1, indicating that the satellite imagery from the
two platforms (GK-2A and HIMAWARI-8/9) is appropriate for the evaluation of data quality regarding
their outputs, in addition to modeling performance.
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indicate the location of Yonsei University, Seoul National University (SNU) station, Osan rawinsonde
site and Fukuoka (FUA) station, respectively, in the highlighted map.

Table 1. Summary of central wavelength and the corresponding resolution from GK-2A and
HIMAWARI-8/9 satellites.

Central Wavelength (µm)
Spatial Resolution (km)

GK-2A HIMAWARI-8/9

0.47 1 1
0.51 1 1
0.64 0.5 0.5
0.86 1 1
1.3 2 -
1.6 2 2
2.3 - 2
3.9 2 2
6.2 2 2
6.9 2 2
7.3 2 2
8.6 2 2
9.6 2 2

10.4 2 2
11.2 2 2
12.4 2 2
13.3 2 2
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3. Satellite-Derived Solar Irradiance Models

3.1. UASIBS-KIER Model

The UASIBS-KIER model version 1.0 (hereafter V1) is optimized for the geostationary satellite,
COMS, for the Korean Peninsula. Kim et al. [32] explored the modifications of the original UASIBS
model and its performance against ground observations at instantaneous, hourly, and daily timescales.
The modeling process is provided in detail in Kim et al. [22], and is briefly explained here. A precompiled
look-up table is employed in this model to save computational expenditure [14,19,30]. The look-up
table, representing the shortwave albedo at the top of atmosphere (TOA), was generated by the
Goddard Space Flight Center Radiative Transfer Model (GSFC RTM) [39] as a function of the solar
zenith angle, surface albedo, ozone, water vapor, aerosol optical depth (AOD), and cloud optical
depth (COD) for the four cloud classes (i.e., high-, mid-, and low-level clouds, and cumulus clouds).
The vertical profile of ozone concentration is taken from the monthly average of the climatological
background datasets, summarized by Tilmes et al. [40]. The vertically integrated AOD measured at
Yonsei University (Figure 1) as part of the AErosol RObotic NEwork (AERONET) station is redistributed
at each vertical level by using an exponential distribution to parameterize the extinction coefficient
of aerosols, which is employed in the reduction of solar irradiance due to aerosol itself in the GSFC
RTM [41]. The water vapor profile is obtained from a rawinsonde launched from Osan station (Figure 1)
at 1200 UTC (2100 KST = UTC + 9) on the day before the proposed date.

After creating the look-up table, cloud detection for optically thick clouds is achieved by using
brightness temperatures at the infrared and shortwave infrared channels for coarse resolution [42].
To detect optically thin or small cloud patches within coarse grid cells, we use the difference between
the shortwave TOA albedo and the clear sky composite shortwave albedo that is determined as
a minimum value of visible reflectance for the previous 15 days [19]. Using the clear sky composite
albedo (Amin) and its standard deviation (σmin), the currently observed shortwave TOA albedo (A1)
for fine resolution in each target area is classified as being clear, obscure or overcast, according to the
following criteria:

Clear pixel: A1 < Ath,
Obscure pixel: Ath ≤ A1 ≤ 0.35
Overcast pixel: A1 > 0.35

Ath = Amin + 9σmin (1)

where Ath is the threshold value for clear pixel. The shortwave TOA albedo overcast threshold value of
0.35 is taken from the study of Pinker et al. [19]. Following the classification of each pixel in the target
area, the number of pixels in each class is counted. The obscure pixel count is redistributed into clear
and overcast counts, by weighting the number of obscure pixels by the mean shortwave TOA albedo
of the obscure pixels, according to the following procedure:

n′ovrcst = novrcst + f × nobscure (2)

n′clear = nclear + (1− f ) × nobscure (3)

f =
Aobscure −Ath

0.35−Ath
(4)

Above Aobscure is the mean shortwave TOA albedo of the obscure pixels in each target area.
After cloud detection, classification of cloud type is then performed using the cloud top pressure

(CTP) and the shortwave TOA albedo as follows: high-level cloud (50 ≤ CTP < 440 hPa and shortwave
TOA albedo < 0.6); mid-level cloud (440 ≤ CTP < 680 hPa); low-level cloud (680 ≤ CTP < 1000 hPa);
and cumulus cloud (50 ≤ CTP < 440 hPa and shortwave TOA albedo ≥ 0.6). The atmospheric
transmittance is obtained by comparing the shortwave TOA albedo between the satellite observation
and the look-up table at the given conditions of the cloud class, solar zenith angle, and surface
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albedo. Finally, solar irradiance on the ground surface is calculated by multiplying the cloud fraction,
atmospheric transmittance, and time-varying extraterrestrial solar irradiance that is corrected by the
equation of time and the Sun-Earth distance.

The National Meteorological Satellite Center (NMSC), as a part of the KMA, provides the COMS
Level-1B at visible and four different infrared channels. For the UASIBS–KIER model V1, the visible
reflectance at 0.67 µm and brightness temperatures at the shortwave infrared channel (3.7 µm), and the
infrared channel (10.8 µm) in wavelengths, are employed to distinguish between the clear and cloudy
pixels. The downwelling surface shortwave radiation is then derived through physical modeling.
Solar irradiance from the GK-2A Level-1B output is derived in a similar manner to the UASIBS-KIER
model version 1.0. Visible reflectance is taken at 0.64 µm, and brightness temperature at infrared and
shortwave infrared channels is taken from 10.4 and 3.9 µm, respectively. The UASIBS-KIER model for
the GK-2A is named version 2.0 (hereafter V2). The only difference between version 1.0 and 2.0 is the
spatial and temporal resolution (1 km vs. 0.5 km). Image quality at 0.5 km resolution is more improved
than that at 1 km, and therefore the classification of clear, obscure and overcast pixels is more clarified
when visible reflectance at 0.5 km is employed in the UASIBS-KIER model V2 with the GK-2A. Since the
spatial resolution is 500 m at 0.64 µm in the central wavelength, downwelling surface shortwave
radiation is produced, corresponding to visible reflectance at 0.64 µm. Therefore, the UASIBS-KIER
model version 1.0 estimates the downwelling surface shortwave radiation at 1 × 1 km2 grid cells,
but the updated version (2.0) can predict solar insolation at a 0.5 × 0.5 km2 grid resolution.

3.2. NMSC–INS Model

The NMSC produces three types of shortwave radiation data [43]; (1) shortwave radiation at the
TOA; (2) downwelling surface shortwave radiation; and (3) absorbed surface shortwave radiation.
The broadband albedo at the TOA is formulated by six reflectance values from channel 1 to 6 (shown in
Table 1). Atmospheric transmittance is then parameterized based on the regression model as a function
of the broadband albedo at the TOA at the level of longitude, latitude, vegetation, solar zenith angle,
satellite zenith angle, relative azimuth, and cloud detection. In the NMSC–INS model, the Santa
Barbara DISTORT Atmospheric Radiative Transfer model is employed to generate the regression
model. The NMSC operates the NMSC–INS model during daytime, which means that both the solar
zenith angle and the satellite zenith angle are lower than 70◦. Temporal resolution is the same as the
UASIBS–KIER model version 2.0, but spatial resolution is 2 km, which is four times coarser than the
UASIBS–KIER model.

3.3. JAXA–INS Model

The Japanese Aerospace eXploration Agency (JAXA) Earth Observational Research Center has
distributed the HIMAWARI-8/9 Level-2 datasets using Level-1 data provided by the JMA through the
P-Tree system (https://www.eorc.jaxa.jp/ptree/index.html). JAXA produces data for shortwave surface
radiation and photosynthetically available radiation (PAR) for the region (24–50◦N, 123–150◦E),
including the Japanese Islands and the Korean Peninsula, at a 1 km resolution. The temporal
resolution differs for the timescale. Solar irradiance is estimated every 10 min at Level-2, and hourly,
daily, and monthly outputs are generated for Level-3. The research of Frouin and Murakami [44] is
used to derive the solar irradiance from the HIMAWARI-8/9 Level-1. The primary purpose of their
study is to estimate the PAR in the spectral range from 400 to 700 nm. However, the PAR model in
their study can be extended to derive the downwelling surface shortwave radiation in the algorithm.

Frouin and Murakami [44] assumes the plane-parallel atmosphere and decoupling between
clear and cloudy skies. In their study, clear sky solar irradiance is defined with the assumption of
a non-reflecting surface:

S0 cos(θs)TdTg (5)

https://www.eorc.jaxa.jp/ptree/index.html
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where θs and S0 are solar zenith angle and solar constant, respectively; Td is the clear sky transmittance
for diffused components; and Tg is the gaseous transmittance for Rayleigh scattering. Incoming solar
irradiance is more diminished by the extinction of irradiance due to cloud or ice particles passing
through the cloud layer. Consequently, solar irradiance in the cloudy sky is more complicated
to parameterize:

S0 cos(θs)TdTg
(1−A)

(1−As)(1− SaA)
(6)

Here, As is the ground surface albedo; and Sa and A are the spherical and cloud/ice albedo,
respectively. The transmittance and albedo values are formulated in detail in Frouin and Murakami [44].
The evaluation of their PAR estimates against Sea-viewing Wide Field-of-View Sensor (Sea WiFS)
estimates showed that the relative Root Mean Square Error (RMSE) are 22, 13, and 8% for daily, weekly,
and monthly time scales, respectively.

4. Data and Error Metrics

4.1. Research Area and Ground Observations

The research area is limited to the Korean Peninsula (32–44◦N, 124–132◦E) and part of the Japanese
Islands (Figure 1), except the UASIBS-KIER model V1, which was operated over the South Korea
(32–48◦N, 124–130◦E). This study uses in situ measurements from the Seoul National University station,
operated by KIER and Fukuoka station as a part of the Baseline Surface Radiation Network (BSRN).
BSRN is a component project of the Global Energy and Water Cycle Experiment (GEWEX), operating
under the aegis of the World Climate Research Programme (WCRP), to evaluate satellite derived
solar irradiance [45]. The geographic details are listed in Table 2, which introduces global horizontal
irradiance (GHI), direct normal irradiance (DNI), and diffuse horizontal irradiance (DHI) measured by
pyranometer and pyrheliometer at all stations. FUA station is out of domain from the UASIBS-KIER
model V1 and therefore quantitative analysis for the UASIBS-KIER model V1 is not made at FUA
station. Data quality control is conducted before the evaluation according to the criteria presented in
Gueymard and Ruiz-Arias [46].

Table 2. Summary of geographical details for each station with observed variables. The full title of
measurements is explained in the main text.

Station Latitude (◦N) Longitude (◦E) Elevation (m) Measurements

SNU 37.4549 126.9504 55 GHI, DNI, DHI
FUA 33.5820 130.3750 3 GHI, DNI, DHI
YSU 37.5640 126.9350 97 AOD
Osan 37.1000 127.0300 52.0 Rawinsonde

The data points are accepted when all following conditions are satisfied:

(a) θs < 75◦

(b) GHI > 0 and DHI > 0 and DNI ≥ 0
(c) DNI < 1100 + 0.03h
(d) DNI < S0n

(e) DHI < 0.95S0n cos1.2 h + 50
(f) GHI < 1.50S0n cos1.2 h + 100

(g)
∣∣∣∣DNI cosθs+DHI−GHI

GHI

∣∣∣∣ < 0.05

(h) DHI
GHI < 1.05 when GHI > 50 and θs < 75◦

(i) DHI
GHI < 1.10 when GHI > 50 and θs > 75◦
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Here, h is the terrain height listed in Table 2 and S0n is the extraterrestrial irradiance on a normal
surface. In a given condition (a), Gueymard and Ruiz-Arias [46] set the threshold value for θs as 85◦.
However, we reduced the threshold value to 75◦, because the solar irradiance measured at low sun
elevations is occasionally contaminated by solar reflection and beam blocking due to the surrounding
buildings at the SNU station [47]. Measurements are made each minute, which is sufficient for the
validation of the instantaneous estimates. Measurements are then averaged into hourly and further
daily mean solar irradiance. The investigation period covered 1 October to 31 December 2019.

4.2. Error Metrics

The GHI estimates are evaluated against the ground observation stations for the instantaneous
time scale. For the sake of simplicity, this study defines the observed (ktm) and modeled (ktf) clear sky
indices as follows:

ktm =
GHIo

GHIc
(7)

kt f =
GHIe

GHIc
(8)

where GHIo, GHIe, and GHIc indicate the observed GHI, the estimated GHI, and the estimated clear
sky GHI, respectively. The primary error metrics for GHI estimations are the determination coefficient
(γ2), Mean Bias Error (MBE) (Equation (9)), and the Root Mean Square Error (RMSE) (Equation (10)).
The secondary error metrics for comparative modeling performance between all of the models are the
relative MBE (rMBE) (Equation (11)) and the relative RMSE (rRMSE) (Equation (12)):

MBE =
1
N

N∑
i=1

(GHIe −GHIo) (9)

RMSE =

√√√
1
N

N∑
i=1

(GHIe −GHIo)2 (10)

rMBE =
1
N

N∑
i=1

(kt f ,i − ktm,i) (11)

rRMSE =

√√√√
1
N

N∑
i=1

(kt f ,i − ktm,i)

2

(12)

Relative error metrics as a percentage of maximum total irradiance are already introduced in
Mathiesen et al. [48], and more recently in Bueso et al. [49], to validate the variability from the clear
sky irradiance. These error metrics are compared quantitatively, regardless of changes in maximum
irradiance due to the solar diurnal variation, geographic position, and time of year.

5. Results

5.1. Instantaneous Evaluation

DHI is sometimes much higher than GHI at an instantaneous timescale, which is referred to as
overirradiance or cloud enhancement [50–52]. This is due to the reflection of solar radiation at the
edges of clouds. This study eliminates pairs of estimates and observations from the analysis when the
ktm is higher than 1.1 to avoid the overirradiance. The GHI measured by pyranometer is averaged
over 10 min intervals centered on the acquisition time of the satellite imagery provided by COMS,
GK-2A, HIMAWARI-8/9, for comparison with the GHI estimates, because the COMS MI sensor takes
27 min to scan the entire field of view of the target area. Previous studies [22,32] separately validated
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the instantaneous GHI estimates for clear and cloudy skies. Therefore, this study also follows the same
threshold value of ktm, as described in Kim et al. [22]. The clear sky is determined when ktm > 0.9,
otherwise, the cloudy sky is determined.

Two examples of the instantaneous GHI estimates are provided in Figure 2 with ground
observations at the SNU and FUA stations. The behavior of GHI estimates are approximately similar
between V1 and V2 of the UASIBS-KIER model. This makes sense because the look-up table for the
clear sky is generated by GSFC RTM with the same ancillary data (AOD, O3 and water vapor profiles),
regardless of the UASIBS-KIER model version. The JAXA-INS model estimates that the GHI is larger
than observed in the SNU station. In the study of Frouin and Murakami [44], clear sky GHI is dependent
itself on clear sky transmittance. Uncertainties of AOD appear to influence the large deviation from
ground data at the SNU station. Additionally, the NMSC-INS model produces a negative bias at noon,
which means that the GHI is attenuated due to the clouds. However, the infrared image at 10.5 µm
shows that there are no clouds near the SNU area at 1200 KST of 11 October 2019. The NMSC-INS
model is also consistent with the clear sky (Figure 3b). Underestimation of GHI implies that the
NMSC-INS model has a critical issue in the estimation of clear sky GHI in the middle of the day.
Moreover, all models produce the clear sky or generate higher values of GHI estimates near the SNU
station, whereas only the UASIBS-KIER model detects optically thick cloud bands in the southwest
of the SNU station (see Figure 3a for reduced GHI values over the C area, compared with the clear
sky GHI). The NMSC–INS model estimates the reduced GHI, but it does not result directly from the
extinction due to cloud droplets. In Figure 3c, there are several pixels where the GHI is lower than
620 W·m−2 when the sky is clear. This appears to be associated with the surface albedo. More detail is
provided in the following discussion section.
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Figure 2. Instantaneous GHI observations (dashed line) and estimates from the UASBIS-KIER model
V2 (blue), V1 (magenta), the NMSC-INS model (light blue) and the JAXA-INS model (grey) in
11 October 2019 at the SNU station (a) and in 31 October 2019 at the FUA station (b) for the clear sky as
a function of the Korean Standard Time.
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Figure 3. Horizontal distribution of (a) brightness temperature (K) at 10.5µm and GHI estimates (W·m−2)
at 1200 KST of 11 October 2019 over the SNU station from (b) UASIBS-KIER model V2, (c) NMSC-INS
model, and (d) JAXA-INS model. The mark X is the location of SNU station. A, B, C regions indicate
the cloudy pixels in each panel.

As illustrated in Figure 2b, a similar behavior of the NMSC-INS model is seen in FUA,
with estimated GHI lower than that observed at noon. Contrastingly, GHI is overestimated when
sun elevation is low at both stations. Contrary to the NMSC-INS model, other estimates from the
UASIBS–KIER and JAXA-INS models are consistent with the observed GHI. Therefore, the retrieval
process needs to be fixed for it to be improved for the NMSC-INS model to capture the GHI when the
sky is clear (Figure 4).

The time series of GHI estimates in the cloudy skies is provided in Figure 5, which shows that the
UASIBS-KIER model V2 estimates the GHI that is most consistent with the observed GHI. Despite the
similar behavior of GHI estimates between V1 and V2 of the UASIBS-KIER model, the previous version
overestimates the GHI when compared to observations at the SNU station. The JAXA-INS model
estimates the cloudy sky GHI in the morning and then clear sky GHI in the afternoon. However, there
are positive biases for the all-day data. This is mirrored in Figure 2, which means that the uncertainties
of AOD, in addition to the water vapor mixing ratio, creates the large bias at the SNU station. At 1000
KST of 14 October 2019, the NMSC-INS model does not predict the cloudy sky GHI estimates even
if the cloudy sky GHI is observed at the SNU station. This is due to the failure of cloud detection.
As illustrated in Figure 6, the brightness temperature at 10.5 µm implies that cloud layer covers the sky
over the SNU station. The direct comparison of the UASIBS-KIER and NMSC-INS models reveals
a distinct difference in the cloud fraction. The finer spatial resolution of the UASIBS-KIER model
enables the description of cloud microphysical characteristics to a greater extent than the NMSC-INS
model. This is the case when comparing the spatial resolution between the UASIBS-KIER model V2
and the NMSC-INS model. The coarse resolution of the NMSC-INS model appears to fail to detect
the cloud system at the SNU station. The JAXA-INS model employs cloudy sky data when deriving
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the GHI. The cloudy sky GHI at FUA is estimated by all models (Figure 7), and the best performance
is found with the UASIBS-KIER model V2 (Figure 5b). However, the NMSC-INS model performed
worse in any given example. Consequently, the dual detection system of cloud pixels is the major
difference between the UASIBS-KIER model and the other derivation models. We will discuss the
detection procedure for small clouds in the following section.
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Figure 5. Instantaneous GHI observations (dashed line) and estimates from the UASBIS-KIER model
V2 (blue), V1 (magenta), the NMSC-INS model (light blue) and the JAXA-INS model (grey) on
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Figure 6. Horizontal distribution of (a) brightness temperature (K) at 10.5 µm and GHI estimates
(W·m−2) at 1000 KST of 14 October 2019 over the SNU station from (b) UASIBS-KIER model V2,
(c) NMSC-INS model and (d) JAXA-INS model. The mark X is the location of the SNU station.
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Figure 7. Horizontal distribution of (a) brightness temperature (K) at 10.5 µm and GHI estimates
(W·m−2) at 1200 KST of 1 October 2019 over the FUA station from (b) UASIBS-KIER model V2,
(c) NMSC-INS model and (d) JAXA-INS model. The mark X is the location of the FUA station.

Figure 8 shows scatter plots of all sky GHI estimates together with GHI measurements at the
SNU station during the investigation period. All estimates from all models (except NMSC-INS) are
highly correlated with the observations: γ2 = 0.93 for the UASIBS-KIER model V1; γ2 = 0.90 for
the UASIBS-KIER model V2; γ2 = 0.82 for the NMSC-INS model; and γ2 = 0.89 for the JAXA-INS
model. In Figure 8b,c, NMSC-INS and JAXA-INS models generate cloudy sky GHI estimates that are
positively biased for the GHI measured lower than 500 W·m−2, resulting in a larger intercept than the
UASIBS-KIER model series. The dispersion of GHI pairs is smaller when sky is determined to be clear.
This is understandable, as it is more complicated to parameterize the extinction of solar irradiance
owing to cloud droplets or ice particles [53–56]. Furthermore, there are fewer deviations from the
clear sky GHI in the UASIBS-KIER model series when compared to other models (i.e., NMSC-INS
and JAXA-INS). The negative biases of clear sky GHI identified in Figure 8c,d might be due to the
difference of spatial resolution that results in a failure to determine the clear sky. This will be discussed
in greater detail in Section 6. The characteristics of biases for the GHI estimates from all derivation
models are also found in the FUA station (see Figure 9).

The error statistics at instantaneous GHI estimates are summarized in Tables 3 and 4 for the SNU
and FUA stations, respectively. The MBE between the instantaneous estimates and observations is
−3.1 W·m−2 for the UASIBS-KIER model V2 (shown in Figure 8). For the clear sky GHI estimates,
the rRMSE values are very similar for the series of the UASIBS-KIER model: 4.8% for V2 and 4.6%
for V1. Contrastingly to the UASIBS-KIER model, on average, the NMSC-INS model produces the
clear sky GHI with a rRMSE of 12.8%, which is attributed to the large dispersion of clear sky GHI
estimations in Figure 8b. Similarly, the rRMSE from the JAXA-INS model is 12.9%. However, rMBE in
the JAXA-INS model is two-times larger than that of the NMSC-INS model: 9.2% for the JAXA-INS
model, but 4.4% for the NMSC-INS model. Higher bias might imply that bias correction could improve
the error statistics. For example, Kim et al. [57] found the correction factor as a function of solar
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zenith angle and then improved the results. In addition, the approximate GHI estimates are positively
biased against the ground observations at the SNU stations (as shown in Figure 8d). Consequently,
the JAXA-INS model could be referred to as being a better model than the NMSC-INS model if it were
to be corrected.
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Figure 8. Scatter plot of the instantaneous GHI observations and estimations from the UASIBS-KIER
model V2 (a), V1 (b), the NMSC-INS model (c), and the JAXA-INS model (d) at the SNU station.
The slope and intercept of linear regression is given together with the determination coefficient in each
panel. Red dashed line indicates the reference regression.
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Figure 9. Scatter plot of the instantaneous GHI observations and estimations from the UASIBS-KIER
model V2 (a), the NMSC-INS model (b), and the JAXA-INS model (c) at the FUA station. The slope
and intercept of linear regression is given together with the determination coefficient in each panel.
Red dashed line indicates the reference regression.

The rRMSE values at cloudy sky are higher those at clear sky, which means that the relationship
between cloud microphysics and the radiative transfer process is still complicated. After updating the
UASIBS-KIER model to V2, the rRMSE is reduced from 19.2% to 14.5% at the SNU station. Even if the
NMSC-INS model employs the same images as the UASIBS-KIER model, the modelling performance
is quite different between the two models. For the UASIBS-KIER model V2 and NMSC-INS models,
rRMSE values are 14.5% and 27.3%, respectively. The rRMSE value is far higher in the NMSC-INS
model than in the previous version of the UASIBS-KIER model. It appears that a simple regression
model, which is used in the NMSC–INS model, has the limitation to parameterize either transmittance
or extinction of solar irradiance.

The behavior of error statistics is similar between the two observation stations (SNU and FUA)
(Table 4). The most effective model is the UASIBS-KIER model V2 for both clear and cloudy sky.
The JAXA-INS model shows better results at the FUA station than the SNU station: MBE is only
5.1 W·m−2. This is attributable to optimized transmittance based on local meteorological characteristics
in Japan. In a similar manner, the UASIBS-KIER model V2 performs worse at the FUA station than



Remote Sens. 2020, 12, 2149 16 of 30

the SNU station with the rRMSE raised to 13.1% for all sky conditions. A previous study made
by Damiani et al. [34], who derived solar irradiance by using HIMAWARI-8/9 and Comprehensive
Analysis Program for Cloud Optical Measurement algorithm, showed that the RMSE values for the
instantaneous GHI observations ranged from 79 to 105 W·m−2 for Chiba, Fukue, Hedo, Miyako in
Japan in 2016.

Table 3. Error statistics of instantaneous GHI estimations from all models during the investigation
period at the SNU station. The ‘n’ is number of samples.

MBE (W·m−2) RMSE (W·m−2) rMBE (%) rRMSE (%) n

UASIBS-KIER Model V2

Clear Sky −2.8 22.8 −0.59 4.8 1536
Cloudy Sky −3.3 65.3 −0.74 14.5 1798

All Sky −3.1 52.1 −0.67 11.3 3334

UASIBS-KIER model V1

Clear Sky −4.0 21.9 −0.84 4.6 822
Cloudy Sky 12.1 86.3 2.7 19.2 974

All Sky 5.5 62.7 1.2 13.6 1796

NMSC-INS Model

Clear Sky 22.4 65.0 4.4 12.8 1379
Cloudy Sky 99.2 131.5 20.6 27.3 1460

All Sky 62.8 106.3 12.7 21.5 2839

JAXA-INS Model

Clear Sky 44.4 62.2 9.2 12.9 1496
Cloudy Sky 66.9 109.1 15.2 24.8 1752

All Sky 56.9 92.7 12.4 20.2 3248

Table 4. Error statistics of instantaneous GHI estimations from all models during the investigation
period at the FUA station. The ‘n’ is number of samples.

MBE (W·m−2) RMSE (W·m−2) rMBE (%) rRMSE (%) n

UASIBS-KIER Model V2

Clear Sky −11.7 27.0 −2.3 5.3 1492
Cloudy Sky −20.3 78.9 −4.1 15.9 2427

All Sky −17.0 65.6 −3.4 13.1 3919

NMSC-INS Model

Clear Sky 1.8 53.2 0.33 9.8 1331
Cloudy Sky 89.4 130.3 16.8 24.5 2011

All Sky 54.7 107.2 10.2 20.0 3342

JAXA-INS Model

Clear Sky 5.1 38.2 1.0 7.5 1455
Cloudy Sky 47.4 106.0 9.7 21.7 2362

All Sky 31.8 87.8 6.4 17.7 3817

5.2. Hourly Evaluation

The comparison of hourly mean GHI estimations with observations is conducted by averaging
the instantaneous pairs for each hour at two ground stations. Figure 10 shows the scatter plots of
the GHI, estimated by four derivation models and measurements at the SNU station every hour.
The determination coefficients of linear regressions are all higher than 0.90. In general, error statistics
improve with the timescale due to the offset of biases while averaging. The research series of
Kim et al. [22,32,58] showed that the RMSE was reduced as timescale increased. The slope of linear
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regression in the NMSC-INS model is 0.74, implying positive biases for the lower GHI observations
(Figure 10c). As accounted for in the previous section, the JAXA-INS model estimates solar irradiance
that is positively biased for all hours. Similar characteristics are also found in the FUA station,
as illustrated in Figure 11. The positive biases produced by the JAXA-INS model are eliminated at the
FUA station.Remote Sens. 2020, 12, x FOR PEER REVIEW 17 of 29 
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Figure 10. Scatter plot of the hourly mean GHI observations and estimations from the UASIBS-KIER
model V2 (a), V1 (b), the NMSC-INS model (c) and the JAXA-INS model (d) at the SNU station.
The slope and intercept of linear regression is given together with the determination coefficient in each
panel. Red dashed line indicates the reference regression.
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Figure 11. Scatter plot of the hourly mean GHI observations and estimations from the UASIBS-KIER
model V2 (a), the NMSC-INS model (b) and the JAXA-INS model (c) at the FUA station. The slope and
intercept of linear regression is given together with the determination coefficient in each panel. Red
dashed line indicates the reference regression.

Table 5 summarizes the error statistics for hourly GHI estimates at the SNU and FUA stations.
The UASIBS-KIER model V2 only produces the negative biases on averages. The largest rRMSE
values are found in the NMSC-INS model at all stations: 20.4% at SNU station and 18.3% at the FUA
station. The hourly mean or total GHI is useful for the estimation of solar power generation from
photovoltaic systems because variability in solar irradiance is a prominent barrier to the extending
of renewable energy. The nominal RMSE, which is defined as the ratio of RMSE to maximum solar
irradiance, is widely used in energy research [49]. Assuming that the maximum solar irradiance is
800 W·m−2 during the investigation period, the nominal RMSE values are 4.8%, 7.4%, 12.1%, and 9.8%,
for the UASIBS-KIER model V1, V2, NMSC-INS, and JAXA-INS models, respectively. The Korea
Power eXchange (KPX) plans to offer an incentive to renewable energy providers who accomplish
the reliable daily forecast of solar power generation. The threshold value of the nominal RMSE is
10% for the day ahead of forecast [59]. The nominal RMSE of the NMSC-INS model is higher than
the threshold value set by KPX, even if the hourly mean GHI estimates are taken from the remote
sensing outputs. In contrast, the UASIBS-KIER model V2 generates the lowest rRMSE at the two
stations. In comparison with the previous studies, Letu et al. [36] evaluated the JAXA-INS model
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against ground observations operated by Chinese Meteorological Administration (CMA) and then
mentioned that average of RMSE values is 101.86 W·m−2 for 33 CMA stations in 2016. More recently,
Peng et al. [37] improved modeling performance through the artificial neural network to derive the
solar irradiance from the HIMAWARI-8/9 over China. In their study, RMSE values were 88.86 W·m−2

for the hourly time scale.

Table 5. Error statistics of hourly mean GHI estimates from all models during the investigation period.

MBE (W·m−2) RMSE (W·m−2) rMBE (%) rRMSE (%) n

SNU Station

UASIBS-KIER model V2 −2.9 38.9 −0.65 8.8 631
UASIBS-KIER model V1 7.5 59.0 1.7 13.3 645

NMSC-INS model 66.6 97.0 14.0 20.4 554
JAXA-INS model 57.0 78.1 13.0 17.8 643

FUA Station

UASIBS-KIER model V2 −15.6 47.7 −3.3 10.1 750
NMSC-INS model 59.6 94.0 11.6 18.3 654
JAXA-INS model 33.4 66.7 7.1 14.2 759

5.3. Daily Evaluation

The daily GHI aggregates are determined by the integration of hourly accumulations from the in
situ measurements and estimations for any given day. The scatter plots shown in Figures 12 and 13
indicate that the daily mean GHI estimates from the UASIBS-KIER model series are in good agreement
with the observed GHI values. However, the NMSC-INS and JAXA-INS models are biased in a similar
manner to the hourly mean GHI estimates. Table 6 lists the negative MBE averages that were produced
by the UASIBS-KIER model V2 for all individual ground stations. The rMBE averages are −0.66% and
−4.0%, which correspond to −3.0 W·m−2 and −19.7 W·m−2 at the SNU and FUA stations, respectively.
Negative biases are observable for the daily accumulated GHI in other studies [60–62]. For example,
Baek et al. [60] showed that the MBE for daily mean estimations are −28.47 W·m−2 and −25.51 W·m−2

at two different flux towers.
For all of the individual stations, the UASIBS-KIER model V2 yields the most reliable estimates:

4.5% at the SNU station and 6.0% at the FUA station. In contrast, the direct comparison between the
two models shows that the NMSC-INS model has a limitation when estimating the solar insolation
on the ground because the rRMSE values exceed 10% for all stations (Table 6). Therefore, the daily
aggregates from the UASIBS-KIER model V2 can be employed to build the solar resource map.

Table 6. Error statistics of daily mean GHI estimates from all models during the investigation period.

MBE (W·m−2) RMSE (W·m−2) rMBE (%) rRMSE (%) n

SNU Station

UASIBS-KIER model V2 −3.0 20.4 −0.66 4.5 86
UASIBS-KIER model V1 5.0 27.3 1.1 6.0 88

NMSC-INS model 55.3 68.8 11.4 14.2 85
JAXA-INS model 50.2 57.8 11.2 12.9 86

FUA Station

UASIBS-KIER model V2 −19.7 29.6 −4.0 6.0 91
NMSC-INS model 45.5 57.2 8.6 10.8 90
JAXA-INS model 25.4 32.3 5.2 6.6 91
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Figure 13. Scatter plot of the daily mean GHI observations and estimations from the UASIBS-KIER
model V2 (a), the NMSC-INS model (b) and the JAXA-INS model (c) at the FUA station. The slope and
intercept of linear regression is given together with the determination coefficient in each panel. Red
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6. Discussion

The quantitative evaluation of the GHI estimates against the observations for the different time
scales indicates that the UASIBS-KIER model with fine spatial resolution performs better than that
with coarse resolution. We will now discuss the effects of horizontal resolution on the performance
of modeling when deriving solar irradiance. As illustrated in Figure 6, the failure of cloud detection
for small clouds or cloud edges leads to critical problems, resulting in a large deviation of the GHI
estimated by the models. The contingency tables for both clear and cloudy skies at the SNU and FUA
stations are provided in Table 7. The classification of clear sky is one of a set of possible events that
may happen, which means that it is categorized as a “yes/no” forecast or estimate, i.e., the event will
or will not occur. The threshold values for a clear sky are 0.9 of ktm and ktf for the observation and
estimates, respectively (a clear sky is recognized when ktm > 0.9).
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Table 7. Contingency table of the clear sky detection by all models at the SNU station.

Observation

SNU Station FUA Station

Clear Sky Cloudy Clear Sky Cloudy

Es
ti

m
at

io
ns

UASIBS-KIER model V2
Clear Sky 1510 29 1438 35

Cloudy 26 1769 54 2392

UASIBS-KIER model V1
Clear Sky 812 100

Cloudy 10 874

NMSC-INS model
Clear Sky 1284 447 1232 308

Cloudy 95 1013 99 1703

JAXA-INS model
Clear Sky 1444 507 1382 353

Cloudy 52 1245 73 2009

When the sky is observed as being cloudy, models sometimes determine the pixels as clear sky.
To clarify the performance of cloud detection, we list the hit rate (HR) and false alarm rate (FAR) for
the clear sky in Table 8. HR is defined as the simple fraction of the estimated event, whereas FAR is
that proportion of estimated events that fail to happen. On average, the HR value of the NMSC-INS
model is the lowest. However, the opposite is true for the UASIBS-KIER model V2, in which HR is
higher than 0.98 at the SNU station. When updating the UASIBS-KIER model to V2 with the new
satellite platform, HR increases but FAR decreases. The lowest FAR is found in the UASIBS-KIER
model V2 in both stations, which means that this model is the most reliable. The direct comparison
of the NMSC-INS and JAXA-INS models shows that the FAR values are similar, but the NMSC-INS
model estimates the GHI with an rRMSE higher than the JAXA-INS model. This means that there is no
large discrepancy for the detection of cloud pixels between the two models, but the JAXA-INS model
formulates the extinction of incoming solar irradiance more elaborately.

Table 8. Summary of Hit Rate and False Alarm Rate (FAR) estimated by all models for the clear sky at
the SNU station.

UASIBS-KIER
Model V2

UASIBS-KIER
Model V1

NMSC-INS
Model

JAXA-INS
Model

SNU Station

Hit Rate 0.98 0.94 0.81 0.83
FAR 0.019 0.11 0.26 0.26

FUA Station

Hit Rate 0.98 - 0.88 0.89
FAR 0.024 - 0.20 0.20

Compared to the clear sky, the NMSC-INS model estimates the lower GHI during the middle of
day, compared to the clear sky GHI (see Figure 2). The time series of GHI estimates at the instantaneous
timescale, averaged over three months from October to December 2019, are shown in Figure 14.
In a similar manner to a single example (Figure 2), the products from the UASIBS-KIER models agree
with the GHI averages measured at the SNU station. However, the JAXA-INS model generates positive
biases against the ground observation. At the FUA station, the opposite is true for the JAXA-INS
model, which shows good agreement with the observation for the JAXA-INS model. Even in clear
sky, the NMSC-INS model generates the lower GHI estimations during the day, but positive biases
are seen at low sun elevations. Figure 3 shows the horizontal distribution of GHI estimates near
SNU station. Unlike the other models, only the NMSC-INS model does not show homogeneous GHI
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distribution for the clear sky pixels. This can be attributed to the formulation of downwelling surface
shortwave radiation as a function of surface albedo in the NMSC-INS model [43]. The extension of
GHI distributions into the Korean Peninsula also indicates that the GHI estimates are lower in the
NMSC-INS model than in the other models over the northern part of the Korean Peninsula, even when
sky is clear. This is because the surface albedo plays a role in reducing incoming solar irradiance
(Figure 15).
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Figure 14. Time series of instantaneous GHI observations (dashed line) and estimates from the
UASIBS-KIER model V2 (blue), V1 (magenta), the NMSC-INS model (light blue) and the JAXA-INS
model (grey) averaged over the investigation period from October to December 2019 at the SNU (a) and
FUA (b) station.
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Figure 15. Horizontal distribution of (a) brightness temperature (K) at 10.5 µm and GHI estimates
(W·m−2) at 1200 KST of 11 October 2019 over the Korean Peninsula from (b) UASIBS-KIER model V2,
(c) NMSC-INS model and (d) JAXA-INS model.

The discussion now addresses the difference in the number of samples between the NMSC-INS
model and the UASIBS-KIER model V2. Table 2 lists the missing data as 156 and 338 for the clear
and cloudy skies, respectively, when compared to the UASIBS-KIER model V2. Figure 16 shows the
frequency distribution of missing data for the solar zenith angle. Most of the missing data occurred
in the 70–80◦ bin, which is understandable due to the NMSC-INS model, which only operates when
the solar zenith angle is lower than 70◦. Nevertheless, there remains 66 missing data counts in the
cloudy sky for the solar zenith angle lower than 70◦. These missing data are due to the treatment of
Not a Number for the deep cloud layer. Figure 17 is evidence for the Not a Number problem when
deep cloud layer exists. Cloud bands pass through the Korean Peninsula, but solar irradiance is not
retrieved at some pixels. More recently, RGB true color imagery shows that the deep cloud system
is located over the northern part of the Korean Peninsula. However, GHI estimations are not made
over these cloud pixels. Therefore, the NMSC-INS model has a critical limitation in building the solar
resource map for the resource assessment.
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7. Conclusions

The new satellite platform, GK-2A, was launched by the Korea Meteorological Administration
on 5 December 2018, to replace the official operation of the COMS. The GK-2A includes the AMI
sensor, which has a spectral range similar to the AHI included in HIMAWARI-8/9. The UASIBS-KIER
model for deriving the downwelling surface shortwave radiation was updated to employ visible and
infrared imagery from the GK-2A. The Korean Peninsula is covered by the field of view from the
both GK-2A and HIMAWARI-8/9. Therefore, we can compare the satellite-derived solar irradiance
between the UASIBS–KIER model with the GK-2A and the JAXA-INS model with the HIMAWARI-8/9
against instantaneous ground observations at Seoul National University, operated by the KIER and
Fukuoka station as part of the BSRN from October to December, 2019. In addition, this study attempts
to evaluate the NMSC-INS model that is operated by KMA, compared to UASIBS-KIER model series
and JAXA-INS model.

An evaluation at the instantaneous timescale was conducted separately for the clear and cloudy
skies. For the clear sky, the RMSE normalized to the clear sky GHI are recorded at the SNU station as
4.8%, 12.8%, and 12.9% for the UASIBS-KIER model V2, the NMSC-INS model, and the JAXA-INS
model, respectively. When compared to the cloudy sky GHI estimates at the SNU station, the difference
of modeling performance between all models becomes clearer. The lowest rRMSE value is seen at
the UASIBS-KIER model V2, but the NMSC-INS model, operated by the KMA, estimates the GHI
observations with the largest rRMSE. The primary difference between the UASIBS-KIER model V2 and
V1 is the spatial and temporal resolution, and the data quality of the sensor itself. The rRMSE value is
reduced from 19.2% to 14.5% when updating the UASIBS-KIER model because the cloud detection
procedure occasionally failed to detect small cloud patches even with 1 × 1 km2 grid cells. The local
meteorological conditions that are employed to derive the solar irradiance from the satellite imagery
sometimes affect the modeling performance. The direct comparison of GHI estimates between the
UASIBS-KIER model V2 and the JAXA-INS model provides good evidence of this effect. The error
statistics of the UASIBS-KIER model V2 are worse at the SNU station than the FUA station. However,
opposite is true for the JAXA-INS model. This is understandable given the vertical profiles of the water
vapor mixing ratio and AOD were obtained from the in situ observations at the Korean Peninsula for
the UASIBS-KIER model series. Consequently, data assimilation of the local meteorological condition
over the Japanese Islands has to be considered a limitation in the operation of the UASIBS-KIER model.

When averaging the GHI estimates for the longer timescales, the error statistics appear to improve.
The daily mean GHI estimates are most reliable with the lowest rRMSE values, which means they
are applicable for building the solar energy resource map. Figure 18a shows the daily mean GHI
estimates that are averaged for October 2019. With a fine horizontal resolution, the UASIBS-KIER model
accounted for the solar resource potential by region and in detail when compared with gridded datasets
such as the Clouds and the Earth’s Radiant Energy System, CERES and Modern-Era Retrospective
analysis for Research and Applications, MERRA outputs [58]. The temporal resolution of collection
time for the full disk for the GK-2A is 10 min, and the UASIBS-KIER model V2 would be extended
towards other regions. An example is provided in Figure 18b, which shows that sufficient solar
resources are available to operate the photovoltaic system in Indonesia.
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Figure 18. Solar resource map as a result of the daily total GHI (kWh·m−2
·d−1) from the UASIBS-KIER

model V2 in Korea (a) and Indonesia (b) in October 2019.

Although the UASIBS-KIER model produces reliable GHI estimates, there remain limitations
to employing the satellite imagery. The AMI detects the visible images at six different wavelengths
to enable the generation of true color images, but we do not employ all visible channels. Therefore,
we will improve the algorithm for cloud detection by using the key findings from recent research on
radiative parameterization [63,64]. Furthermore, the solar irradiance derived by the satellite will also
be used to forecast the GHI distributions based on the cloud motion vector.
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