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Abstract: India’s fossil-fuel-based energy dependency is up to 68%, with the commercial and resi-
dential sectors contributing to the rise of building energy demand, energy use, and greenhouse gas
emissions. Several studies have shown that the increasing building energy demand is associated with
increased space-cooling ownership and building footprint. The energy demand is predicted to grow
further with the conditions of global warming and the phenomenon of urban heat islands. Building
designers have been using state-of-the-art transient simulation tools to evaluate energy-efficient
envelopes with present-day weather files that are generated with historical weather datasets for
any specific location. Designing buildings with historical climatic conditions makes the buildings
vulnerable to the predicted climate change impacts. In this paper, a weather file generator was devel-
oped to generate Indian future weather files using a geo-filtering-based spatial technique, as well as
the temporal downscaling and machine learning (ML)-based bias correction approach proposed by
Belcher et al. The future weather files of the three representative concentration pathways of 2.6, 4.5,
and 8.5 could be generated for the years 2030, 2050, 2070, 2090, and 2100. Currently, the outputs of the
second-generation Canadian Earth System Model are being used to create future weather files that
will aid architects, urban designers, and planners in developing a built environment that is resilient
to climate change. The novelty lies in using observed historical data from present-day weather files
on the typical meteorological year for testing and training ML models. The typical meteorological
weather files are composed of the concatenation of the monthly weather datasets from different years,
which are referred to for testing and training ML models for bias correction.

Keywords: building energy efficiency; climate change; EnergyPlus; IPCC scenarios; representative
concentration pathways (RCPs); building performance simulation; built environment; climate
modeling; meteorological data; future weather prediction

1. Introduction

India is the second most populous nation, with more than 17% of the world’s population [1].
It has been predicted that India’s population will surpass that of China by 2027 [2]. Based
on a report by the United Nations, the surge will likely be concentrated in Indian cities,
with a projected increase of 416 million urban dwellers between 2018 and 2050 [3]. The
need for housing and the demand for industrial and commercial activities increase with
urbanization. The Government of India has already launched initiatives such as Housing
for All, Make in India, and Made in India to facilitate sustainable living. It has been reported
that there will be an increase of around 7 billion square meters in residential floor area and
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0.8 billion square meters in commercial floor area by 2027 in comparison with the built
area in 2017 [4]. Keeping most of one’s eggs in a single basket increases the chances of
risk, and this applies in the case of urbanization. The Intergovernmental Panel on Climate
Change (IPCC) has already observed that the urban impacts, vulnerabilities, and risks
of climate change have increased in urban areas worldwide in all dimensions, economic
conditions, and site characteristics [5]. India is primarily a tropical peninsular nation; it
has been experiencing frequent extreme events, such as heatwaves, floods, and cold waves,
which are expected to increase with climate change [6].

One of the severe contributors to GHG emissions is fossil-fuel-based electricity gen-
eration. India’s electricity sector is the biggest consumer of raw coal and lignite, with a
total coal and lignite consumption of 64.86% and 85.96%, respectively [7]. India’s industrial
sector is the top consumer (42.7%) of electricity, followed by the building sector (32%).
The projected increase in building area and appliance ownership will catalyze India’s
energy use and demand [4], exacerbating the current urban challenges. Several policies
and programs focusing on smart energy management strategies [8], renewable energy
generation [9], and energy conservation have been developed and implemented in the
country. India’s Ministry of Power launched the Energy Conservation (EC) Act in 2001
to promote energy conservation and renewable energy generation. Energy conservation
building codes (ECBCs) for commercial [10] and residential (ENS) [11] buildings were
launched under the EC Act to promote high-performance building designs. A building’s
compliance with the ECBCs can be achieved by using either the prescriptive requirement
approach or the whole-building performance simulation approach. The whole-building
performance simulation approach uses state-of-the-art simulation tools, such as EnergyPlus
(EP). However, both methods are intended to increase the energy performance of buildings
for the present-day climatic conditions, and compliant buildings may or may not be resilient
to climate change.

Most climate change impact studies that have been conducted to evaluate future
building energy performance have concluded that the space-cooling requirements will
increase in the future [12–16]. Global warming and micro-climatic impacts, such as urban
heat islands (UHIs), will be the key factors that are responsible for thermal discomfort in
the built environment. Thus, simulating building energy performance for climate change
scenarios is necessary in order to recognize efficient energy conservation measures and
achieve future climate-change-proof buildings. A popular open-source energy simulation
tool is EP, which was developed by the US Department of Energy [17]. The EP weather
file (EPW) structure is also used by other simulation tools, such as IES, TAS, and VCWG,
making it a valuable source in the energy simulation industry [18–20].

Multiple public and private organizations are involved in developing and updating
EPW files, a few of which are open to users. The development of an EPW file requires
historical weather datasets [21]. Each historical year of a location may contain extreme
events that are rarely observed for the site. These extreme events should not influence
assessments of the energy performance of buildings or mislead the building designers into
oversizing or undersizing the energy conservation measures. Thus, typical weather files
are usually developed by using Finkelstein–Schafer (FS) statistics, which represent the near
climatic conditions of a location [22]. There are two approaches available when creating
a typical weather file. The USA’s first approach is called the test reference year [23]. In
this approach, the FS statistics extract a single year from historic weather datasets con-
taining the least severe events. On the other hand, the typical meteorological year is also
constructed by using FS statistics [24]. It filters each representative month from a historical
dataset and then concatenates them into a single year. Manuel Herrera et al. (2017) [25]
reviewed existing approaches to the construction of present-day and future weather files.
Hosseini et al. (2020) [26] developed a systematic approach to the creation of typical mete-
orological year weather files by using machine learning (ML) for clustering instead of FS
statistics. Three future weather file generators are commonly referred to for the assessment
of the impacts of climate change on the built environment. The Meteonorm future weather
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file generator produces future weather files for scenarios of the third assessment report
(TAR) by using a climate data repository and stochastic weather generator [27]. The second
tool is the CC World Weather File Generator, a Microsoft-Excel-based tool that generates
future weather files based on the scenarios of the AR4 with the Hadley Center Coupled
Model 3 (HadCM3). The WeatherShift TM is the third future weather file generator, and
it was developed by ARUP and Argos Analytics to produce future weather files for the
Representative Concentration Pathways 4.5 and 8.5 from the fourth assessment report
(AR4) [28]. In the case of the Metenorm and the CC World Weather File Generator, the fu-
ture files are only available for the scenarios from the TAR. Moreover, a study [29] revealed
that the simulation results for a sample house model in a location with future weather
files obtained from WeatherShift, Meteonorm, and CCWorldWeatherGen showed different
results. AR4-scenario-based future weather files are available with WeatherShift, but only
for RCP 4.5 and RCP 8.5. A future weather file generator that does not require a database
and allows the user to choose any RCP scenario is required.

The present study is intended to develop an inexpensive and ML-correction-based
future weather file generator using historical data for India. The IPCC scenarios of the
AR4—the representative concentration pathways (RCPs)—would be available for users to
choose from when generating the weather files. The first version of the generator included
only one global climate model or global circulation model (GCM) with a minor relative
error prediction. The current article intends to:

• Review the recent updates in the IPCC scenarios and the GCMs.
• Recognize the GCM with a minor relative error based on the global seasonal cycle

climatology (1980–2005).
• Develop the script for generating future weather files from representative present-day

weather files.

The novel contribution of this study consists in the use of observed historical data
from weather files on the present-day typical meteorological year for testing and training
ML models for the first time. This produces the advantage of having a future weather file
generator that, unlike existing generators, does not require a database. Additionally, it is
flexible in the sense that it allows the user to choose any RCP scenario for use in simulations
of building energy performance.

The use of the first version of the future weather generator is demonstrated and
illustrated in this study by using a TMY weather file for New Delhi, India. However, the
proposed generator can be used for any city, region, and climatic context.

Stakeholders are supported by this generator in the assessment of building thermal
energy performance under future climatic conditions and are assisted by it in the decision-
making process when evaluating urban design solutions.

2. Materials and Methods

A typical weather file represents the present-day climate. Morphing it into a future
weather file requires the prediction of climate variables. Anthropogenic emissions affect a
location’s climatic conditions irrespective of the spatial configurations [30]. So, there is a
need for an international body to investigate climate change, its impacts, and mitigation
measures. The IPCC, which was established by the World Meteorological Organization
and United Nations Environment Program, started working towards this in three Working
Groups. While the aim of Working Group I was to assess climate systems and climate
change, Working Group II investigated the vulnerabilities of socioeconomic and natural
systems, and Working Group III focused on mitigation options. Since 1990, the IPCC has
published emission scenarios and their impact on radiative forcing for the world community.
The third-generation scenario, SRES, is the first to include aerosol concentration as part of
the emission scenario. However, it could not account for the impact of climate policies on
emission pathways in the long term. Thus, the IPCC requested for research communities to
contemplate the emission scenarios for the following generations [31]. Four representative
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concentration pathways (RCPs) were developed as next-generation emission scenarios and
named after the radiative forcing levels—RCP 2.6, RCP 4.5, RCP 6.0, and RCP 8.5 [32].

The emission scenarios define the future timeline according to the GHG concentration
pathways. The response of climate variables concerning emission intensity needs to be
predicted in order to assess climate change and its impacts. GCMs are the primary tools in
investigating the climate system’s response to various forcings [33]. Atmosphere–ocean
general circulation models (AOGCMs) were the ‘standard’ climate models assessed in the
AR4. AOGCMs are extensively used for seasonal to decadal climate predictions in which
biogeochemical feedbacks are not critical. Earth system models (ESMs) are the current
state-of-the-art models that provide the most comprehensive tools for simulating the past
and future responses of the climate system to external forcing [34]. Climate change research
organizations across the world are involved in developing the GCMs. The Coupled Model
Intercomparison Project (CMIP) was started in 1995 under the World Climate Research
Program (WCRP) to assess models’ performance and to open the multi-model output to
the public in a standard format [35]. Around 20 research groups have collaborated in Phase
5 of the CMIP (CMIP) with 40 GCMs [36]. The outputs of CMIP5 include atmospheric,
ozone, aerosol, carbon cycle, and ocean variables (Table 1) that are used to evaluate model
performance. The relative error measures of the CMIP5 model’s performance are computed
based on global seasonal cycle climatology experiments that are conducted for historical
datasets between 1980 and 2005 [33].

The climate change impact studies reviewed in this article have referred to the IPCC
scenarios of either the Third Assessment Report (TAR) [32] or the AR4 [37] to generate
future weather files for building energy simulations. Thanks to the developers of the
Climate Change World Weather Generator (CCWorldWeatherFileGen), researchers were
enabled to create future weather files for the A2 scenario of the TAR [38]. In 2021, Hosseini
developed a future weather file for four scenarios using a hybrid model with k-nearest-
neighbor classification, and random forest regression was used to downscale the GCM
data [39]. The two major drawbacks of this tool include the use of a single global climate
model (GCM)—HadCM3—and a single scenario out of the four. Open-source tools such as
CCWorldWeatherFileGen cannot generate the IPCC AR4 scenarios based on future weather
files for building energy simulations. Few commercial future weather files are available, but
they may not be affordable, especially for the stakeholders of building design in developing
countries. Another significant gap for building designers is in choosing the scenario and
the GCM. Researchers must rationally select the GCM(s) with the prediction rate with the
least relative error for the required variable in the development of the model. The model
selection for the first phase of the weather file generator is discussed in Section 2.1.

As shown in Figure 1, the Indian Weather File Generator algorithm takes a typical
meteorological year (TMY) weather file. The daily data on the present-day hourly mean
and data on the geolocation (latitude and longitude) are extracted from the TMY file. The
geolocation data act as a key input for extracting historical and future mean daily datasets
from the CanESM2 model’s output database by using the geo-filtering technique discussed
in Section 2.2. The historical mean daily data extracted from the TMY file and the CanESM2
database are used to develop ML-based bias correction models, as explained in Section 2.3.
The future mean daily data from the geo-filtered CanESM2 database are input into the
ML-based bias correction models to generate the corrected future mean daily data. Using
the morphing method, the future mean monthly weather data are temporally downscaled
to future hourly weather data, as explained in Section 2.4. All of the climate variables
required in the TMY weather file are temporally downscaled using the morphing approach,
which is a validated approach developed by Belcher et al. [40]. The proposed Future
Weather File Generator can be used to generate future weather files for India and any
other country without affecting the prediction capabilities. This is because the geo-filtering,
ML-based bias correction, and the morphing-based temporal downscaling approaches, as
well as the accuracy of the climate predictions, do not change when the location is varied.
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Table 1. Data description and properties.

Variable Acronym Variable Acronym
Atmosphere Ozone and Aerosols

Surface (2 m) air
temperature (◦C) Tas Aerosol optical depth and

Temperature (◦C) Ta Total column ozone tro3
Zonal mean
wind (m s–1) Ua Carbon cycle

Zonal wind
stress (m s–1) Tauu Atmospheric CO2

(ppmv) CO2

Meridional wind (m s–1) Va Global Land Carbon
Sink (PgC yr–1) NBP

Geopotential height (m) Zg Global Ocean Carbon
Sink (PgC yr–1) fg CO2

TOA reflected shortwave
radiation (W m–2) Rsut Regional Land

Sinks (PgC yr–1) NBP

TOA longwave
radiation (W m–2) Rlut Regional Ocean

Sinks (PgC yr–1) fg CO2

Clear-sky TOA shortwave cloud
radiative effect (W m–2) SW CRE Ocean

Clear-sky TOA longwave cloud
radiative effect (W m–2) LW CRE Annual mean

temperature thetao

Total precipitation (mm day–1) Pr Annual mean salinity so

Precipitable water PRW Sea Surface
Temperature tos

Lower-tropospheric temperature TLT Global ocean heat
content (0 to 700 m) OHC

Extremes Meridional heat
Transport Hfnorth

Daily maximum and minimum
surface air temperature fields

(◦C), Daily precipitation
fields (mm day–1)

tas, precipSustainability 2022, 14, x FOR PEER REVIEW  6  of  19 
 

 

 

Figure 1. Flowchart for version I of the Indian Weather File Generator algorithm. 

2.1. Model Selection 

GCMs’ performance varies by region. Suchada and Chinnawat [41] already evalu‐

ated the errors of 40 CMIP5 GCMs for simulating temperature and precipitation in South‐

east Asia. They observed the least total error for CNRM‐CM5‐2, followed by CNRM‐CM5. 

The CNRM‐CM5  series was developed by  the Centre National de Recherches Meteor‐

ologiques (CNRM) and Centre Europeen de Recherche et Formation Avancees en Calcul 

Scientifique (CERFACS). The CNRM‐CM5 series, other GCMs undergoing experimenta‐

tion, and output clusters based on the RCPs are not yet available [42]. Therefore, this study 

intends to use the CanESM2 climate model developed by the Canadian Centre for Climate 

Modelling and Analysis (CCCma) for the first version of the weather file generator. 

2.2. Geo‐Filtering 

The location details from the TMY file act as an input for the extraction of the climate 

data  from  the outputs of  the CanESM2 model. The  spatial  resolution of  the CanESM2 

model’s climate outputs is low, and the location of the weather file could be between any 

four grid points of the model. Thus, this study adopted a geo‐filtering approach that first 

compares the atmospheric pressures of the datasets of all nearby grid points with the ac‐

tual atmospheric pressure at the location stated in the weather file. Suppose that only one 

grid point possesses an atmospheric pressure with less than or equal to a 10% error with 

respect to the actual atmospheric pressure. That grid point’s mean daily climate variable 

data are  extracted  in  that  case. Otherwise,  the distance‐based weighted average of all 

nearby grid points’ climate data  is referred to. The historical mean and the future pre‐

dicted mean daily climate data are extracted from the CanESM2 climate model’s output 

database. Figure 2 illustrates the geo‐filtering technique discussed in this section. 

Figure 1. Flowchart for version I of the Indian Weather File Generator algorithm.



Sustainability 2022, 14, 15191 6 of 17

2.1. Model Selection

GCMs’ performance varies by region. Suchada and Chinnawat [41] already evaluated
the errors of 40 CMIP5 GCMs for simulating temperature and precipitation in Southeast
Asia. They observed the least total error for CNRM-CM5-2, followed by CNRM-CM5. The
CNRM-CM5 series was developed by the Centre National de Recherches Meteorologiques
(CNRM) and Centre Europeen de Recherche et Formation Avancees en Calcul Scientifique
(CERFACS). The CNRM-CM5 series, other GCMs undergoing experimentation, and output
clusters based on the RCPs are not yet available [42]. Therefore, this study intends to use
the CanESM2 climate model developed by the Canadian Centre for Climate Modelling and
Analysis (CCCma) for the first version of the weather file generator.

2.2. Geo-Filtering

The location details from the TMY file act as an input for the extraction of the climate
data from the outputs of the CanESM2 model. The spatial resolution of the CanESM2
model’s climate outputs is low, and the location of the weather file could be between any
four grid points of the model. Thus, this study adopted a geo-filtering approach that first
compares the atmospheric pressures of the datasets of all nearby grid points with the actual
atmospheric pressure at the location stated in the weather file. Suppose that only one grid
point possesses an atmospheric pressure with less than or equal to a 10% error with respect
to the actual atmospheric pressure. That grid point’s mean daily climate variable data are
extracted in that case. Otherwise, the distance-based weighted average of all nearby grid
points’ climate data is referred to. The historical mean and the future predicted mean daily
climate data are extracted from the CanESM2 climate model’s output database. Figure 2
illustrates the geo-filtering technique discussed in this section.
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2.3. ML-Based Bias Correction

A bias always exists between climate models and observed data. Thus, bias correction
needs to be employed for the future mean daily data to improve the accuracy of the
climate predictions. A bias was recognized between the observed mean daily climate
data from the TMY file for New Delhi, India and the historical mean daily data from the
CanESM2 model. As shown in Figure 3, the historical mean max (CanESM2_tas_max)
and min (CanESM2_Tas_min) daily dry bulb temperature data of the CanESM2 model
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showed a high error when compared to the dry bulb temperature data (EPW_DBT) from
the EPW. The historical mean average (CanESM2_tas_avg) daily dry bulb temperature data
obtained by averaging CanESM2_tas_max and CanESM2_tas_min also showed minimum
and maximum error percentages of −42 and 53, respectively. Similarly, other climate
variables, such as RH and direct normal solar radiation, were also observed to have a high
error rate.
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Regression-based bias corrections are usually employed for climate models. However,
most correction methods possess strong assumptions and limitations that do not allow
the model outputs to be calibrated [43]. Today, machine learning (ML) algorithms are
commonly employed for prediction, classification, and clustering problems, but can also
be referred to for bias correction. This study employed novel ML algorithms for bias
correction by using historical data from the typical meteorological year weather file of the
chosen location. Firstly, the kNN, random forest, SVM, and linear regression algorithms
were tested for bias correction by using the present-day mean daily climate data and
historical CanESM2 mean daily climate data. As shown in Figure 4, the random forest (RF)
showed lower mean square, root mean square, and mean absolute errors. The coefficient of
determination (R2) of the random forest algorithm was observed to be high in comparison
with those of the other ML algorithms. Thus, this study employed RF-based ML models
for bias correction for each climate variable.

2.4. Temporal Downscaling

The climate variables of GCMs are usually available in monthly or daily temporal
resolution. However, the hourly temporal resolution of climate variables, especially the dry
bulb temperature (DBT), relative humidity (RH), atmospheric pressure (AP), wind speed
(WS), and total sky cover (TSC), is required for building energy simulation tools. Temporal
downscaling is required to morph climate variables from a monthly/daily resolution to
an hourly resolution. Belcher et al. [40] developed the morphing approach, in which
climate variables are shifted, stretched, or both to generate future weather files at an
hourly resolution. The shifting action in Equation (1) adds the absolute change recognized
between GCM’s output and the present-day hourly data point to the present-day value.
The stretching action in Equation (2) involves the multiplication of the fraction of standard
deviations by the change from the mean of the climate variable and the addition of this
product to the mean of the climate variable. Finally, the combination in Equation (3) is the
sum of the shifting and stretching actions that are usually performed to change the mean
and variance of a future climate datapoint. This study adopted the morphing approach
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in order to downscale the temporal resolution and construct future weather files. Table 2
shows the details of the morphing approach chosen for each CanESM2 climate model’s
output to predict the future EPW climate variables [44].

x = xo + ∆xd (1)

x = αdxo (2)

x = xo + ∆xd + αd(xo − 〈xo〉d) (3)

where
x is the future hourly climate variable,
xo is the present-day hourly climate variable,
∆xd is the shifting factor, or the difference between the mean values of the variable, and
αd is the stretching factor, or fractional change in the mean value of the variable.
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Table 2. The morphing approach for the chosen GCM output for predicting future EPW
climate variables.

EPW Climate Variable CNRM-CM5-2 Climate
Model Output Morphing Approach

Dry bulb temperature (◦C) tasmin, tasmax (air temperature) Combined

Relative humidity (%) rhs (relative humidity) Stretch

Atmospheric pressure (Pa) pls (air pressure at sea level) Shift

Global horizontal radiation
(Wh/m2)

rsds (surface downwelling
shortwave flux in the air) Stretch

Diffuse horizontal radiation
(Wh/m2) - Stretch of above

Direct normal radiation (Wh/m2) -
The relationship between the

three radiation patterns
remains constant.

Wind speed (m/s) uas: eastward wind
vas: northward wind

Stretch with the
Pythagorean Theorem

Total sky cover
(tenths of the sky) clt: cloud area fraction Shift

The Indian Future Weather File Generator produces three typical future weather
files with tasmin (DBTmin), tasmax (DBTmax), and tasavg (DBTavg) for the dry bulb
temperature data from CanESM2.



Sustainability 2022, 14, 15191 9 of 17

3. Results and Discussion

The TMY weather file of New Delhi was selected in this study to demonstrate the use
of the first version of the Indian Future Weather File Generator to generate future weather
files. A total of 36 weather files were developed for three RCP scenarios (RCP 2.6, 4.5, and
8.5), four future years (2030, 2050, 2070, and 2080), and three DBT cases (DBTmin, DBTmax,
and DBTavg). The acceptability of the predictions depends on the range of the outputs. As
shown in Figure 5, the maximum DBT for the tasMax (dbtMax) case for the RCP 2.6 scenario
and all future years was above 50 ◦C. Even the maximum DBT for the tasAvg (dbtAvg)
case was nearly 50 ◦C, which was unacceptable. As we discussed earlier, GCMs produce
the mean daily maximum (tasMax) and minimum (tasMin) temperatures as an output,
denoting the maximum and minimum temperatures of a day. However, while temporally
downscaling the bias-corrected tasMax, tasMin, and average temperature (tasAvg), we
individually considered the tasMax, tasAvg, and tasMin for dbtMax, as well as the dbtAvg
and dbtMin. Therefore, the extremity present in the maximum daily temperature in tasMax
and tasAvg (tasMax + tasMin/2) was reflected in the hourly dbtMax and dbtAvg that
were generated. The maximum tasMin (dbtMin) of the DBT that was observed was above
40 ◦C, but below 46.5 ◦C (RCP 2.6 and 2050). Although small and large changes in the
maximum and minimum temperatures were observed in the tasMin-based DBT predictions
(dbtMin), the interquartile range was almost within the interquartile range of the present-
day climate, except for low-temperature conditions. Due to the burning of biomass and the
contributions of fossil fuel to black carbon concentrations in New Delhi, the city experiences
the maximum values in the morning and evening/night hours and lower values around
noon [45]. The minimum and maximum DBT for all future years varied for the tasMin
RCP 2.6 scenario, but the interquartile range between quartiles 1 (Q1) and 3 (Q3) remained
similar irrespective of the future year. However, the quartile range of Q1 and Q3 varied
across the scenarios, as shown in Figure 6, along with the minimum and maximum DBT.
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The DBT heatmaps were plotted for all years (2030, 2050, 2070, and 2100) for each
scenario (RCP 2.6, RCP 4.5, and RCP 8.5) and compared against the DBT heatmap of the
present day to understand the distribution and duration of extreme temperatures. This
temporal distribution cannot be illustrated by using box plots. In the RCP 2.6 scenario, the
maximum temperature occurred in 2050, followed by 2030, 2100, and 2070, in comparison
with the present-day climate. The DBT heatmaps for RCP 2.6 for all future years (Figure 7)
show an increase in the duration of heat stress from 10 months to almost 12 months. The
heat intensity during winters is predicted to increase from mid-day to late evening.
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Figure 7. Present‐day and RCP 2.6 DBT profiles for the years 2030, 2050, 2070, and 2100. Figure 7. Present-day and RCP 2.6 DBT profiles for the years 2030, 2050, 2070, and 2100.

A similar increase in the duration of heat stress across months and hours in a day
was also noted for the RCP 4.5 (Figure 8) and RCP 8.5 (Figure 9) scenarios. Along with
heat stress, the cold stress seems to increase in the future. While the RCP 4.5 and 8.5 DBT
predictions showed an increasing trend from 2030 to 2100, the RCP 2.6 DBT prediction did
not show the same trend of a sequential increase. Therefore, the year-wise CO2-equivalent
levels of each scenario were compared with the year-wise annual mean DBT predictions for
the same scenario. As shown in Figure 10, for each RCP scenario, the CO2-equivalent levels
and predicted annual mean DBTs revealed similar trends. When there was a temperature
increase between two future scenarios, this led to an increase in CO2-equivalent levels
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and vice versa (e.g., the increase in the annual mean DBT from 21.8 ◦C in 2030 to 25 ◦C in
2010 in the RCP 8.5 prediction was associated with an increase in CO2-equivalent levels
from 480 and 1280 PPM, respectively). This confirms the directly proportional relationship
between the two parameters (i.e., the DBT and CO2-equivalent level) that can be identified
when trying to simplify complex meteorological and environmental phenomena without
considering the impact of uncertainty and climate sensibility.

Sustainability 2022, 14, x FOR PEER REVIEW  14  of  19 
 

 

 

Figure 8. Present‐day and RCP 4.5 DBT profiles for the years 2030, 2050, 2070, and 2100. Figure 8. Present-day and RCP 4.5 DBT profiles for the years 2030, 2050, 2070, and 2100.



Sustainability 2022, 14, 15191 13 of 17Sustainability 2022, 14, x FOR PEER REVIEW  15  of  19 
 

 

 

Figure 9. Present‐day and RCP 8.5 DBT profiles for the years 2030, 2050, 2070, and 2100. Figure 9. Present-day and RCP 8.5 DBT profiles for the years 2030, 2050, 2070, and 2100.
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4. Conclusions and Future Work

Future weather files are required when simulating and making informed design de-
cisions in order to achieve built forms that are resilient to climate change. Designing
present-day responsive and future climate-resilient built forms is of fundamental impor-
tance for the reduction of GHG emission intensity and in order to ensure conditions of
thermal comfort for occupants in the built environment. There are several global climate
models and RCP scenarios with which the future climate is predicted, and it is up to the user
to choose them. In this context, the Indian Future Weather File Generator was developed in
order to enable building stakeholders to produce future weather files for scenarios from the
AR4 of Intergovernmental Panel on Climate Change, and its use was illustrated for the city
of New Delhi. This study shows that this is a data-inexpensive approach to the prediction
of typical future weather files for the CanESM2 model’s outputs. It was observed in this
study that the predictions of cold stress and heat stress will increase in the future. The
random forest (RF) algorithm was shown to have lower mean square, root mean square,
and mean absolute errors than those of other ML algorithms for CanESM2. While the RCP
4.5 and 8.5 DBT predictions showed an increasing trend from 2030 to 2100, the RCP 2.6 DBT
prediction did not show the same trend of a sequential increase. The annual mean DBT
trends predicted by the future weather file generator in this article met the CO2 emission
trends of their respective RCP scenarios. Although the results discussed here are related to
the city of New Delhi, they can be extended to cities and regions that show similar weather
conditions and urban features.
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To extend the applicability of the proposed Future Weather File Generator, the users
must provide a base weather file for their selected location and choose the scenario in
the future years of 2030, 2050, 2070, 2090, and 2100 in order to produce a future weather
file. A weather file generator scan be executed online through the Google Colab notebook
and offline in personal systems (PSs) with any operating system. Researchers have access
in order to edit the source code and to automate the parametric generation of weather
files for multiple locations, years, and scenarios due to the availability of the source code.
Users need to install Python and a few libraries on their systems to run the generator.
The dependency execution files allow users to install and run the weather file generator
without installing Python and its libraries. Efforts are being made to host the weather
file generator online to replace the requirements for Google applications and drive space
for users. However, the source code is available for researchers to exploit the full use
of the generator. This Future Weather File Generator aids architects, urban designers,
and planners in assessing the climate change resilience of the built environments that
they design for India. In addition, detailed studies of the region are limited due to the
sparse network of stations that provide current data and the lack of records of detailed
historical data. This causes gaps in the dataset and inherent variation among observational
datasets. Further, questions urgently need to be answered regarding the impacts of climatic
warming on various sectors, such as water resources, agriculture, livelihood patterns, and
socioeconomic setups. Due to imminent changes in climatic patterns, these detailed climatic
studies of the region can form a basis for strong climate change adaptation policies.
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