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Abstract: Building upon a recent study that showed windbreaks to be effective in increasing the
power output of a wind turbine, the potential of windbreaks in a large wind farm is explored
using simplified formulations. A top-down boundary layer approach is combined with methods
of estimating both the roughness effects of windbreaks and the induced inviscid speed-up for
nearby turbines to investigate power production impact for several layouts of infinite wind farms.
Results suggest that the negative impact of windbreak wakes for an infinite wind farm will outweigh
the local inviscid speed-up for realistic inter-turbine spacings, with the break-even point expected
at a spacing of ∼25 rotor diameters. However, the possibility that windbreaks may be applicable
in finite and other wind farm configurations remains open. Inspection of the windbreak porosity
reveals an impact on the magnitude of power perturbation, but not whether the change is positive or
negative. Predictions from the boundary-layer approach are validated with power measurements
from large-eddy simulations.
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1. Introduction

In recent years, increased efforts have been carried out to optimize the energy harvested
by turbines within wind farms by manipulating the interaction between the turbines and the
atmospheric-boundary-layer flow. Included in these concepts is wind farm layout, exemplified by
Chamorro et al. [1], who observed an increase on the order of 10% in power production for a staggered
versus an aligned wind farm due to greater wake decay between turbines. The spacing between
turbines has also been investigated by Meyers and Meneveau [2], who suggested that the optimal
distance between turbines may be greater than is commonly practised. The impact of topography has
also proved to be an important factor in wind farm layouts, as winds are accelerated at the crests of
hills, which may be exploited to harvest greater power from a turbine [3]. The use of different-sized
turbines within a wind farm has also been investigated by Chamorro et al. [4], who observed enhanced
downward momentum flux when two different sizes of turbines were used. Redirecting turbine wakes
so as to avoid interference with downwind turbines has also been shown to be useful, with several
methods discussed by Fleming et al. [5]. In recent years, there has also been increasing evidence that
rougher ground surfaces may be beneficial to the operation of a wind farm, due to enhanced turbulent
mixing leading to faster wake recovery. Recently, Xie et al. [6] showed that adding small, vertical-axis
turbines among larger horizontal-axis turbines had the potential to increase the power output of the
larger turbines by 10% due to faster wake recovery. Chamorro et al. [4] showed experimentally that a
rough surface led to higher wake mixing and more diffused momentum deficits. However, the impact
on wake recovery is not the only effect to be considered. Tobin et al. [7] recently demonstrated the
usefulness of windbreaks (typically rows of trees or fence structures) in diverting low-level flow to the
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level of a wind turbine rotor, where a significant increase in power production was shown to agree
well with linear theory. However, the impact of the windbreak wake on the power production of
downwind turbines remains unclear.

The combined impacts of the inviscid speed-up from flow over windbreaks and the enhanced
mixing and greater velocity deficits in their wakes are expected to be strongly dependent on wind farm
layout. The applicability of windbreaks in wind farms may therefore not be universal. For instance,
Denholm et al. [8] showed several typical wind-farm-layout strategies. In a single string configuration,
where turbines are only rarely in the wakes of others, the single-turbine analysis of Tobin et al. [7]
should be broadly applicable. However, other cases (e.g., the parallel-rows and cluster configurations)
require an accounting for windbreak wakes. An appropriate candidate for predicting the negative
impact of windbreaks in a wind farm is the top-down model of wind farm boundary layers first
proposed by Frandsen [9] and later expanded upon by Calaf et al. [10]. Within this framework, the
negative impacts of windbreaks can be parametrized as a greater surface roughness, which is expected
to decrease hub-height wind speeds. The top-down model has proven valuable in the investigation of
a wide variety of wind-farm topics, including the economic optimization of inter-turbine spacing [2]
and the impact of small vertical-axis turbines among larger horizontal-axis counterparts [6].

Here, we augment the top-down model with roughness effects of windbreaks and the induced
flow speed-up in a combined formulation. In addition, we explore the case of an idealized infinite
wind farm with several layouts. The employed theory is outlined in Section 2, and an application is
presented in Section 3.

2. Integrated Boundary-Layer Theory for Windbreak Effects in Wind Farms

A method to make predictions of turbine power output in a wind farm that has windbreaks
is established using an approach based on the top-down model of wind-farm boundary layers.
We consider an infinite array of wind turbines with rotor diameter D and hub height zh, spaced
SxD and SyD in the streamwise and transverse directions. We also consider that a windbreak of height
h and transverse width b is placed facing the direction of mean flow a short distance (∼5 h) upwind of
each turbine. A schematic of the concept is shown in Figure 1.

Figure 1. Conceptual schematic of the layout of an infinite wind farm with windbreaks. Dashed lines
show the region with reversed flow.
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2.1. Drag Partition for Wind Turbines and Windbreaks

Above a wind farm with windbreaks, the total kinematic shear stress, u2
∗,2, can be split up into its

contributions from the ground, τg, the windbreaks, τwb, and the wind turbines, τwt; i.e.,

u2
∗,2 = τg + τwb + τwt. (1)

For a steady flow, this total stress must be in equilibrium with large-scale forcing; namely, a pressure
gradient or geostrophic wind.

2.1.1. Surface Stress and Windbreak Drag

For wide streamwise spacings SxD, the flow near the ground is assumed to come to equilibrium
with the surface roughness in the distance between windbreak/wind turbine pairs, and the equilibrium
stress on the ground is u2

∗,0. However, because of the body and recirculation zone of the windbreak, the
areally averaged ground shear stress is less than u2

∗,0, and is well modelled according to Arya [11] as:

τg = u2
∗,0(1−mλ), (2)

where m ' 20 and λ = hb/(SxSyD2) is the fraction of the frontal silhouetted area of the windbreak to
the ground surface. A result of the assumption that the near-ground flow reaches equilibrium between
turbines is that the flow approaching the windbreaks is logarithmic of the form:

u(z) =
u∗,0

κ
ln
(

z
z0,0

)
, (3)

where κ ' 0.4 is the von Kármán constant and z0,0 is the aerodynamic roughness length of the
underlying ground. The drag contribution of the windbreak can then be parametrized with an areal
drag coefficient c f d = CDλ, where CD is the drag coefficient of the windbreak and τwb = 0.5c f du2.
Then, τwb may be written as:

τwb =
1
2

c f du2(h) =
1
2

c f d
u2
∗,0

κ2 ln2
(

h
z0,0

)
. (4)

In the vertical region between windbreak and wind turbine, the flow is also assumed logarithmic,
with a friction velocity u∗,1 and roughness length z0,1. As the surface shear and the drag from the
windbreaks add in this region, the friction velocity here is inferred by combining Equations (2) and (4),
with the result:

u2
∗,1 = τg + τwb = u2

∗,0

(
1−mλ +

c f d

2κ2 ln2
(

h
z0,0

))
. (5)

With a relation between u∗,0 and u∗,1, z0,1 can be found if the height where the two logarithmic profiles
match is determined. Arya [11] took this height as that of an internal boundary layer which grew over
the distance between obstacles, and arrived upon the following result for z0,1:

z0,1 ≈ z0,0 exp

(
4
5

ln
(

SxD
z0,0

)[
1−

{
1−mλ +

c f d

2κ2 ln2
(

h
z0,0

)}−1/2
])

. (6)

2.1.2. Turbine Thrust

Similar to the treatment of the windbreaks, the turbine thrust may be parametrized with a
planform thrust coefficient c f t = πCT/SxSy, where CT is the turbine thrust coefficient, so that the areal
turbine thrust can be written as:

τwt =
1
2

c f tu2(zh). (7)
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Several different methods exist for estimating u(zh). The most basic of these approaches is that
of Frandsen [9], which uses the spatially averaged velocity (spatial averaging denoted as 〈.〉) and
assumes logarithmic velocity profiles below and above the hub height:

〈u〉1 =
u∗,1

κ
ln

z
z0,1

(z < zh), (8)

〈u〉2 =
u∗,2

κ
ln

z
z0,2

(z > zh). (9)

In Equation (9), z0,2 is the roughness height measured above the level of the turbines. Because the total
shear stress above the turbines must be equal to the sum of the shear below and the turbine thrust,
Equation (1) can be written as:

u2
∗,2 = u2

∗,1 +
1
2

c f t
u2
∗,2

κ2 ln
(

zh
z0,2

)
. (10)

By enforcing continuity of the velocity profile at zh, the following expression for z0,2 based on known
and prescribed quantities is obtained:

z0,2 = zh exp

−κ

[
1
2

c f t +

(
κ

ln(zh/z0,1)

)2
]−1/2

 . (11)

With z0,2 known, 〈u〉(zh) can be estimated from Equation (9), and a prediction of the power output can
be made as P = 1/2CpρπD2〈u〉3(zh). However, the velocity profile assumptions of two logarithmic
layers which meet at zh is not consistent with observations, which show a significant deviation
from a logarithmic profile over the vertical extent of the turbine rotor. Calaf et al. [10] proposed a
wake-enhanced model, which adds a wake layer over this region parametrized by a non-dimensional
wake eddy viscosity, ν∗w ≈ 28( 1

2 c f t)
1/2, based on an assumption of z0,1 = 1 m, and zh = 100 m.

They present an equation for z0,2 of:

z0,2 = zh

(
1 +

D
2zh

) ν∗w
1+ν∗w

exp

−
 c f t

2κ2 + ln−2

 zh
z0,1

(
1− D

2zh

) ν∗w
1+ν∗w

−1/2
 , (12)

and arrive upon the following expression for 〈u〉(zh) (see Calaf et al. [10] for details):

〈u〉(zh) =
u∗,2

κ
ln

[(
zh

z0,2

)(
1 +

D
2zh

)ν∗w/(1+ν∗w)
]

. (13)

Calaf et al. [10] effectively showed that their approach gives an improved estimate of z0,2 over
the simpler approach taken by Frandsen [9]. However, both models estimate the turbine thrust and
power based on the horizontally averaged value 〈u〉(zh), which may be significantly different than the
actual velocity approaching a wind turbine. Further, neither one differentiates between streamwise
and spanwise spacing. This has typically been addressed by matching a top-down model with a wake
model, producing an estimate for an “effective” spanwise spacing as discussed in Stevens et al. [12],
who proposed such a combined model with good results. This effective spacing is typically lower than
the true spacing. Similarly, Yang et al. [13] introduced a combined top-down and wake model, and
found it to be in greater agreement with their data than a simple boundary-layer model.

To summarize, we will proceed with the assumption of two logarithmic regions below the turbine
rotor, a wake region over the vertical extent of the rotor using the method of Calaf et al. [10], and a
third logarithmic region above the turbine. The several assumed flow regions are detailed in Figure 2.
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Figure 2. The several flow regions with their respective aerodynamic properties.

2.2. Inviscid Speedup from Windbreaks

The local inviscid speedup is predicted in a way that is consistent with the method outlined in
Tobin et al. [7]. The main components of this method are outlined below. The drag from a windbreak
is balanced by a pressure gradient across it. The resultant high-pressure region upwind diverts
near-ground wind upward, and subsequently accelerates the flow above; this has significant potential
to increase the power output of a nearby wind turbine.

If the windbreaks are sufficiently long (∼2D or longer) in the transverse direction compared to
the rotor diameter, then the increase in hub-height velocity can be predicted based on a perturbation of
the two-dimensional Navier–Stokes Equations. With some simple scaling arguments, this reduces to a
single equation for the mean vertical velocity ∆w:

∇2∆w = 0. (14)

Continuity of the perturbation velocities can then be used to solve for the mean perturbation
streamwise velocity:

∆u(x, z) = −
∫ x

−∞

∂∆w
∂z

dx′, (15)

where x is defined in relation to the streamwise location of the windbreak. Equation (14) can be solved
with the boundary conditions ∆w(x, z) → 0 as |x|, z → ∞, and ∆w(x, z → 0) = g(x). In practice,
this boundary condition may be applied at some height z = l0, which is sufficiently high above the
windbreak that ∆u(x, l0)� u(l0) while still being below the level of the rotor. The value l0 = 2h may
be used, as recirculation depth is typically less than ∼1.5 h. The function g(x) may then be written as:

g(x) = u(l0)
dδ

dx
=

u∗,0
κ

ln
(

l0
z0,0

)
dδ

dx
, (16)

where δ is a function describing the height of passing streamlines. Tobin et al. [7] showed that δ has a
universal behaviour as z→ 0 when normalized by L, the length of the recirculation zone, defined as
the distance from the windbreak where the zero-velocity contour touches the ground:

δ(x/L, z/h, η)

L
= (C0 − γz/h) f (x/L, η), (17)
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where C0 and γ are constants with values of ∼0.132 and ∼0.015, respectively, as estimated from
least-squares fit of data published by Dong et al. [14], and η is the windbreak porosity. The recirculation
length L varies with porosity, the fraction h/z0,0, and atmospheric stability. However, typical values of
L are on the order of 10h. The function f is reported in Tobin et al. [7] for η = 0.1, as well as for several
porosities based on the large-eddy simulations (LES) of Fang and Wang [15].

2.3. Total Power Increase

The above methods can be used to predict the power output of a wind turbine either with (Pwb)
or without (P0) a windbreak:

Pwb =
1
2

CpρπD2[u(zh) + ∆u]3, (18)

P0 =
1
2

CpρπD2u3
0(zh), (19)

where u0 is the estimate of hub-height velocity using the top-down method omitting all windbreak
effects. The precise value of ∆u is dependent on how far upwind from the wind turbine the windbreak
is, though this effect is easily accounted for, as the separation between windbreak and wind turbine
are prescribed in the simulation. The fractional increase in power from windbreaks is then:

∆P
P0

=

(
〈u(zh)〉+ ∆u(zh)

〈u〉0(zh)

)3

− 1. (20)

3. Preliminary Validation with Large Eddy Simulations

A first inspection of the approach is performed with large-eddy simulations, which were
performed in OpenFOAM with a neutrally stratified boundary layer driven by a streamwise body force
equivalent to a pressure gradient. Simulations were performed on the Bridges supercomputer [16] at
the Pittsburgh Supercomputing Center through XSEDE (Extreme Science and Engineering Discovery
Environment) [17]. The equations of motion solved are therefore the filtered incompressible continuity
and momentum equations:

∂tũi + ∂j(ũiũj) = −∂i p̃− ∂jτij + Πδi1 + ft,i + fwb,i, (21)

∂iũi = 0, (22)

where ũi is the filtered velocity field, p̃ is the filtered pressure, τij is the subgrid stress, Π is the driving
force, and ft,i and fwb,i are body forces used to model the wind turbines and windbreaks. The sub-grid
stresses were modeled with a standard Smagorinsky [18] approach using van Driest wall damping [19].
The roughness length z0,0 of the underlying ground was set to 0.01 m.

Both the wind turbines and windbreaks were modelled as porous regions using the actuator disk
method. Similar to the approach of Calaf et al. [10], the thrust coefficient of the turbines is redefined as
C′T , based on the velocity passing through the turbine’s rotor, so that the total force of a turbine FT is:

FT = −ρ
1
2

C′T ũ2 π

4
D2, (23)

where a value of C′T = 0.9 is used, corresponding to a CT = 0.6. Both the hub height and rotor
diameter of the turbines were set to 100 m. All selected parameters are listed in Table 1. Similarly, the
windbreaks are modelled with a pressure coefficient k so that the total force from the windbreak Fwb is:

Fwb = −ρ
1
2

kũ2bh. (24)
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In the full wind-farm simulations, we consider k = 25, consistent with observed values for an
optical porosity of η = 0.1 [20], which will ensure a drag coefficient CD based on the upwind velocity
of order 1, according to the empirical relation given in Equation (17) of Raupach et al. [21].

For all simulations, we use values of zh = 100 m, D = 100 m, h = 500 m, b = 200 m, z0,0 = 0.01 m,
and Π = 5×10−4 ms−2. Over a range of simulations, we vary the windbreak height, streamwise spacing,
and turbine layout. The cases run are summarized in Table 1. For all simulations, the streamwise
and spanwise grid spacing was set to 8 m. The vertical spacing varied from around 4 m close to the
ground to 12 m at the top of the domain. A region with local grid refinement 35 m in height, 300 m
in width, and 300 m in length was placed around each windbreak to ensure a resolution adequate to
resolve the dynamics of the windbreaks, with cells split in half in each direction. All simulations were
allowed to run for 60 dimensionless time units (

√
H/Π) to approach steady state, after which statistics

were gathered for 16 time units to ensure good convergence. Power time series were inferred from
instantaneous velocities passing through the center of the rotors as:

P(t) = 1/2CPρπD2ũ3(t). (25)

To validate the windbreak-induced flow, simulations were run of windbreak-only flows for
height h = 12 m and 20 m (identical to those used in the wind farm simulations) with identical
grid spacing to the full simulations; this allowed for defining the function f (x/L, η), the constants
C0 and γ, and the windbreak drag coefficient. The domain for windbreak-only flows was 4096 m
in length (or approximately 200 times the larger windbreak height) and used periodic boundary
conditions in both the streamwise and spanwise directions. This length ensured that the flow was able
to recover to undisturbed conditions before approaching the windbreak again, as the wake theory of
Counihan et al. [22] predicts that around 95% of the maximum velocity deficit should be recovered
over such a distance. This led to a 1 km region in the far wake, where windbreak-height velocity in
the 20 m case changed less than 3%. Further windbreak simulations were performed with various
porosities, with k = 5, 10, 15, and 20 to inform on the impact of windbreak porosity on power output
for an infinite wind farm. However, full wind-farm simulations were performed only with k = 25.

Table 1. Windbreak and wind farm cases inspected with large-eddy simulations.

Sx Sy h (m) No. of Turbines Alignment k Lx (m) ×Ly (m) ×H (m)

6 5 0 3× 2 Aligned 25 1800× 1000× 500
6 5 12 3× 2 Aligned 25 1800× 1000× 500
6 5 20 3× 2 Aligned 25 1800× 1000× 500
10 5 0 3× 2 Aligned 25 3000× 1000× 500
10 5 12 3× 2 Aligned 25 3000× 1000× 500
10 5 2 3× 2 Aligned 25 3000× 1000× 500
10 5 0 4× 2 Staggered 25 4000× 1000× 500
10 5 12 4× 2 Staggered 25 4000× 1000× 500
- - 12 - - 25 4096× 504× 500
- - 20 - - 25 4096× 504× 500
- - 12 - - 20 4096× 504× 500
- - 12 - - 15 4096× 504× 500
- - 12 - - 10 4096× 504× 500
- - 12 - - 5 4096× 504× 500

Validation of the large-eddy simulations was done by simulating a neutrally stratified boundary
layer without wind turbines or windbreaks. The boundary-layer profile was found to be nearly
logarithmic up to zh, as shown in Figure 3a. Similarly, the power spectrum of velocity at hub height
was found to obey the classical −5/3 law over a range of frequencies (Figure 3b).
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Figure 3. (a) Averaged boundary-layer profile with no turbines or windbreaks present. Blue markers
indicate LES data, and red lines indicate a logarithmic boundary-layer profile; (b) Velocity power
spectrum Φu simulated at turbine hub height.

3.1. Windbreak Flow

The function f (x/L) is found to agree well with that reported in Tobin et al. [7], as shown in
Figure 4. For both the windbreak heights tested, L/h was found to be 9.3 for k = 25. The value
C0 = 0.131 as estimated from the LES data is in very good agreement with experiments, while the
value γ = 0.025 is slightly higher. These simulations also allowed for the estimation of the drag
coefficient based on the pressure drop across windbreaks and the maximum upwind velocity, with a
value of CD = 0.77. This value is used in modelling the wind farm flow.

Figure 4. The function f (x/L) from the current simulations for k = 25 and from Tobin et al. [7].

3.2. Power Output Measurements

For the inter-turbine spacings tested, predictions suggest that the total impact on power output
is negative. This is corroborated with LES data, as shown in Figure 5. Predictions made with
boundary-layer theory agree well with data for both the Sx = 6 and Sx = 10 spacing cases, though they
tend to over-predict the data for the larger windbreak. The data do not show a significant difference in
the staggered case from the aligned case, though the impact of streamwise spacing is notable, with the
Sx = 6 case producing less power than either the aligned or staggered Sx = 10 case. By extrapolating
the top-down theory to greater spacings, it is found that a streamwise inter-turbine spacing on the
order of 100 rotor diameters is needed for the positive and negative effects of the windbreaks to balance
when Sy = 5, though computational costs prevent the investigation of this wide spacing. If spacing
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were equal in both the x- and y-directions, this would indicate an inter-turbine spacing of
√

500 ≈ 22,
though this ignores the asymmetry between the effects of streamwise and spanwise spacing.

Figure 5. Power output predictions based on the top-down model along with LES data. Blue markers
indicate Sx = 6, and red counterparts denote Sx = 10; ×s indicate aligned arrangement, and circles
indicate staggered wind farm.

For a simple two-turbine case with Sx = 10, Tobin et al. [7] showed that the impact of tall
windbreaks on downwind turbines is generally negative, though a small benefit was found for shorter
ones. The data from the current study are further evidence that windbreaks might not be appropriate
for wind farm layouts that have significant wake effects.

3.3. Impact of Porosity

As the pressure coefficient k is reduced, both the inviscid speed-up and the windbreak drag
coefficient are diminished. In the limiting case of a single turbine, the most porous windbreak (k = 5)
should be expected to provide only 52% of the power increase of the most porous (k = 25). However,
this also results in a significant decrease of the windbreak’s drag coefficient from 0.77 to 0.55. The net
result of these two impacts for finite inter-turbine spacing is that the magnitude of the change in power
is smaller for very porous windbreaks, but the sign of that change is generally the same for a given
inter-turbine spacing. This effect is shown in the predicted power perturbations for the porosities
tested in Figure 6, though no wind-farm cases were simulated.

Figure 6. Power output predictions for several windbreak porosities based on the top-down model
along with LES data. Solid lines indicate Sx = ∞, and dashed lines indicate Sx = 10.
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3.4. Boundary-Layer Predictions

By augmenting the wake-enhanced approach of Calaf et al. [10] with the roughness predictions of
Arya [11], good predictions are made for both the surface shear stress τg and the roughness length z0,2

above the wind farm, as shown in Figure 7. Estimation of the middle-layer aerodynamic quantities
z0,1 and u∗,1 is complicated by the fact that both need to be estimated and are not constrained by the
prescribed quantities u∗,2 and z0,0. The middle quantities are therefore not reported. However, in the
bottom and top layers, u∗,0 and z0,2 are easily measured by fitting a logarithmic velocity profile to
the data.

Figure 7. (a) Predicted versus simulated aerodynamic properties for an infinite wind farm: surface
shear stress; (b) Aerodynamic roughness length. Blue markers indicate Sx = 6, and red markers
indicate Sx = 10; ×s indicate an aligned arrangement, and circles indicate staggered.

The boundary layer model tends to over-predict the surface shear, which is likely the source for
the over-prediction of power output, as u∗,0 is proportional to surface shear. This would then impact
the prediction of the wind speed approaching the windbreak, affecting the predicted inviscid speed-up.
Although the middle quantities z0,1 and u∗,1 are not reported from the data, the logarithmic region
is a very good fit for the data in the heights between windbreak and the bottom tip of the turbine,
as shown in Figure 8 in the Sx = 6 case.

Figure 8. Predicted and simulated areally averaged boundary-layer velocity profiles for an infinite wind
farm showing distinct logarithmic regions: (a) Sx = 6, h = 12 m; (b) Sx = 6, h = 20 m. Blue markers
indicate LES data, and red lines indicate boundary-layer predictions.

4. Conclusions

The suitability of windbreaks for enhancing the power output of a large wind farm was
investigated using simplified formulations. Predictions based on the top-down model of wind farm
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boundary layers combined with an inviscid speedup agree well with LES data, and show that the
impact of windbreak wakes is greater than the benefit of their inviscid speedup for infinite wind
farms with realistic inter-turbine spacing, suggesting that this approach is not effective for large wind
farms. Very wide inter-turbine spacings are required to achieve a positive effect. Results suggest that
the porosity of the windbreak does not generally affect whether the change in power is positive or
negative, but only affects the magnitude of the change. Therefore, it is not expected that very porous
windbreaks will provide a benefit over more solid ones for most layouts. Future work will then need to
focus on the development of a more general wake modeling approach for windbreaks, and identifying
cases where windbreaks can be used effectively—for instance, in the last row of a wind farm, or in
layouts where wake effects are minimal.
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