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Abstract: A digital twin is a computer-based “virtual” representation of a complex system, updated
using data from the “real” twin. Digital twins are established in product manufacturing, aviation,
and infrastructure and are attracting significant attention in medicine. In medicine, digital twins
hold great promise to improve prevention of cardiovascular diseases and enable personalised health
care through a range of Internet of Things (IoT) devices which collect patient data in real-time.
However, the promise of such new technology is often met with many technical, scientific, social,
and ethical challenges that need to be overcome—if these challenges are not met, the technology
is therefore less likely on balance to be adopted by stakeholders. The purpose of this work is to
identify the facilitators and barriers to the implementation of digital twins in cardiovascular medicine.
Using, the Non-adoption, Abandonment, Scale-up, Spread, and Sustainability (NASSS) framework,
we conducted a document analysis of policy reports, industry websites, online magazines, and
academic publications on digital twins in cardiovascular medicine, identifying potential facilitators
and barriers to adoption. Our results show key facilitating factors for implementation: preventing
cardiovascular disease, in silico simulation and experimentation, and personalised care. Key barriers
to implementation included: establishing real-time data exchange, perceived specialist skills required,
high demand for patient data, and ethical risks related to privacy and surveillance. Furthermore,
the lack of empirical research on the attributes of digital twins by different research groups, the
characteristics and behaviour of adopters, and the nature and extent of social, regulatory, economic,
and political contexts in the planning and development process of these technologies is perceived as
a major hindering factor to future implementation.

Keywords: medical digital twins; cardiovascular diseases; personalised medicine; simulation;
internet of things; sensors; NASSS framework; qualitative research; document analysis

1. Introduction

Digital twins—a ‘virtual’ replica of a complex system which is iteratively updated
with real-time data—are increasingly being seen as a solution to the present cardiovascu-
lar disease crisis [1], a problem much exacerbated by COVID-19, austerity policies, and
increasing health and social inequalities [2]. This enthusiasm is widespread in journals,
articles, and media, frequently conveyed through the metaphor of promise and potential
that encapsulates the sense that new insights will be generated and better medical decisions
will be made, resulting in better outcomes for patients. As one leading science and tech-
nology media outlet ITProPortal declared: ‘digital twins show great promise in health care. By
synthesizing and tracking patient data through medical records, medication history, imaging studies
and patient-provided health data, healthcare professionals have the potential to [ . . . ] synchronise
all sources of data to create a complete picture of a patient’s needs’ [3].
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As cardiovascular diseases (CVDs) are the leading cause of death worldwide [4], it
is no surprise that science and technology research in this area leans heavily towards
the development of digital twins of the cardiovascular system. For example, within the
industry, French software company Dassault Systèmes is in the process of developing a
digital twin of the heart to improve device placement and surgical interventions [5–8], while
Philips are developing a digital twin of the heart to better predict heart disease and better
tailor treatment and prevention plans to the unique characteristics of individual patients [9].
In UK academia, the University of Sheffield [10] and King’s College London [11] are also
developing heart digital twins, leading key research in the area. It is clear: digital twins
have been identified as a promising tool for improving clinical decisions and treatment
efficacy and safety in the field of cardiovascular medicine (e.g., [12,13]). However, there
is also dispute, contention, and caution among these research communities. A mapping
review of digital twins being developed for cardiovascular disease by Coorey et al., [14]
pushes us to think behind the veil of promise and narrative of perfectly designed technical
systems common in the engineering discourse, and reminds us that there is also a human
and social dimension that goes into developing and implementing the system as well as
its acceptance:

The promise of an active digital twin of either the human heart or the human
organism for clinical decision-making remains futuristic. Its advancement holds
feasibility and implementation challenges that are not unique to CVD, namely
that although grounded in AI it hinges on many human factors. (Coorey et al. [14])

A dose of reality is that to be implemented, complex medical technologies must be
accepted as workable and satisfactory by their potential users and must be flexible enough
to be embedded into actual practice in the networks of social relationships that make
their use meaningful [15]. Many cardiac models have been developed for cardiovascular
disease over the last 50 years, yet only a small number of models have reached clinical
implementation [11,16]. These lacked validation, lacked clinical interpretability, lacked
transparency over the model’s failure rate, did not provide enough evidence of preliminary
findings, and failed to produce efficient testing strategies [16]. Corral-Acero et al. [11]
further note that regulatory bodies’ demands for rigid assessment of algorithmic perfor-
mance and adherence to different measures of quality control is likely to slow down future
adoption. More specifically, successfully implemented medical technologies must effec-
tively address key challenges surrounding barriers to participation and adoption by clinical
experts who may see themselves as working for the public good—thus raising salient
issues for the ongoing building and maintenance of the system, such as having trust in the
system (or the organisations and/or individuals with whom it is connected) [15]. The aim
of this article is to analyse the potential challenges raised by digital twins in cardiovascular
medicine, particularly focusing on facilitators and barriers to adoption. The challenges
facing the introduction of new technologies within organisational and professional con-
texts have been widely discussed in the academic literature in the context of innovation
adoption frameworks. While several frameworks focus on the dimensions of technology
use in organisational and professional contexts, such as Fixsen et al.’s [17] ‘6 Functional
Stages of Implementation’, Holden and Karsh’s [18] ‘Technology Acceptance Model’, and
Rogers’s [19] ‘Diffusion of Innovations’, empirical work tends to focus on the end user’s
perceived utility and ease of use of the technology, highlighting the relevant technical
properties of the system necessary to achieve acceptable adoption rather than the whole
complex sociotechnical system that combines technical and institutional infrastructures
with people who make critical and highly contextual decisions.

However, two frameworks emphasize the sociotechnical dimensions of innovation
adoption. Kotter’s [20] ‘Eight steps to transforming your organisation’ highlights a variety
of social challenges, such as forming a powerful enough guiding coalition (making sure that
there are enough senior people around to ‘buy in’ to the concept or technology), communi-
cating a vision (making sure that the organisation communicates clearly its vision in which
it needs to move in), and changing organisational culture (making sure new approaches
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become institutionalised as social norms and shared values). Greenhalgh et al.’s [15] ‘Non-
Adoption, Abandonment and, Challenges to the Scale-Up, Spread, and Sustainability of
Health and Care Technologies’ (‘NASSS’) framework consists of seven domains, including
the target health condition(s), the technology, the adopter system (patients, clinical staff,
technical staff, administrative staff), the organisational elements, and the wider system
of enablers (regulatory or professional bodies, general public). Whilst it is not the only
way to approach the analysis of complexity in technology implementation, NASSS is a
health-focused framework that has been designed to identify important insights into how
healthcare innovations are adopted and has the potential to generate multi-level accounts
within each of its domains. For example, ‘dimension 2: the technology’ provides a rich
and multi-facetted picture of the technology, including its ‘material features’, ‘type of data
generated’, ‘knowledge needed to use’, and ‘technology supply model’. We will discuss
each of the NASSS domains in detail in the next section. All in all, while the NASSS
framework has much in common with previous adoption frameworks like Holden and
Karsh [18], it moves beyond the use of such frameworks in three ways: first, it allows
us to consider adoption as a process that spans the entire life-cycle of the technology,
including different roles and sectors (i.e., the sociotechnical system); second, it has been
designed with the implementation of health technology and health settings in mind; and
third, in a study of technology adoption, the framework highlights how challenges during
the development phase may impact the implementation phase. It is therefore a suitable
framework to help define the dynamics of successful implementation of digital twins in
cardiovascular medicine.

We, therefore, use the NASSS framework to address the question: What are the facili-
tators and barriers facing the implementation of digital twins in cardiovascular medicine,
and how can the barriers be addressed? This question is motivated by an ongoing debate
about why technology adoption efforts fail [20] and the lack of uptake of complex systems
in medicine [21], which often mirrors the complexity of the condition or disease itself [22].
We argue that digital twins in cardiovascular medicine present a new set of challenges
to adoption. Analysis revealed much promise surrounding the use of digital twins in
cardiovascular medicine, yet multiple areas of complexity also appeared in our analysis
when we identified potential barriers in the literature that related to this technology. For
these systems to stand a chance of being implemented, we must look beyond the technical
properties of technologies, and broaden our focus to include the actual social mechanisms
by which professionals trust, adopt, and use technologies. We demonstrate the dynamic
sociotechnical system into which digital twin technologies are likely to become embedded,
highlighting key facilitators (e.g., a demand for preventing cardiovascular diseases) and
key barriers (e.g., being able to collect and integrate in real-time the multiple information of
an actual person into a twin) to implementation in this approach. This study is the first to
use the NASSS framework to identify the barriers and facilitators of the implementation of
digital twins in cardiovascular medicine. Our application is prospective and anticipatory,
responding ahead of time, accounting for the material, social, technical, and organisational
challenges in delivering the technology in clinical settings. As medical digital twins come
to occupy a significant position in determining national research priorities and the ‘promise’
of digital twins becomes more prevalent in mainstream medical discourses as a common
resource for personalised medicine, little or no research exists to support or critique this
position. Therefore, it is increasingly important we turn more attention to these key dis-
courses and documents at early stages of a technology’s development process in order to
better prepare as well as to guide researchers when ‘implementing’ their technology. The
novel contribution of this research is to identify primary barriers and facilitators of medical
digital twin technology during the very early stages of its development using the NASSS
framework to help future researchers, innovators, and organisations better prepare for the
challenges implementation presents and guard against undesirable futures.
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2. Methods

The NASSS technology implementation framework was used as an analytical frame-
work [15]. This framework was chosen because it is designed to help researchers categorise
the facilitators and barriers of technology implementation. This allows a rich and multi-level
account of the different components needed for implementation [23]. This article employs
the prospective approach of the NASSS framework, rather than retrospective. That is to say,
the approach was to predict and anticipate the possible facilitators and barriers to imple-
menting a new medical technology into routine clinical practice. Such an approach chimes
with the principles of Responsible Innovation (RI) by offering forward looking approaches
for achieving ‘beneficial’ societal outcomes or on how to stimulate the ‘right’ processes
to achieve these goals [24]. The NASSS framework comprises 7 domains (Figure 1), each
representing a highly complex ecosystem. According to Greenhalgh et al. [15], it is impor-
tant not to regard these domains individually, but as being part of a wider sociotechnical
system with multiple interactions with each other over time. Each domain includes several
sub-domains which are said to surface different kinds of complexity in the proposed pro-
gramme, highlighting how technologies have a wide range of influences which generate
particular activities in particular contexts [22,23,25]. Domain 1 is the condition (for exam-
ple, an illness such as cardiovascular disease). Complexity occurs when the condition is
associated with comorbidities (most commonly in older people aged over 65) and strongly
influenced by socio-cultural factors (e.g., poverty or race and ethnicity) [4,26].
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Domain 2 is the technology. Complexity may relate to its Material Features (e.g., techni-
cal functionality, reliability, speed) [27], its technology features (all digital twins foreground
the technology feature of producing in silico models to help clinical experts simulate heart
health [6,11] and experiment ‘what if . . . ? scenarios [7,28], the knowledge needed to use it
(e.g., all digital twins require a new specialised skill set) [7,29,30], the type of data generated
and its management as well as the privacy risks that are brought into play) [12,31–33].
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Domain 3 is the Value Proposition—both supply side (value to the developer) and demand-
side (value to the patient, healthcare system, and taxpayer or insurer). Complexity in
this domain relates to challenges in crafting a clear business case for developers, cost
effectiveness, and that there is clear desirability for the technology [6,34–36].

Domain 4 is the Adopter System: the staff who will be using and maintaining the
digital twin as well as the patients and staff who will be expected to use sensors (but
who may refuse to use it or find they are unable to use it). Complexity, may arise, for
example when there is ‘resistance’ to using new technologies among healthcare staff or
patients [23,37,38].

Domain 5 is the healthcare organisation or organisations. Complexity in this domain
may relate to the organisation’s general capacity to support innovation (for example, strong
leadership, sound decision making, and effective human resource management, especially
in terms of staff motivation, regular retraining and support [23], and extent of work needed
to implement changes (including software maintenance or adaptation) [14,39,40].

Domain 6 is the wider system, including the policy context, support from regulatory
or professional bodies, and public perceptions. This domain highlights how external
factors can influence the uptake (and deceleration) of innovations, such as social, political,
technological, and economic factors [13,14,41,42].

Domain 7 is the continuous embedding and adaptation over time (of both the tech-
nology and the service or organisation). Complexity in this domain may arise from the
technology’s lack of potential to adapt to changing context or from the organisation’s lack
of resilience through learning and adaptation [22].

3. Results

We applied the NASSS framework to the literature on digital twins in cardiovascular
medicine and digital twins in medicine more generally. Our focus is on the domains
outlined by Greenhalgh et al. [15], one of the most systematic frameworks for analysing the
sociotechnical dimensions of innovation adoption in the medical sector.

Specifically, the literature that we drew from was a mixture of peer-reviewed publica-
tions identified from Medline, Scopus, and Google Scholar databases. We included a variety
of articles published in English. These included: research articles, research reports, com-
mentaries, book chapters, and media articles. No limitations were set for the publication
date. These databases were searched using a combination of relevant keywords including:
‘medical digital twins’, ‘healthcare digital twins’, ‘cardiovascular digital twins’, ‘medical
digital twins and sensors’, and ‘healthcare digital twins and sensors’. Publications referring
to any type of medical digital twin (i.e., digital twins that enable personalised medicine,
and digital twins that enable strategic planning) were included. Due to the absence of
medical digital twins being used for personalised medicine in the real-world, we decided
to include medical digital twins for strategic planning in this search.

The first author (PW) conducted the literature search by examining the titles and
full-text publications concurrently, and key information from publications which met
the eligibility criteria were extracted (e.g., ‘medical digital twins’, ‘cardiovascular digital
twins’, ‘medical digital twins and sensors’) and summarised in a table. Next, the NASSS
domains served as an analytical framework, and by using deductive principles the content
in the table was categorised as a barrier or facilitator and sorted into one of the seven
NASSS domains. The analysis was led by the first author, with the second author (TC)
supporting the analytical process and providing verification of categories and themes.
The organisation of the categories and themes in the table were checked and modified
throughout the analysis via an iterative process. The table was then broken up into the
seven domains to help bring clarity to our analysis.

In a final set of the analysis, we analysed the complexity of each domain in three
levels: simple (few components, predictable), complicated (many components but still largely
predictable), or complex (many components interacting in a dynamic and unpredictable
way) [15]. In this assessment, perspectives of the authors and findings from outside the
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specific area of medical digital twins were included in our discussion section to enrich our
discussion. We found the existing literature on sensor technologies for health management
and monitoring to be especially useful when writing the discussion section given the lack
of research on sensors in the context of medical digital twins (there are some exceptions,
see [43,44]).

3.1. The Condition
A Demand for Preventing Cardiovascular Diseases

Table 1 shows the first of the seven domains: the condition. An analysis of the
literature on digital twins in cardiovascular medicine reveals how cardiovascular disease
is the number one cause of death globally, costing an estimated 17.9 million lives each
year—almost one third of all deaths worldwide [4,11,14,26,45]. Cardiovascular disease
includes all heart and circulatory diseases, including coronary heart disease, angina, heart
attack, congenital heart disease, hypertension, stroke, heart failure, peripheral arterial
disease, and vascular dementia [26]. In the UK, demographic shifts towards an older
population (who suffers from more cardiovascular issues) and the continuing burden of
disease among the population has served as a foundation for the National Healthcare
System Long-Term Plan report, making heart and circulatory disease a priority [45]. The
report makes it clear that heart and circulatory diseases cause nearly a quarter of all early
deaths in the UK, yet progress in tackling early deaths has stalled [46].

Table 1. Domain 1: The Condition.

Complexity Level Theme Facilitator Barrier

Complicated A demand for
preventing CVD

CVD is the number 1 cause of
death globally

[4,11,14,26,45–49]

CVD is a complex disease and influenced
by physiological, socio-economic, and

socio-demographic factors
[1,11,14,39,47–49]

With increases in cardiovascular diseases, clinical experts are looking to digital twins
to help enhance their diagnostic and monitoring toolkit in order to help prevent and re-
duce the risk of people suffering cardiovascular diseases [1,11,14,39,47–49]. This rise in
cardiovascular disease is facilitating the development of digital twins in cardiovascular
medicine. Second, an analysis of the literature revealed cardiovascular disease to be a com-
plex condition with multiple physiological, socio-economic, and socio-demographic risk
factors contributing to the disease (e.g., genetics, dementia, poverty, cultural beliefs, drug
dependency), making accurate and personalised risk assessment with tailored treatments
the prerogative of doctors in cardiovascular medicine. It is primarily this challenge—the
complexity of the disease—forming a highly heterogeneous condition of four main types,
such as coronary heart disease, stroke, peripheral arterial disease, and aortic disease (each
one having its own symptoms and treatments), that has facilitated the development of
highly specific twins of the heart [14]. Indeed, the literature has revealed what types of
cardiovascular diseases are of pressing concern to cardiologists, revealing a variety of
specific cardiovascular disease-related clinical problems. In much of the literature on digital
twins and cardiovascular disease, digital twins for detecting and preventing Ischaemic
Heart Disease (IHD, also known as coronary heart disease) are proposed as one of the core
models for what is one of the top ten causes of death in the Western world [1,11,14,49].
For example, Coorey et al. [14] indicate a concentrated effort by cardiologists to foster the
potential of digital twins to tackle IHD, highlighting how it surpasses all other types of
cardiovascular disease “as a cause of premature mortality, with access to, and adoption of,
proven treatments being context specific”. Similarly, Corral-Acero et al. [11] also identify
ischaemia in patients as a complex clinical problem to solve, pointing out how its under-
lying mechanisms are poorly understood and a ‘grey zone’ continues to exist in clinical
decision making for effective identification and diagnosis. Martinez-Velazquez et al. [49]
further present their ‘cardio twin’ model for IHD detection, designed to ‘run on the edge’
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to help in the event of a Myocardial Infarction (MI) (a type of IHD) in which arterial blood
to the heart muscle is interrupted. To a lesser extent, other cardiovascular disease-specific
twins include aortic valve disease [50], congenital heart disease [8], heart failure [51], and
abdominal aortic aneurysm [52].

Alongside these efforts, other research looks to better understand the underlying
mechanisms of more general human heart function and the origin of cardiac disease as a
platform to guide the design of other applications [5,47,53–55]. Baillargeon et al. [5] working
on behalf of the Living Heart Project, are in the process of developing a heart digital twin to
simulate the blood flow between the four different chambers of the whole heart, attempting
to visualize the mechanical response of the living human heart throughout its cardiac
cycle. Underscoring the need to address the rise in cardiovascular disease, studies in
the UK, the USA and other jurisdictions are looking to digital twins to help tackle the
disease as it continues to remain the leading cause of death in developed countries and
exhibits a high socioeconomic cost [8]. Given the complexity and heterogeneity of the
disease and the fact that its origin, progression, and treatment move beyond physiological
characteristics to include context-specific risk factors, such as demographic make-up, ethnic
heterogeneity, and economic status [56], digital twins are perceived as the only way to truly
know someone’s heart health.

3.2. The Technology
3.2.1. Technical Functionality and Reliability

Table 2 shows the second of the seven domains: the technology. The functionality of
the ‘digital’ twin is based on a communicative situation that is reliant on a synchronised
cyber-physical system between the primary real-world context (i.e., the ‘real’ twin) and
a secondary virtual context (i.e., the ‘digital’ twin) [14,27,57–63]. A synchronised cyber-
physical system is seen as an important facilitator because it allows the digital twin to
mature through timely and accurate correspondence between its real entity. Constant
synchronisation between the twins may give clinical experts confidence over the quality of
their model because it allows the virtual twin to quickly update as it adopts the properties
of its physical twin, enabling what is known as ‘closed-loop optimisation’ [14].

Secondly, it was also seen as an advantage that the digital twin platform required
connection to the Internet of Things (IoT) [12,14,28,33,43,59,60]. The statement below from
Barricelli et al. [59] indicates that IoT based solutions are likely to become key to digital
twin implementation because they facilitate the interrelation between different components,
such as sensors and actuators for the transfer and collection of data:

The advent of the Internet of Things (IoT) is changing the way data are exchanged
among different sources. Indeed, the diffusion of technologies, such as (embed-
ded) sensors and actuators connected through the Internet, allows a continuous
exchange of Big Data. (Barricelli et al. [59])

This approach, otherwise known as data-driven smart manufacturing (BDD-SM) uses
the IoT and sensors to produce and transport Big Data [59]. In this instance, the IoT is consid-
ered as having multiple purposes. For example, the IoT is said to encourage the use of online
platforms for storing data and increasing access of the digital twin and its data [28]. One of
the most common IoT platforms mentioned across the literature is cloud computing and has
become seen as the key facilitator of IoT-digital twin implementation [27,28,33,40,43,59,60].
According to Mell and Grance [64] cloud computing is:

A model for enabling convenient, on demand network access to a shared pool of
configurable computer resources (for example, networks, servers, storage, appli-
cations, and services) that can be rapidly provisioned and released with minimal
management effort or service-provider interaction. (Mell and Grance [64])
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Table 2. Domain 2: The Technology.

Complexity
Level Theme Facilitator Barrier

Complex

Technical functionality
and reliability

Real-time synchronisation between real
and virtual entities

[14,27,57–63]

Establishing a synchronised
cyber-physical system [27,57]

Internet of Things (IoT)
[12,14,28,33,43,59,60]

Vulnerabilities in computational storage
and infrastructural resources [14,60]

Cloud computing
[27,28,33,40,43,59,60] Hacking and Viruses [30,34,40]

Complex

Technology Features

Real-time simulation
[6,7,9,11,14,29,47,57,59,65]

Real-time remote monitoring of a
patient’s health

[14,27,28,33,39,40,43,60,66–69]

Lack of regulations and rules establishing
validation methodologies [14,57,59]

Real-time experimentation
[7,11,28,55,57]

Predictive maintenance
[9,13,14,27,32,70]

Virtual collaboration
[28,40,67,71,72]

Specialised skills required [7,29,43,44]

Complex

Patient data Real-time data collection
[3,30–33,43,44,60,70]

Huge amounts of data required
[7,32,57,63,66,69,73]

Data fusion techniques and multiscale
data integration
[27,28,40,59,74]

Dedicated structured reading team
[75]

Challenges of integrating data from
different sources

[27,28,40,42,59,75,76]
High cost and time consuming [40]
Privacy risks: (1) commodification

[31,33,39]; (2) surveillance
[33,34,60,76,77]; (3) behavior

manipulation
[12,31,33,34,39,60]

Cloud computing is then imbued with expectations inseparable from the IoT paradigm.
Analysis has yielded significant insight into the potential of cloud computing, arguing
that one of the main benefits of cloud computing is that patient data can be collected from
sensors and sent to the ‘cloud’ automatically via a wireless network that clinicians can
access for processing and analysing [6,27,33,40,43,44,62]. Liu et al. [27], discussing the
potential of their Cloud Digital Twin Healthcare (Cloud Digital TwinH) system to support
the self-management of elderly people, argue that once data are uploaded to the cloud
it “offers new possibilities such as ubiquitous access to medical data, and opportunities
for new business models”. Indeed, the promise of ubiquitous access is seen as a key
facilitator to digital twin implementation enabling other people or systems outside of the
local digital twin healthcare team to access the digital twin regardless of their location,
facilitating date exchange, and knowledge sharing [27,40]. Another study sheds further
light on the dynamics of cloud-based applications by exploring how cloud algorithms
can quantitatively detect frailty and pre-frailty in people over the age of 60 in order to
return them to “robustness” [43]. Despite its promise, however, there are currently no cloud
healthcare platforms in operation that support the collection and real-time monitoring of
patient Big Data because they are still in development [59]. Moreover, cloud platforms
enable automatic real-time data collection and reduce the possibility of human transcription
errors [33]. Crucial here is the promise of ‘real-time’ data collection from sensor technologies
and will be discussed in more depth later in Theme 3: ‘Patient Data’.

However, efforts to establish a synchronised cyber-physical system that is supported
by the IoT raises a variety of challenges to adoption. For example, the effort to maintain a
virtual communication network between real and virtual entities in real-time highlights four
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challenges. First, there is the challenge of ensuring that these models are verified and vali-
dated before they are used clinically to ensure that they are correct and accurate [14,57,59].
Second, there is the challenge of ensuring that adequate calibration strategies are in place
to ensure the digital twin runs synchronously and evolves in parallel with its physical
organ [27]. Third, there is the length of time it may take to achieve fully functioning synchro-
nisation. The fourth challenge leads us into cyber security challenges and risks of hacking
and viruses [30,40]. According to Miskinis [30], digital twin implementation opens up three
main opportunities for hacking, these include: hacking into the sensor device; hacking into
the synchronisation between digital twin and device; and hacking into the digital twin
system itself. Fuller et al. [40] also consider the vulnerability of cloud platforms to hacking
and viruses, arguing how cloud infrastructures require “robust security”, pointing out how
more scrutiny, regulation, and measures concerning digital twins are needed in order to
ensure personal data are protected. In the analysis of these issues, medical digital twins
have opened up new approaches to breaches in health data, revealing how the data stream
between digital twin and monitoring technologies can be hacked or interrupted [30]. Here,
then, is an added incentive for increased efforts to produce and distribute personalised
surveillance techniques in order to ensure data integrity and security. However, this raises
a further issue: the possible scope of state surveillance and an example of how digital twins
can be used for ever-more intrusive surveillance practices [34]. This latter issue will be
discussed in Theme 3: ‘Patient Data’.

3.2.2. Technology Features

The feature of running a dynamic real-time simulation is perhaps what distinguishes
the digital twin from other virtual models in medicine. A real-time simulation that
is continuously updated based on changes in the object it represents (e.g., a real hu-
man heart) is currently lacking from modern applied approaches of virtual models in
medicine. The literature notes that real-time simulation of the heart will use algo-
rithms to predict real-time changes of the real-world heart which correspond to its virtual
counterpart [6,7,9,11,14,29,47,57,59,65]. As such, digital twins will be continually trained
and updated based on real-time data as well as the historic or retrospective medical data of
the patient. When talking about real-time simulation in this context, there is excitement
at the prospect of the monitoring of a person’s physiological condition in real-time and
remote detection of disease/illness [14,27,28,33,39,40,43,60,66–69]. Hose et al. [67] take up
this unique feature and imagine a future in which medical digital twins provide clinical
experts with the ability to produce characteristic and diagnostic measurements to monitor
the effects of all types of interventions, “from lifestyle through to medical and surgical
options”. It is imagined that the real-time monitoring of patient health could potentially
lead to improvements in prognostication, diagnosis, and more targeted interventions and
treatment strategies, not only an improved model. The remote monitoring and detection
of physiological signals should, at least in theory, bring a patient’s health status closer
to clinics to form new ‘personalised’ treatment options. The ability to collect, process
and simulate real-time data is seen as an advantage because it allows for model-based
personalisation of patient-specific physiological and behavioural changes (including blood
flow, mechanics, and electrical impulses) [39].

A second feature of a digital twin application is the ability to carry out in silico
‘experiments’ [7,11,28,55,57]. This feature holds the promise of producing experimental
manipulations that go beyond the single mode of simulation. For example, Dassault’s Living
Heart Project is said to have produced a software that allows different experimental modes
to be used by clinical experts, allowing them the opportunity of bringing in additional
factors to see how the heart behaves under different conditions. According to Mussomeli
et al. [28] this experimental set up allows clinical experts see something different with
different tools to understand ‘what if?’ scenarios more clearly. In Scoles’s [7] commentary
on the software, for instance, the clinician is described as being engaged in different modes
of experimentation:
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The user can manipulate it—stick in pacemakers, reverse its chambers, cut any
cross section, and run hypotheticals [ . . . ] medical simulators see both inside and
into the future of virtual organs, without needing to put on scrubs. (Scoles [7])

Similarly, another project based in King’s College London involved in the development
of a personalised heart are also interested in discovering new knowledge about how a
digital twin of a patient’s heart will behave under defined scenarios, especially in terms of
its ‘stiffness’:

We already extract numbers from the medical images and signals, but we can
also combine them through a model to infer something that we don’t see in the
data, like the stiffness of the heart,’ Lamata says. ‘We obviously cannot touch a
beating heart to know the stiffness, but we can give these models with the rules
and laws of the material properties to infer that important piece of diagnostic and
prognostic information. The stiffness of the heart becomes another key biomarker
that will tell us how the health of the heart is coping with disease. (Lamata [55])

Lamata [55] states how having a digital twin of the heart may allow clinicians to ‘infer
something that we don’t see in the data, like the stiffness of the heart’. In stating this, he clearly
links the model with the capacity for experimentation. It is clear that experimentation
is common to all threads: they are made of scenarios that are all hypothetical in nature.
For example, in a position paper by Corral-Acero et al. [11] for a digital twin to enable
precision cardiology, we find significant attention being paid to scenario development to
help predict how a patient will respond to a specific therapy (e.g., adverse drug reactions)
and identify sub-populations at risk of cardiovascular disease. Together, having a digital
twin of a patient’s organ allows clinical experts to virtually analyse their patient’s health
and plan therapies safely in a virtual space before being tested in the real-world [32]. The
turn to simulation and experimentation, as we have highlighted above, is a significant
driver behind digital twin implementation.

A third feature that may facilitate adoption is the technology’s capacity to receive contin-
uous updates about the functionality and structural integrity of its sensors [9,13,14,27,32,70]. Ac-
cording to Baily [70], the promise of ‘predictive maintenance’—an engineering concept—to
reveal the device’s state in real-time is seen as something that would facilitate digital
twin implementation:

Proactive remote monitoring allows healthcare leaders the opportunity to rectify
impending issues remotely and to schedule maintenance by a service engineer as
appropriate, impacting the fewest number of patients. (Bailly [70])

This feature is likely to help clinical experts predict the ‘mechanical health’ of its
sensor technologies because it monitors the functionality and structural integrity of sensors.
Clinical experts, here, are uniquely positioned to ‘do’ maintenance work or call on the help
of more technical experts because they are able to detect if there is something wrong with the
structural and mechanical health of the sensors and predict when technical interventions
might be useful before issues occur [13]. The consequences for this, as suggested by
Baily [70], means maintenance can be better managed in terms of smaller disruptions to
patients and ultimately a more flexible workflow. Jeske [33] recognizes how the promise
of predictive maintenance has the potential to enhance the lifecycle of the technology and
therefore potential cost savings.

A fourth feature that may impact adoption is the opportunity for virtual collabo-
ration [28,40,67,71,72]. Compared to in-person collaboration, clinical teams will be able
to collaborate with experts outside the traditional bounds of clinical departments—e.g.,
biology, chemistry, physics, engineering, and mathematics—creating trans-disciplinary
approaches that allow the collaboration of data and scenario-based decision making on a
broader scale. Therefore, digital twins have the potential to provide clinical experts and
digital twin developers the flexibility to include different types of knowledge and styles
of reasoning, enabling “virtual collaboration” that can best serve patients [28]. Going one
step further in such virtual collaboration is the promise of combining digital twins with
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other online technologies, potentially building a global ‘Internet of Medicine’ which could
become the “conduit for a global healthcare ecosystem” [72]. Virtual collaboration further
broadens that picture by creating new visual and digital standards and new commercial
opportunities in visual and interactive tools, algorithms, and concepts [28].

However, despite these facilitators, the ability to analyse simulations and to ‘do’
experiments is likely to form expertise barriers to the technology’s implementation [7,29].
Scoles [7], in particular, warns how without technoscientific training clinical experts are
unlikely to adopt and “buy into” the technology. This also raises questions about the skills
and training required of clinical experts in terms of understanding the technical functioning
of sensors used by patients. Similarly, patients also require training in using their sensors
and monitoring technologies [43,44], which we will return to later in this article.

3.2.3. Patient Data

Digital twin users are aware that they need to capture as much patient data as possible
and that this information must be acquired from a variety of different sources, including real-
time sensor technologies and retrospective patient records. Digital twins are said to have the
potential to collect patient data in real-time through IoT devices with digital sensors, such
as smartphones and wearables (such as ‘Fitbit’ or the ‘Smartwatch’) [3,30–33,43,44,60,70].
These sensors can collect a variety of measurements ranging from walking speed, to heart
rate, to body temperature and are seen as a more efficient method of data collection to the
collection of post hoc data [63], such as blood tests, or scans which are “expensive time-
consuming tasks” [30]. Similarly, it is believed that the abundance of large clinical datasets
such as Magnetic Resonance Images, Electronic Health Records (EHRs) and Hospital
Episodes Statistics (HES) will be included in the model, enabling more accurate and
efficient models that reflect the state of the patient [55,73].

A second facilitator to the implementation of digital twins comes in the develop-
ment of new data fusion techniques and multiscale data integration. For example, re-
searchers have been drawn to developing new methods for effective integration of diffuse
data from different sources in order to produce more consistent, accurate, and useful
information [27,28,40,59,74]. This process of integration calls on strategies to be put in
place for data cleaning, which may use ‘data fusion algorithms’ (e.g., neural network,
Kalman filter, etc.) and ‘high-dimensional data-(de)coding and analysis techniques’ to
ensure data integrity and consistency [27,59]. However, standardised approaches to data
fusion are currently lacking in research and innovation of digital twins [40,42]. One of the
main points at issue here is the way patient data needs to be integrated into local human
and organisational ecosystems and workflows from decentralised data sources [28,42].
The second challenge in the integration of data is making sure that it is cleaned in a way
that digital twins are made of high-quality data [40,75,76]. Fuller et al. [40] say that it is
important to ensure that data are not of “inferior quality” and can be sorted and cleaned to
ensure only the “highest quality of data is fed into the AI algorithms”. The third challenge
of data fusion techniques and multiscale data integration is a sensitivity to whom or what
gets collected.

Despite advances in the increasing use of statistical methods for patient anonymisa-
tion to protect sensitive information or the identity of the data owner [74], challenges of
anonymizing data in the process of integration remain. Much of the literature pointed out
privacy risks as a barrier for implementation in the health domain [12,31,33,34,39,60,77].
Jeske [33], in particular, has identified potential privacy risks that stakeholders need to give
special attention to, pinpointing commodification of personal (health) data, surveillance,
and behaviour manipulation as three main risks which have the potential to invade the
individual’s privacy. First, Jeske reveals the risk of commodification and how healthcare
providers have become valued for the increasing commercial or research value they have
for external organisations (such as businesses, the government). The Medical Futurist also
make this point with the following thought, leading what they call a “stall in the progress
of digital wins in healthcare”:
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This will become an issue when such companies make millions of profit out of
patients’ data. The patients themselves likely won’t receive any cut and will have
to pay to have access to this service. This could lead to a major backlash from
patients and other stakeholders. In the worst-case scenario, it will lead to a stall
in the progress of digital twins in healthcare. (Medical Futurist [39])

Likewise, when Copley [31] addresses the promise of medical technology companies
developing digital twins, she reveals privacy concerns of patient data being exploited
and sold by for-profit companies without compensating the patient. She points out how
patient data could be used primarily by companies as a commercial tool and implications
over the ownership of data is a ‘gray zone that could lead to a patient backlash if companies
start making fortunes from it’. The second privacy risk related to healthcare digital twins is
surveillance, raising the risk of state surveillance and how digital twins can be used for
intrusive surveillance practices [33,34,60,77]. Surveillance here is related to the presence of
personal health from a patient’s everyday life and to potential mass measuring of health
data in homes. According to Maeyer and Markopoulos [34], surveillance could result in the
“social sorting of a population . . . resulting in inequality in certain populations”. The third
privacy risk related to digital twins, is the potential for “behaviour manipulation”, whereby
personal data collected by a system or platform is able to generate behavioural predictions
about that individual [33]. These ‘behaviours’ can then be sold to third parties (such as
advertising companies) for the purposes of influencing or managing those whose data has
been gathered [33]. Once again, this is not to suggest that digital twins or clinicians will
unwittingly give access to untrained individuals or external organisations, but simply that
we must discuss who should and must have access to digital twins [60,76,77].

Despite the increasing availability of patient data and increasing sophistication of
tools for anonymisation, there may still not be enough data to ensure the optimal running
of a digital twin. The relationship between AI-driven models and data is not without
friction in the development and implementation of digital twins, with some commentators
highlighting that there is simply not enough data around in order to develop or implement
digital twins successfully [66]. For example, companies such as Siemens explicitly state on
their website how a substantial amount of data are necessary to develop an effective digital
twin of the heart: ‘Siemens Healthineers is developing algorithms that generate digital models of
organs based on vast amounts of data’: [73]. The following excerpt taken from Slate Magazine
journalist Sarah Scoles [7] on the topic of digital twins in cardiovascular medicine exhibits
this demand for data in the context of its founder Steve Levine’s story about his daughter’s
rare heart condition:

Inside his daughter’s heart, the left chamber is where the right one should be, and
the right one is where the left should be. Because of that reversal, Jesse received
her first pacemaker at age 2. But the wire leads kept breaking, and by age 20, she
was on her fourth device. Her doctors said that to understand her rare condition
and come up with better treatments, they needed more data. And that data would
be difficult to retrieve. Given all of the metal in her chest, they couldn’t give her
an MRI. So Levine decided to create data about his daughter—digitally. And so in
2013 he and Dassault—which had recently branched into life sciences—decided
to apply Simulia’s technology to the heart. (Scoles [7])

To understand Levine’s daughter’s heart condition and, specifically, how her pace-
maker leads kept breaking, the clinicians highlighted how ‘they needed more data.’ In
recognition of what is becoming an important trend in modern medicine, Levine’s ambition
was to build software in order to collect new data. Although Levine is referring to Dassault’s
SIMULIA software, his vision would equally apply to the various digital twin projects
around the world using huge amounts of patient data to develop computational models of
a particular real-world artifact [32]. As this quote suggests, the vast collection of patient
data is framed as a route for building the SIMULIA software that concerns the human heart.
Scoles [7] reports that processing patient data offers the promise of unlocking new insights
and accelerating breakthroughs in treatment, but this is coupled with a shortcoming about
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how this data ‘would be difficult to retrieve’. Scoles touches on a much wider debate within AI
development about how patient data are collected, standardised, and curated. Scoles sug-
gests then, that while there is significant data available for clinicians—a critical element in
the training of digital twin algorithms—the collection of new data that is medically relevant
to the patient may prove challenging for those involved in developing and implementing
digital twins.

A third factor facilitating the implementation of digital twins in cardiovascular medicine
may come in the form of a “dedicated structured reading team” [75]. Siemens Healthineers
have recruited a data science reading team in order to build a database that can facilitate
access to, store, and process massive amounts of data from different sources:

Over the course of the last few years, Siemens Healthineers has invested in
a dedicated structured reading team, building a database that can potentially
access more than 750 million curated images, reports, and clinical and operational
data which are fed into and also used to train algorithms. (Siemens Healthcare
GmbH [75])

In such a case, a designated reading team will cover the process of data collection
and are key players behind the integration of data from different sources related to the
digital twin. However, document analysis has highlighted how Siemens Healthineers
are an exception because they have been designing and implementing digital twins for
different domains (such as aerospace, automotive, and manufacturing) for some time [39]
and have substantial resources to devote to the data collection process. Having such a
dedicated reading team may not be feasible for many healthcare systems since it would
cost a lot of money and time. Further research is needed to explore the role of designated
data science teams and experts with data science skills in the digital twin ecosystem.

3.3. The Value Proposition
Desirability

Table 3 is the third of the seven domains: the value proposition. The NHS healthcare
system is confronted with a constant rise in demand to diagnose and treat people with
symptoms of cardiovascular diseases which is estimated to cost the NHS and wider society
in England £15.8 billion a year [26]. This means that there is an immediate requirement to
maximise the efficiency of healthcare services but at the same time minimise costs. This
desire to prompt faster, more efficient healthcare services in a cost-effective manner was
explicitly addressed across industry websites, journal articles and media as significant
motivation behind digital twin development and implementation [6,26,34–36,58,78]. For
example, an article by D’Souza in the American simulation magazine Benchmark [6] entitled
‘Technology to Transform Lives’ highlights the impact of cardiovascular diseases and its
spiralling costs rising from treatment:

The decision to model the human heart was motivated by several reasons. Car-
diovascular disease is the leading cause of death in the US and other developed
countries and imposes a high socioeconomic cost. Spending on circulatory condi-
tions [primarily heart disease and hypertension] constitutes the largest portion of
US healthcare expenditure. (D’Souza [6])

The D’Souza quote above explicitly states that the prime motivation for the imple-
mentation of its digital twin was because of the ‘high socioeconomic cost’ of cardiovascular
disease, a narrative that highlights the strong pressure for cost containment within the US
healthcare system. Similarly, Rahman et al. [58], in a report titled Transforming Healthcare
with Digital Twins on behalf of the Challenge Advisory Group, say that:

With healthcare costs rising globally and the world’s population increasing, now
is the time to use our digital counterparts to make changes to the system to enable
a more efficient solution for both healthcare professionals and patients without
causing either any harm. (Rahman et al. [58])
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Table 3. Domain 3. Value Proposition (for digital twin developers and users).

Complexity
Level Theme Facilitator Barrier

Complex
Desirability Managing cardiovascular disease is costly

[6,14,26,34–36,58]

Personalised and improved treatments
[1,6,11,31,34–36,42,58,60]

In their report Rahman et al. [58] underline the relationship between cost savings
and efficiency, and the potential for saving lives. The report suggests that the movement
towards digital twins of hospital departments such as an operating room or accident and
emergency is essential to the department’s interest in efficiency, which are also concerns for
the benefit of the patient. The result can be improved cost savings and healthier patients:

Implementation of digital twins in hospitals, offers numerous benefits. It has been
reported that digital twins could provide a 900 percent cost in savings in hospital
and a 61 percent reduction in blue code hospital events. (Rahman et al. [58])

A digital twin can act as a cost saving tool or efficiency saving technology in the health-
care environment, with hospital digital twins referenced as providing a ‘900 percent cost in
savings’ and a ‘61 percent reduction in blue code’ (i.e., medical emergency) events happening in
hospitals. According to Rahman et al. [58] the potential cost saving advantages of this type
of digital twin has become evident in Mater Private Hospital Dublin. In a collaboration with
Siemens, Mater Private Hospital aimed to tackle increasing demand for medical images
and its rising personal costs of producing medical images by implementing a digital twin of
its radiology department. With the adoption of the technology to simulate actual MRI and
CT workflow, the digital twin optimised the turnaround time for producing images which
improved patient waiting times (‘the identified improvement potential was a nearly half-hour
reduction in patient waiting time, and significantly reduced staff overtime costs’: [78]). Many
publications shared this perspective, viewing personalised digital twins in positive value
terms as supporting better (more personalised) care and making it easier and quicker for
clinical experts to diagnose and treat their patients [1,6,11,31,34–36,42,58,60].

Taken together, the improvement in patient outcomes while lowering costs in hospitals
and departments can be said to facilitate implementation by bringing efficiency gains to
existing practices, transforming inefficient practices and delivering socio-economic benefits
for all. However, despite there being a small but growing body of research that relates to
cost savings and the delivery of high-quality care, evidence is clearly weighted towards
digital twins for ‘strategic planning’, such as the development of a digital twin of a hospital
for supporting hospital organisation and management [63,78]. This confirms that research
which evaluates the cost-effectiveness of digital twins for personalised medicine (i.e., a
patient’s heart) to inform clinical decision making and treatment is currently absent.

There is no empirical information on whether digital twins for personalised medicine
are cost-effective. This opens up questions for analysts about costs and expenditures relat-
ing to a personalised twin of a patient’s organ or process they represent [35], indicating
how the sheer complexity of this type of engineering is likely to incur more significant costs
to developers and healthcare systems compared to digital twins of hospital buildings or
departments. It also leads to questions of very fundamental features of cost containment,
such as how much does an organ-based medical digital twin cost to run while it is imple-
mented, and how much are maintenance costs, where costs vs. benefits need to be weighed
into the development and implementation process.

3.4. The Intended Adopters
Collaboration

Table 4 is the fourth of the seven domains: the intended adopters. NASSS analysis
exhibits positive attitudes towards the adoption of digital twins and sensor technologies
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(e.g., they anticipate the value of the data generated, and anticipate the digital twin’s
ability to help prevent cardiovascular diseases). At present, these positive attitudes come
from intended adopters of digital twins such as cardiologists who are all engaged in a
highly collaborative affair with leading digital twin developers, medical device developers,
regulatory agencies, and other clinical experts [6,9,69]. However, it is not clear who the
other adopters of digital twins and sensor technologies will be in the field of cardiovascular
medicine and what, exactly, will be the role of each of these when it comes to implementa-
tion? If this is the case, then more research is needed to clarify the roles of all the different
staff who can contribute and enable a successful implementation.

NASSS analysis also highlighted clinician–patient collaboration as an important fa-
cilitator for digital twin implementation. Digital twin developers and clinicians perceive
high ability in patients to use their sensor technologies, highlighting close clinician–patient
collaboration as an important facilitating factor for successful adoption [9,33]. According to
Jeske [33], closer collaboration with patients may increase the chances of widespread adop-
tion and scale-up of the digital twin. It is in this sense that clinician–patient collaboration
is central to the implementation of digital twins, especially when it comes to the system’s
sustainable upkeep and the proposition that implementation must be understood as part
of a broader sociotechnical project of healthcare intended to include patients [33]. A good
example of this point is given by Philips executive Henk van Houten [9], who suggests
the inclusion of sensor technologies brings in its wake an emphasis on clinician–patient
collaboration and patients as the agents of data collection:

A cardiologist could delegate certain routine measurements to a GP. And, at the
discretion of the GP, a patient may be able to perform certain measurements at
home, such as taking blood pressure. The digital patient paradigm requires us to
rethink the collection of health data as a continuous, collaborative process with
the patient at the center. (Van Houten [9])

Van Houten [9] sees this as part of a paradigm shift, now gathering momentum,
towards a more collaboratively informed healthcare that puts patients at the centre. In
support of Van Houten, research in recent years has provided compelling evidence in
support of patient centrism as a “paradigm shift” in healthcare delivery, because of the way
it is has restructured relationship dynamics between patient and provider and allowing
patients to play a more vigorous role in managing their health [79]. It is now becoming
clear that this orientation towards patient-centric principles is linked to greater patient
compliance, better recovery and health outcomes, and declined readmission rates [79].
Similarly, the Academy of Medical Sciences [80] recognise that data-driven technologies
may cause a “paradigm shift” in the way that healthcare is delivered, which is likely to
have implications for the healthcare workforce [81]. For example, who in the workforce
will be accountable and responsible for evaluating sensor technologies? What training is
required? How will capacity and time for evaluation of these technologies be built into
the existing workflows? [80]. It also opens up questions around very important features
of help-seeking, such as how to alert or communicate to the patient that there is a health
issue, and how much information is communicated to them, including the route(s) to care?
This issue is highlighted in the quote below from Bruce Rule [68] from Karma Magazine: ‘a
patient could wear trackers or sensors that send data to the virtual twin, which would be monitored
for any irregularities or stresses. If any occur, the patient would be told to seek care’. Rule’s [68]
quote highlights a key challenge clinicians face when considering how patients seek help.
This issue of being ‘told to seek care’ resonates with those identified in previous studies on
self-monitoring technologies (e.g., [81,82]) and their liability for any consequences such
as adverse health outcomes. For example, safeguards should be foreseen to prevent any
unintended adverse impacts such as: what if a patient feels breathless or ill, but decides
not to seek help because the device has not flagged an issue? We will return to these later
on in the discussion.

We have already mentioned that clinician–patient collaboration involves patient adop-
tion of sensor technologies, requiring patients to use sensors and tools to help build their
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digital twin [9,33,34,36,43,49,55,68,69,83,84]. For the patients, this can mean clinical experts
having to convince their patients about the importance of the sensors, which they justify
as an effort to promote a vision of seamless data collection and personalised medicine.
For example, Bloomer Tech is developing a bra with sensors that monitor a person’s heart
function, while Apple and Johnson & Johnson are developing digital health tools that can
detect irregular heartbeats on a person’s Apple Watch [68]. Elsewhere, a team of University
of Sheffield researchers looking to build a digital twin of a patient’s heart to help diagnose
and treat cardiovascular diseases are looking to collect data from a broad suite of “minia-
turised sensors” so that patients can wear them throughout their daily lives rather than just
in a clinic or a doctor’s surgery [69]. Although sensors are anticipated to be a key feature
in digital twin implementation, no research has explored how to successfully implement
these devices. This means there is an absence of empirical research on professional and
patient accounts of digital twin use, sensor use and self-monitoring practices in the context
of medical digital twins. For example, previous research on the intended adopters domain
has highlighted how users can lack the capability or willingness to learn the technology,
because it represents a threat to their professional identity or scope of practice [85], or a
lack of training, staff continuity, and support may influence a lack of uptake [25]. Although
sensor development and implementation, in this context, is still nascent, it is worth turning
our attention to existing work on current sensors and self-monitoring technologies that
have been implemented in the field of personalised healthcare in order to help us get a
sense of potential facilitators and barriers. This will be discussed later in the discussion
section. For the time being, however, our NASSS analysis revealed two facilitators and two
barriers for the use of patient sensors in the context of medical digital twins.

Table 4. Domain 4. The intended adopters.

Complexity Level Theme Facilitator Barrier

Complex

Collaboration Developer–clinician collaboration [6,9,69]

Clinician–patient collaboration [9,33]
Socio-ethical issues

concerning privacy and
individuality [86]

Advantages in patient sensors and patient
self-monitoring (e.g., patient empowerment)

[9,33,34,36,43,49,55,68,69,83,84]
Ease of use

[34]
Training program

[27,36,44]

Sensor damage and failure
[12,27,28,33,59,77]

Leading the Personalised In silico Cardiology consortium at King’s College London,
biomedical engineer Pablo Lamata [55] shows how the use of sensors can empower the
self-care abilities of patients:

It is also the vision of people being more empowered and being more in control
and aware of the impact of their lifestyle choices in the health of their hearts. We
will have more wearables that can monitor aspects of our health rhythm, heart
sounds or level of physical activity. This unit is also talking to the digital twin
that lives in the hospital. (Lamata [55])

Lamata’s account relates to the patient’s empowerment and how having a digital twin
can provide the patient with more control over their daily heart health and therefore lead
to better health management and well-being promotion [36].

A second facilitator that is key to patient adoption of sensors is the fact that some
sensors can be equipped with a specialised user interface, which make them easier to
use [34]. For example, Natural User Interfaces (NUIs) often combine voice, gesture, motion
or touch because these ways of interacting are already familiar to humans and these ways
of interacting with the technology come very natural to humans [34].
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A third facilitating factor for adoption is likely to be the availability of training pro-
grams or person-centered digital coaching experience for patients, leading patients to
effectively self-manage [27,36,44]. Diaz et al. [44] recognise the need for an “always ready
smart coach” on a patient’s smartphone to facilitate the appropriate implementation of a
patient’s digital twin. If this is the case, a smart coaching system must provide training to
patients who uses sensors in order to perform accurate measurements of the body, such
as making adjustments in their posture and performance. Likewise, the clinical experts
and staff that oversee the patient’s digital twin and their sensors also need knowledge and
training in these tools, with a lack of infrastructure, clarity in regulation and training is
seen as another barrier to deployment [27].

NASSS analysis also revealed socio-ethical risks concerning privacy and individual-
ity [86] as having the potential to impede the adoption of medical digital twins from the
perspective of potential adopters and end users. A substantial proportion of interviewees
from the industry, research, policy, and society (including current patients) revealed several
important factors such as privacy and property of data, disruption of existing societal
structures, inequality, and injustice which may all contribute to intended users (staff and
patients/clients and their carers) not using or accepting the technology. While research by
Popa et al. [86] has started to fill the void of empirical research about the social and ethical
consequences of medical digital twins, it is firmly rooted in peoples’ predictions about the
future rather than on the present or the past.

Analysis also revealed a second risk of sensor damage and failure as a barrier for
implementation, pointing out how on-body sensors may become subject to defects, dam-
ages, and failures [12,27,28,33,59,77]. For example, sensors carried by the patient may be
dropped or accidentally stolen and destroyed. In addition, sensors may become subject to
“fatigue-damage” with cracks appearing in the structure of the device [59]. Such concerns
raise problems of ‘data misuse’ and ‘data loss’ [77]. Despite this, NASSS analysis shows
that digital twin developers are considering these issues by equipping their systems with
predictive maintenance processes which have the potential to protect their sensors from
defects, damages, and failures through real-time monitoring, structural life prediction, and
device management. Whilst predictive maintenance processes have been used in different
fields such as manufacturing and aviation (for example, detecting and predicting damaged
aircraft structures) [59], such a process has yet to be completed at any scale for sensors
on patients. According to Jeske [33], sensors fixed straight onto the skin (as opposed to
wearables like bracelets or smartwatches) such as an “electronic tattoo” made of graphene
allow for “high-fidelity biometric sensing” have less risk of being damaged because they
adapt better to the skin’s reaction during movement.

3.5. The Organisation
Changes to Existing System

Table 5 is the fifth of the seven domains: the organisation. There is some evi-
dence that digital twin implementation will be a long and costly enterprise [14,39,40,57].
Fuller et al. [40] has highlighted how one of the biggest challenges to digital twin imple-
mentation is the setting up and maintenance of its high-performance IT infrastructure, in
the form of up-to-date hardware and software. For example, Fuller et al. [40] draw our
attention to the high cost of installing and running digital twin systems and highlight
how implementation is potentially threatened by the costs of high-performance graphics
processing units (GPUs) that can range from $1000 to $10,000. The recruitment of a data
science reading team that is needed to build a database that can facilitate access to, store,
and process massive amounts of data from different sources into the digital twin is also
documented as an additional cost. In such a case, a designated data science reading team
is needed to cover the typical instances of data collection and are key players behind the
integration of data from different sources related to the digital twin [75]. However, having
this level of technical infrastructure would come at a high cost. This suggests only the most
affluent organisations will be able to install and implement digital twins (and their sensors)
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or even which patient will be able to afford the technology [39]. Fuller et al. [40] is one of
the only studies to consider the cost of implementing a medical digital twin system and
what implications a digital twin infrastructure has on the organisation. Further research is
needed in this domain.

Table 5. Domain 5. The organisation.

Complexity Level Theme Facilitator Barrier

Complex

Changes to existing
system

High cost
[14,39,40,57]

Existing IT Infrastructure
[14,39,40]

Recruitment of data science
reading team [75]

3.6. The Wider System
Societal Development

Table 6 is the sixth of the seven domains: the wider system. NASSS analysis did
not reveal any support from regulatory and professional bodies on the use of digital
twins in medicine given the lack of available evidence that they can be of use in clinical
medicine [14,41,57]. Despite the promise of medical digital twins, no regulatory or legal
standards have been set out. This presents regulatory and professional bodies with a com-
plex individual and organisational challenge, particularly when legal and matters around
AI continues to have its challenges [40]. However, a growing number of studies have started
to address the regulatory, legal, and ethical challenges of digital twins for personalised
medicine with the aim of anticipating governance challenges [1,6,8,11,14,32,33,40–42,64,86,87].
For example, D’Souza [6], working to develop Dassault Systèmes’s Living Heart Model,
claims that regulatory authorities can potentially act as a “barrier” to digital twin inno-
vation because of their “intense scrutiny” and “stringent demands” on medical device
manufacturers. As an example, D’Souza [6] highlights how the existing stringent regulatory
approval process has led to a “culture of caution” causing innovation in cardiovascular
medicine to effectively slow down. To overcome this shortcoming, D’Souza [6] proposes
the adoption of validated simulation tools and models which stakeholders can use to help
establish common processes and best practices. This chimes with Corral-Acero et al. [11]
who go one step further. They observe that digital twin implementation for cardiovascular
disease requires a coordinated drive from scientific, clinical, industrial, and regulatory
stakeholders in order to produce guidelines, gold-standards, and benchmark tests to estab-
lish the level of rigour needed for computational modelling (as they allow regulators and
other stakeholders to judge computational evidence.

Table 6. Domain 6. The wider system.

Complexity Level Theme Facilitator Barrier

Complex
Societal development

The potential of using
computational modelling and

simulation tools to help
produce standards and

guidelines [11,14,57]

Lack of regulation for clinical practice
[14,41,42,57]

Regulatory authorities
[1,6,8,11,14,32,33,40–42,64,86,87].

Concerns of human enhancement [32]
Loss of control and autonomy

[32,33,76,86]

Given the lack of governance frameworks for the development, deployment and use
of digital twins in medicine, the use of simulations equipped with AI has sparked concerns
around human enhancement and the lack of ethical mechanisms for safeguarding the
human rights of patients that have digital twins [32]. This complex matter around human
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enhancement as a potential significant barrier to regulatory approval and implementation
will be discussed next. According to Bruynseels et al. [32] research on the way in which
medical digital twins are being developed incorporate the traditional bioengineering model
which sees technology as applied science (see, for example [11,47]). Bruynseels et al. [32]
point out how researchers in biomedical engineering have an essentialist view of human
health; where cultural ways of knowing are to be explained and subsumed in deterministic
bioengineering models. It is no surprise to ethicists that this is seen as a troublesome
bottleneck in the development and implementation of medical digital twins. In their
discussion of the ethical implications of the engineering paradigm behind medical digital
twins, Bruynseels et al. [32] suggest that clinicians have the potential to, at the very least,
be caught up in current engineering practices and take these to a “different level” in
medical contexts. The issue of adopting an engineering perspective opens the route to
engineering actions being implemented in current healthcare and therapy. This, in effect,
will impact on (1) whether life extension achieved through a digital twin is categorised
as ‘therapy’ or ‘human enhancement’, and (2) our existing conception of ‘normality’ or
‘health’ [32]. There is obviously a danger here. In order to treat the patient, we may end
up disembodying the digital twin—making it into something purely technical and letting
human elements disappear via tweaks and refinements. Bruynseels et al. [32] raise the
concern about how engineers can inscribe certain standards of normality into the digital
twin, therefore enforcing a realisation of an ‘ideal’ human being, and likely to bring both
moral damage to the clinician and physiological damage to the real patient (and society).

A third potential barrier to its implementation is the loss of control and autonomy.
What if a clinician loses professional control over a digital twin that acts on behalf of the
patient or their organ? [32,33,76]. An artificially intelligent digital twin implies a constant
fulfilment of automated decisions on what is good or bad for the patient [32]. This calls
into question: how much autonomy does the clinician have in making clinical decisions
alongside automated decisions, recommendations or different types of outputs from the
digital twin? Previous work has highlighted how AI systems have the potential to introduce
over-reliance on automated decisions of AI systems which in the long term can lead to
the phenomenon of deskilling [88,89]. A major issue related to overreliance in this context
is how the value of existing patient autonomy is also likely to change in view of digital
twin users having a strong dependency on the digital model [32]. Given the close link
between digital twin and patient, a conflict of patient autonomy may arise if the digital
twin’s decision on what is good or bad are prioritised over the patient, leading to a new
form of “medical paternalism” [32].

In addition to clinical experts, the autonomy of digital twins may also result in the
loss of control and autonomy for patients where a patient does not have control over
their simulation that stands or acts on behalf of the individual or their organ [32,33,76,86].
The idea of letting a simulation act as a representation of a person’s organ or even their
entire body forces us to think about how the digital twin has the capacity to shape the
health of its patient, either for the patient’s benefit or the clinician’s own benefit. For
Braun [76], this raises the problem of having “illegitimate representations” as a consequence
of individuals not having control over their digital twin and not being aware that their
current representation is actually not representative. This shift from representation to
illegitimate representation allows the digital twin or its clinical users numerous opportunities
to benefit directly from illegitimate forms of prediction or surveillance through learning
more about their patient’s circumstances, including possible scenarios, and then acting
on these scenarios. In particular, the role of assigning the representation to a scenario not
usually accorded (i.e., where the simulation acts in the name of the patient), could lead
to infringements on peoples’ personal freedoms in dealing with their own condition [76].
This raises monitoring and surveillance (including self-monitoring) concerns which were
discussed earlier in the report. The great danger here is one of superficiality and of
excluding or neglecting the embodied experiences of patients in their everyday life. Because
of this potential risk we must ask the question: what if a clinician (or the digital twin)
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“modifies the manner of representation, transforms it into another form, interrupts or even
ends it” [76]. This paradigm of shared probabilistic simulations is also intimately linked
to questions of justice, for example, who should and must have access to simulated forms
of representation? [76]. Furthermore, if digital twins are about providing clinical experts
with real-time access to a patient’s representation, this predictive capacity is expected to
ask bigger questions, involving more than their clinical knowledge, or as in the barrier
presented here, crossing the divide between clinical practice and technical practice.

3.7. Embedding and Adaptation over Time
Challenge to Scale Up

Table 7 is the seventh of the seven domains: embedding and adaptation over time
(future outlook). It is believed that each member of society could eventually have a person-
alised digital twin for personalised medicine and treatment [32,83,84]. Currently, medical
digital twin applications are at a very early stage of development, and there is substantial
uncertainty on a time frame that helps to strategically accommodate the development and
implementation process. This has led to some concern about medical digital twins being
unrealistic because their complexity may take too long to produce meaningful results, or
their organisation may struggle to continue developing the technology due to increasing
costs which may derail the program [40,86]. There must be a monumental desire to keep
the system running with hospitals and healthcare systems working together to make adap-
tations to improve its embedding. This may widen health inequality even more because the
technology: (1) might not be accessible to everyone or not covered by some health insurers;
(2) is likely to be implemented in predominantly North-Western, rich countries with access
to research and development facilities; and (3) is at risk of being built on top of existing
biases [80]. Other forms of potential injustice could occur from private financing of digital
twin research and development, a problem exasperated if private sources want a return on
their investment and drive the cost of the technology and its infrastructure up.

Table 7. Domain 7. Embedding and adaptation over time (Future outlook).

Complexity Level Theme Facilitator Barrier

Complex Challenge to scale up

Each member of society could
eventually have a personalised

digital twin for personalised
medicine and treatment [32,83,84]

Fear about digital twins being
unrealistic [40,86]

High economic cost [40,80]
Widening health inequality and

injustice [40,84]

4. Discussion

In this article, we analysed academic publications and media publications authored
by science and technology correspondents writing about digital twins in medicine, and
employed the NASSS framework to identify the seven different domains the technology
requires for implementation. Before listing these, it is worth noting that whilst there
has undoubtedly been much promise in relatively constrained model development with
retrospective data, there are no notable digital twins for personalised medicine. It should
be clear from the findings that analysis is significantly weighted towards domain two (‘the
technology’), compared to other studies using the NASSS framework (e.g., [23]). This
is reflective of a more general truth that we are a long way away from any meaningful
clinical implementation—that is, at the time of this publication no digital twins have
been implemented for personalised medicine or in organ-based medicine, generally. The
technology is still very much in its early development phase where considerable energy is
being expended on collaborations within academia or industry or across both (for example,
cross-sectoral collaboration). Much effort is being made to create cross-sectoral centres for
doctoral training which focus on digital twin development, and considerable support is
being provided to universities to set up the technology, train PhD students and postdoctoral
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researchers in its assembly, and support a collaborative approach to projects working on
developing digital twin technologies.

In domain one (‘the condition’), meeting a demand for preventing cardiovascular disease
with digital twins was identified as a key theme across the literature. In this domain,
cardiovascular disease, as the number 1 cause of death globally, was seen to facilitate
the development of digital twins in cardiovascular medicine, while the complexity of
cardiovascular diseases among clinical experts was identified as a barrier. While digital
twins were appreciated by clinical experts to help them tackle a spiralling problem, some
experts were doubtful about the potential of such a system since cardiovascular disease
had many risk factors (physiological, socio-economic, and socio-demographic) and often
coexisted with comorbidities.

In domain two (‘the technology’), three key themes were identified: technical function-
ality and reliability, technology features, and data. Three facilitators were identified to support
the development of tools for technical functionality and reliability: real-time synchronisation
techniques, IoT, and cloud computing. Such facilitators certainly came with their own
challenges; but it was clear that the biggest barrier to the implementation of digital twins
for cardiovascular disease came in the form of hacking and viruses. Although hacking and
virus risks are not new to technologies with ‘over the air’ Internet connection, digital twin
developers need to consider how to address these problems with the utmost urgency given
how medical devices (e.g., pacemakers) have already been subject to remote hacking or
infection [90–92], implying that devices connected to networks are at risk of tampering.
This barrier also indicates that implementing digital twins and sensors in hospitals or
organisations connected to a network are at risk themselves of being hacked [93].

In terms of theme two: technology features, five facilitators were identified to support the
implementation of digital twins: real-time simulation, real-time experimentation, real-time
remote monitoring of a patient’s health, predictive maintenance, and virtual collaboration.
Although the technical features mentioned above were easily imagined, we identified only
two barriers. It was clear to us that the main barrier centred on the technoscientific expertise
that clinical experts or staff needed to use the digital twin. Recognising exactly what type of
training is required for clinicians to use digital twins is unknown. Strohm [85] has suggested
that radiologists who use AI need to have some technical training in order to comprehend
the outputs of the technology, despite computer science and programming knowledge
not falling under the typical competencies of medical experts. In her research into the
implementation of radiology AI applications, Strohm [85] reported that the radiologists
who were proactive in learning the technical aspects of AI tended to be in the minority, yet
for all their knowledge on the technical mechanisms behind AI applications they lacked
knowledge in the form of guidelines or best practices mainly because “there is no scientific
evidence available on these aspects”. If this is the case, then it is reasonable to expect that
clinical experts or staff using digital twins will require training on how to use the system,
but also how the system works.

The third theme: patient data, contains three facilitators (‘real-time data collection’,
‘data fusion techniques and multiscale data integration’, and ‘dedicated structured reading
team’). However, each of these facilitators have limitations. In the case of real-time data
collection and data fusion/integration techniques the technology is far away from being
ready for application, and having a dedicated team to process the collection of patient data
appears to be reserved for those who have substantial resources available to them, such
as Siemens Healthineers. The theme of patient data, perhaps inevitably, carried with it
many potential barriers to the privacy of patient data collected, processed, and managed
from sensor technologies. The privacy of patient data is a persistent issue throughout the
UK’s transition to a data-driven NHS [80,94]. Whilst independent Westminster Think Tank
Reform—in collaboration with NHSX and input from regulators such as the Care Quality
Commission (CQC), Information Commissioner’s Office (ICO), Health Research Authority
(HRA) and Medical and Healthcare Products Regulatory Agency (MHRA)—have gone
some way in providing rules that clarify access and use of NHS data by private sector
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companies for research or product and service development purposes, they have yet to
fulfil the ideals of patient engagement and democratic participation. The contribution
by NHSX [95] stresses how patients need to be engaged in what data are being used and
by whom, but also the partnership and commercial relationships that exist [95]. If the
NHS continues to pursue the commodification and selling of patient data as a way of
building a healthier society and funding the NHS [94], questions still remain regarding the
value of the data the NHS holds, and what counts as fair compensation [96]. As Nicola
Perrin, then lead of the Understanding Patient Data initiative, commented in the House
of Lords report [94], the public ‘do not like the idea of the NHS selling data, but they are even
more concerned if companies are making a profit at the expense of both the NHS and patients’ [94].
Furthermore, as the production of new personal information based on AI and Big Data
analytics becomes increasingly out of the individual’s control, the meaning and language
around “ownership” of data becomes increasingly blurred [97]. For example, it has been
reported that patient data from GP surgeries in the NHS have been sold to pharmaceutical
companies in the United States for research, with drug giants paying the Department of
Health and Social Care up to £330,000 each for anonymised data [98]. The question here
is not so much about stopping the selling of data to research and private sectors to tackle
serious healthcare problems, but to ask whether patients should be told that their data can
be sold in the first place and to whose benefit [96]. Preserving the privacy of patient data
functions just as much as a barrier as a facilitator in medical digital twin development and
presents a challenge to research and development let alone implementation [86].

In domain three (‘value proposition’), our analysis identified two facilitators: that
digital twins had the potential to be ‘cost effective’ and would lead to ‘personalised and
improved treatments’ for patients, leading to the theme of desirability. However, this
information tended to be somewhat speculative. The assumption was that using medical
digital twins led to personalised diagnosis and treatment plans, and thereby streamlining
the healthcare system’s priorities and costs and reducing healthcare expenditure [12].
However, these assumptions are based on the development and implementation of hospital
or ‘strategic planning’ digital twins [63]. There is currently no evidence to suggest that the
same will happen of medical digital twins being developed for personalised medicine given
the complexity, heterogeneity, and changing conditions of human physiologies. Within
the NASSS framework, the concept of value goes beyond simple financial measures, and
compromises non-financial benefits, such as the trade-off between the potential benefits
of using the technology and the work required to use it [15,85]. At the value level, taking
into consideration the promises given in personalised medicine and using digital twins to
customize patient care, it is currently impossible to know whether digital twins actually
provide a clear business case for stakeholders. This is because efficacy or cost-effectiveness
studies are unavailable or contested [32,36].

In domain four (‘intended adopters’), it was evident that the adopter system was
complex. Given how most of the literature was based on the development of digital twins
to tackle cardiovascular disease, it was recognised that the intended adopters of digital twin
applications were predominantly specialist clinical staff in the cardiology context (such as
cardiologists) who will directly use the twin (e.g., [69]). The lack of research of other direct
users, but also a range of other professionals (e.g., nurses, general practitioners, technical
staff) and organisational structures is, perhaps, related to a concentration of the efforts
of digital twin developments in cardiovascular medicine. However, the use of sensors
adds to the complexity of adoption and implementation processes because patients will be
involved in the management and use of their sensors (as well as other IoT devices). While
developer–clinical collaboration was seen as a key facilitator to adoption, our analysis of
the literature suggests that clinician–patient collaboration is just as much a key factor to
the clinical expert’s adoption of the digital twin. This type of collaboration points to the
idea of equipping patients with sensors or other monitoring systems to help build their
digital counterpart. While the breadth of the NASSS framework proved useful for the
detection of five facilitators, we were only able to detect one example that might lead to
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the abandonment of sensor technologies. Apart from the barrier of sensor damage and
failure caused (e.g., [59,77]), we were unable to identify other barriers to clinician–patient
collaboration because this research does not yet exist. For this reason, we must briefly
turn our attention to existing research on self-monitoring technologies which has gained a
place of prominence in the medical sociology literature [99]. Existing research has noted
patients’ everyday monitoring practices of blood pressure or weight as part of ‘healthy
living’ [82,100,101]: this has opened up new questions and practices for those who ‘self-
monitor’ and how these technologies work, not so much in terms of the technological
nature of the technology or even the method per se, but how they work in the everyday life
of the patient. These include more subtle issues concerning (1) the possibility of non-use
and resistance to sensors; (2) the work required to insert sensors into domestic spaces and
routines, and (3) the emotional meanings of these sensors and practices [82].

Despite this lack of research, the NASSS framework helps us suggest that patient
empowerment may act as a key facilitator to the patient’s adoption of sensors in the digital
twin context [36,55]. This finding echo’s existing research on self-monitoring technologies,
which found that the ability to self-monitor and manage one’s health also brings into
play the potential for patient empowerment [81]. Patient empowerment is said to be
defined by the information and abilities a patient gains in order to actively partner with
healthcare professionals regarding decisions about their health [102]. Empowerment can
be described as a set of competencies in which patients improve their health literacy
(e.g., [103]), control [104], participation [105], and communications capacities [106]. While
empowerment is widely regarded as having a positive impact on the patient, it has also
opened up two negative matters of patient adaptation. First, it opens up a more insidious
aspect of this type of relationship; that people are led to believe they are being empowered
when in fact they are being exploited [82]. If this is the case, digital twin users need to
open a dialogue with patients and reassure them of the system’s security [107], and how
patient-generated data will not be exploited or sold to for profit-companies. If this topic
emerges patients must be told and compensation mechanisms must be determined [32,33].

Second, it opens up the problem of whether patients can live an independent and satis-
fying life [37,108]. Tadas and Coyle [37], in their literature review assessing the barriers and
facilitators of different digital interventions in cardiac rehabilitation and self-management
(e.g., mobile phones, sensors, and telehealth), for instance, highlighted how patients re-
ported an “increased burden” when using the technology in their everyday life. This burden
is partly directed toward healthcare professionals asking patients to add their device on
top of what they already use (e.g., weight scales and blood pressure cuffs), leading patients
to become side-tracked and to not use it every day [37]. In particular, patients in older age
groups lacked interest in using monitoring technologies, citing forgetting to use it, losing it,
and inconvenience as a barrier to self-management and use of the technology [109]. Fur-
thermore, practices of self-monitoring have highlighted the issue of patient anxiety because
of home monitoring and how efforts must be put in place in order to “mitigate” patient
anxiety [101]. These issues strengthen the call for sensors that are either minimally invasive
or miniaturised and require little engagement from the patient. By bringing in the existing
research on self-monitoring practices, we have been able to raise potential barriers that may
impede both the development and implementation of digital twins. In a multi-adopter
world, this calls for future research which embeds clinician–patient collaboration early on
in the development process for introducing sensor technologies to patients.

In domain five (‘the organisation’), there was a total absence of an organisation’s
readiness for this technology, and the extent of work needed to implement changes in
hospitals or the wider healthcare system. Research by Fuller et al. [40] highlighted the
financial and business challenges associated with medical digital twin implementation,
including the cost of installing and running a high-performance IT infrastructure that
can support the performance of algorithms, ensuring a system is in place to ensure data
are of the highest quality, privacy, and security, and an IoT system that enables seamless
integration of sensors. Because of these challenges, three barriers were identified (‘existing
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IT infrastructure’, ‘high cost’, and ‘recruitment of data science team’). Despite these barriers,
we could not identify how a digital twin for cardiovascular disease would fit with existing
organisational routines. Previous research using the NASSS framework identifies how
new medical technologies create opportunities for developing new routines and care
pathways, but also have the potential to disrupt existing patterns of clinical work in ways
that complicate adoption [23,25,38,85,110]. Following this limitation, there needs to be
a new wave of research and thinking on activities and organisational factors for digital
twin implementation that take into account the integration of medical digital twins with
existing routines and the extent to which it aligns or clashes with existing organisational
and interorganisational routines.

In domain six (‘the wider system’), there was a total absence of support from the
wider system given how no digital twins for personalised medicine had been tested and
deployed in society. Whilst there is a clear movement for the development of AI enabled
solutions in personalised medicine (e.g., [45,80,94,95]), there has been very little mention
of digital twins in the regulatory and professional bodies discourse. Although there
is a rise in medical AI systems being implemented worldwide, rigorous regulation on
implementation issues for diagnosis and treatment applications is still lacking [111]. Whilst
efforts have been made in the past year to regulate medical AI, there is still a lack of
empirical evidence on implementation factors of AI technologies in clinical practice (e.g.,
effects on diagnosis and patient–clinician relationships), and failing to reflect the breadth
of these practices and scenarios may lead to barriers of implementation [111]. Although
studies had started to ask questions related to governance (e.g., [6,11,14] regulation and
legal aspects were not the sole focus of these articles and tended to be in the form of
editorials which lacked detail (i.e., [41,42]). Because of this, no steps had been taken by
regulators to standardize the production of evidence or make a significant impact on policy
making and risk management. Interestingly, all of these studies included criticisms of how
the existing regulatory landscape for medical devices was a barrier for medical digital twins,
ranging from “being populated by too many regulations” [86] to the “cost, timeline and
perceived rigor” of the approval process [14]. Nonetheless, the notion that computational
modelling and simulation tools could be used to aid device evaluation and reduce costs
was seen as a potential facilitator in the overall implementation process. Among the most
important barriers in this domain are the potential professional, cultural, and ethical issues
related to human enhancement and loss of control and autonomy (e.g., [32,33,76,86]. While
ethical risks such as discrimination and data privacy are nothing new in AI-driven medicine,
what is new are the forms of AI-driven simulations that take on forms of representation
and act on behalf of a physical person. This shift in machine intelligence is likely to create
decisive ethical concerns over the control of the simulation which may, “rise up against its
biological counterpart” [32] and make decisions on what is good or bad for the patient, and
thus compromise the critical reasoning, medical judgements, and professional autonomy.
Thus, ethical barriers for digital twins appear to qualify as complex. This complexity can
be related to the fact that ethical barriers combine three elements: concerns of human
enhancement, loss of control and autonomy, and privacy. To varying degrees, these three
elements also apply to other AI applications in medicine, yet we may see new issues around
discrimination or equality emerging [14].

In domain seven (‘embedding and adaptation over time), there was a total absence
of site-specific iteration and embedding of a digital twin for cardiovascular disease given
how no digital twins for personalised medicine have been implemented. Future studies
should consider undertaking an exploration of such factors to assist in providing a more
comprehensive understanding of how digital twin implementation evolves over time in
different clinical settings, especially if these systems are being developed for primary
care and secondary care settings. Strohm [85] argues that further research is important in
this domain due to the non-linear nature of the implementation process and is especially
important for AI-driven systems because they create a consistent demand for adaptation
over time. Fuller et al. [40] and Popa et al. [86] remind us that the possibility of creating a
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dynamic replica of a human organ or body requires a dynamic system which continuously
adapts to operational changes based on updates from model and sensor information. The
latter study is of particular interest here as it draws attention to digital twins increasing
rather than reducing health inequalities due to the high infrastructural costs of embedding
a system that requires significant customisation and ongoing adaptation.

5. Conclusions

This study is a NASSS-informed [15] document analysis of peer-reviewed academic
research and media articles on barriers and facilitators of digital twin implementation in
cardiovascular medicine. The identified barriers and facilitators, as well as complexity
levels of different domains of the innovation at such an early stage, gives us the opportunity
to learn what developers and potential adopters of such digital twins require for successful
implementation. The presentation of a high number of facilitators (n = 11) and barriers
(n = 9) in domain 2 (‘the technology’) highlights the vast number of journal articles in
this domain and a high degree of complexity in the development of digital twins for
cardiovascular disease. Facilitators ranged from promises of ‘real-time synchronisation
between virtual and real entities’ to ‘real-time simulation’, whereas barriers ranged from
‘hacking and viruses’ to ‘specialised skills required’. However, this intense research focus
on medical digital twin development has meant that the following domains are limited
to speculative commentaries, mostly from media coverage of medical digital twins. This
is particularly problematic for domain 4 (‘the intended adopters), where there is a total
absence of the characteristics and behaviour of adopters, and the nature and extent of
different interactions and influences on adoption decisions. Popa et al.’s [86] study stands
out in this regard, although it is in fact a collection of views from potential adopters
projecting their future view on the technology which means it lacks any present ability to
report on adopters’ real use of twins or sensors.

Fascinatingly, this may be the reason why domain 5 onwards reveals a shift towards
there being more barriers than facilitators, presumably because these domains lack evi-
dence on the realities of implementing this technology in clinical settings and the effects
of these technologies on organisations, ethics, regulation, and finances. For example,
domain 6 outlines one facilitator (‘potential of using modelling and simulation tools to
help produce standards and guidelines’) but four barriers (‘lack of regulation for clinical
practice’, ‘regulatory authorities’, ‘concerns of human enhancement’, and ‘loss of control
and autonomy’).

Our findings suggest, therefore that most of the research being conducted is primarily
focused on the development of medical digital twins, clearly detached from social, organi-
sational, and legislative/regulatory aspects. Although there is clear motivation to prevent
cardiovascular disease and the determination to create digital twins to improve the health
of society by identifying and evaluating techniques to prevent disease, this development
is occurring with very limited empirical work on the social, political, ethical, economic,
and regulatory challenges that implementation would likely bring into being. Current
insights on these matters are drawn from articles which promise or speculate about the
future. This means that there is very limited empirical work that provides evidence on
the development or implementation process of the technology, with Popa et al. [86] being
the only exception. From this perspective, our use of NASSS as an analytical tool helps
to catalyse empirical work in social sciences and humanities which not only bridges the
gap between the technical and the social but also ventures into fundamental questions of
Responsible Innovation [24]. Finally, we note that our classification of each domain tended
to be ‘complex’, meaning that the technology or innovation is less likely to be successfully
adopted, scaled up, spread, and sustained [15].

Our research, then, indicates the importance of building a bridge between the complex
technical and social aspects of those seeking to design, develop, implement, scale up,
spread, and sustain digital twins in cardiovascular medicine. In order to make digital twins
in medicine possible, we call for greater understanding in how these systems are developed
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and implemented, as well as how social scientists can work with developers and society
in designing responsible digital twins. Doing so, might bring balance to facilitators and
barriers across the domains and as a consequence may enhance its chance for adoption
and implementation.

Author Contributions: Conceptualization: P.D.W. and T.J.A.C. Investigation, P.D.W.; Formal anal-
ysis, P.D.W. and T.J.A.C.; writing—original draft, P.D.W.; writing—review and editing, P.D.W. and
T.J.A.C.; funding acquisition, T.J.A.C. All authors have read and agreed to the published version of
the manuscript.

Funding: This research was funded by Quality-related Research Strategic Priorities Fund 2020-21
(RE-P-2020-04) via The University of Sheffield’s Internal Knowledge Exchange Scheme.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare there to be no conflict of interest.

References
1. De Lepper, A.G.W.; Buck, C.M.A.; Van’t Veer, M.; Huberts, W.; Van de Vosse, F.N.; Dekker, L.R.C. From evidence-based medicine

to digital twin technology for predicting ventricular tachycardia in ischaemic cardiomyopathy. J. R. Soc. Interface 2022, 19,
20220317. [CrossRef] [PubMed]

2. Akhter, S.; Elias, J.; Rai, S.M. Being cared for in in the context of crisis: Austerity, COVID-19, and racialized politics. Soc. Politics
2022, 29, 1111–1143. [CrossRef]

3. Pal, S. Why Health Care Needs to Up Its Dose of Digital Twins. 2020. Available online: https://www.itproportal.com/features/
why-health-care-needs-to-up-its-dose-of-digital-twins/ (accessed on 12 February 2021).

4. World Health Organisation. 2020. Available online: https://www.who.int/health-topics/cardiovascular-diseases#tab=tab_1
(accessed on 5 January 2021).

5. Baillargeon, B.; Rebelo, N.; Fox, D.D.; Taylor, R.L.; Kuhl, E. The living heart project: A robust and integrative simulator for human
heart function. Eur. J. Mech. A Solids 2014, 48, 38–47. [CrossRef]

6. D’Souza, K. Technology to Transform Lives: The SIMULIA Living Heart Model. NAFEMS Benchmark Magazine. 2015. Available
online: https://www.3ds.com/fileadmin/Industries/life-sciences/pdf/NAFEMS-Benchmark-Technology-to-Save-Lives-LHP-
07-01-15.PDF (accessed on 16 September 2022).

7. Scoles, S. A Digital Twin of Your Body Could Become a Critical Part of Your Health Care. 2016. Available online: http:
//www.slate.com (accessed on 12 February 2021).

8. Levine, S.; Battisti, T.; Butz, B.; D’Souza, K.; Costabal, F.S.; Peirlinck, M. Dassault Systèmes’ Living Heart Project. In Modelling
Congenital Heart Disease: Engineering a Patient-Specific Therapy; Springer International Publishing: Cham, Switzerland, 2022;
pp. 245–259.

9. Van Houten, H. The Rise of the Digital Twin: How Healthcare Can Benefit. 2018. Available online: https://www.philips.com/a-
w/about/news/archive/blogs/innovation-matters/20180830-the-rise-of-the-digital-twin-how-healthcare-can-benefit.html
(accessed on 15 January 2021).

10. Chico, T.; Diaz, V.A.; Condell, V.J.; Buckley, O.J.; Van Arkel, R.; Matcham, F. Digital Health: A Digital Twin to Improve Holistic
Community-Based Diagnosis of Heart Disease. 2022. Available online: https://gow.epsrc.ukri.org/NGBOViewGrant.aspx?
GrantRef=EP/X000257/1 (accessed on 16 September 2022).

11. Corral-Acero, J.; Margara, F.; Marciniak, M.; Rodero, C.; Loncaric, F.; Feng, Y.; Gilbert, A.; Fernandes, J.F.; Bukhari, H.A.; Wajdan,
A.; et al. The ‘digital twin’ to enable the vision of precision cardiology. Eur. Heart J. 2020, 41, 4556–4564. [CrossRef] [PubMed]

12. Ahmadi-Assalemi, G.; Al-Khateeb, H.M.; Maple, C.; Maple, C.; Epiphaniou, G.; Alhaboby, Z.A.; Alkaabi, S.; Alhaboby, D. Digital
twins for precision healthcare. In Cyber Defence in the Age of AI, Smart Societies and Augmented Humanity. Advanced Sciences and
Technologies for Security Applications; Jahankhani, H., Kendzierskyj, S., Chelvachandran, N., Ibarra, J., Eds.; Springer International
Publishing: Cham, Switzerland, 2020; pp. 133–158.

13. De Boer, B.; Strasser, C.; Mulder, S. Imagining digital twins in healthcare: Designing for values as designing for technical milieus.
Prometheus 2022, 38, 67–81. [CrossRef]

14. Coorey, G.; Figtree, G.A.; Fletcher, D.F.; Snelson, V.J.; Vernon, S.T.; Winlaw, D.; Grieve, S.M.; McEwan, A.; Hwa Yang, J.Y.; Qian, P.;
et al. The health digital twin to tackle cardiovascular disease-a review of an emerging interdisciplinary field. NPJ Digit. Med.
2022, 5, 126. [CrossRef] [PubMed]

15. Greenhalgh, T.; Wherton, J.; Papoutsi, C.; Lynch, J.; Hughes, G.; A’Court, C.; Hinder, S.; Fahy, N.; Procter, R.; Shaw, S. Beyond
adoption: A new framework for theorizing and evaluating nonadoption, abandonment, and challenges to the scale-up, spread,
and sustainability of health and care technologies. J. Med. Internet Res. 2017, 19, e367. [CrossRef]

https://doi.org/10.1098/rsif.2022.0317
https://www.ncbi.nlm.nih.gov/pubmed/36128708
https://doi.org/10.1093/sp/jxac035
https://www.itproportal.com/features/why-health-care-needs-to-up-its-dose-of-digital-twins/
https://www.itproportal.com/features/why-health-care-needs-to-up-its-dose-of-digital-twins/
https://www.who.int/health-topics/cardiovascular-diseases#tab=tab_1
https://doi.org/10.1016/j.euromechsol.2014.04.001
https://www.3ds.com/fileadmin/Industries/life-sciences/pdf/NAFEMS-Benchmark-Technology-to-Save-Lives-LHP-07-01-15.PDF
https://www.3ds.com/fileadmin/Industries/life-sciences/pdf/NAFEMS-Benchmark-Technology-to-Save-Lives-LHP-07-01-15.PDF
http://www.slate.com
http://www.slate.com
https://www.philips.com/a-w/about/news/archive/blogs/innovation-matters/20180830-the-rise-of-the-digital-twin-how-healthcare-can-benefit.html
https://www.philips.com/a-w/about/news/archive/blogs/innovation-matters/20180830-the-rise-of-the-digital-twin-how-healthcare-can-benefit.html
https://gow.epsrc.ukri.org/NGBOViewGrant.aspx?GrantRef=EP/X000257/1
https://gow.epsrc.ukri.org/NGBOViewGrant.aspx?GrantRef=EP/X000257/1
https://doi.org/10.1093/eurheartj/ehaa159
https://www.ncbi.nlm.nih.gov/pubmed/32128588
https://doi.org/10.13169/prometheus.38.1.0067
https://doi.org/10.1038/s41746-022-00640-7
https://www.ncbi.nlm.nih.gov/pubmed/36028526
https://doi.org/10.2196/jmir.8775


Sensors 2023, 23, 6333 27 of 30

16. Winslow, R.L.; Trayanova, N.; Geman, D.; Miller, M.I. Computational Medicine: Translating Models to Clinical Care. Sci. Transl.
Med. 2012, 4, 158rv11. [CrossRef]

17. Fixsen, D.L.; Blasé, K.A.; Naoom, S.F.; Wallace, F. Core implementation components. Res. Soc. Work. Pract. 2009, 19, 531–540.
[CrossRef]

18. Holden, R.J.; Karsh, B.-T. The technology acceptance model: Its past and its future in health care. J. Biomed. Inform. 2010, 43,
159–172. [CrossRef]

19. Rogers, E.M. Diffusion of Innovations, 4th ed.; Free Press: New York, NY, USA, 1995.
20. Kotter, J.P. Leading Change: Why Transformation Efforts Fail. Harv. Bus. Rev. 1995, 37, 59–67.
21. Topol, E.J. High-performance medicine: The convergence of human and artificial intelligence. Nat. Med. 2019, 25, 44–56.

[CrossRef] [PubMed]
22. Greenhalgh, T.; Abimbola, S. The NASSS framework—A synthesis of multiple theories of technology implementation. Stud.

Health Technol. Inform. 2019, 263, 193–204. [PubMed]
23. Abimbola, S.; Patel, B.; Peiris, D.; Patel, A.; Harris, M.; Usherwood, T.; Greenhalgh, T. The NASSS framework for ex post

theorisation of technology-supported change in healthcare: Worked example of the TORPEDO programme. BMC Med. 2019, 17,
17–23. [CrossRef]

24. Stilgoe, J.; Owen, R.; Macnaghten, P. Developing a framework for responsible innovation. Res. Policy 2013, 42, 1568–1580.
[CrossRef]

25. Banck, J.K.; Bernhardsson, S. Experiences from implementation of internet-delivered cognitive behavior therapy for insomnia in
psychiatric health care: A qualitative study applying the NASSS framework. BMC Health Serv. Res. 2020, 20, 729.

26. Waterall, J. Health Matters: Preventing Cardiovascular Disease. 2019. Available online: https://publichealthmatters.blog.gov.uk/
2019/02/14/health-matters-preventing-cardiovascular-disease/ (accessed on 5 January 2021).

27. Liu, Y.; Zhang, L.; Yang, Y.; Zhou, L.; Ren, L.; Wang, F.; Liu, R.; Pang, Z.; Pang, Z.; Deen, M.J. A Novel Cloud-Based Framework
for the Elderly Healthcare Services Using Digital Twin. IEEE Access 2019, 7, 49088–49101. [CrossRef]

28. Mussomeli, A.; Parrot, A.; Umbenhauer, B.; Warshaw, L. “Digital Twins Bridging the Physical and Digital”, Deloitte Insights. 2020.
Available online: https://www2.deloitte.com/us/en/insights/focus/tech-trends/2020/digital-twin-applications-bridging-
the-physical-and-digital.html (accessed on 5 January 2021).

29. Massey, S. ‘A Future Of Less Invasive Medicine With “Digital Twins”’ Xtalks. 2016. Available online: https://xtalks.com/less-
invasive-medicine-with-digital-twins-227/ (accessed on 5 January 2021).

30. Miskinis, C. Improving Healthcare Using Medical Digital Twin Technology. 2018. Available online: https://www.challenge.org/
insights/digital-twin-in-healthcare/ (accessed on 5 January 2021).

31. Copley, C. MeDigital Twinech Firms Get Personal with Digital Twins. 2018. Available online: https://www.reuters.com/article/
us-healthcare-medical-technology-ai-insi/meDigitalTwinech-firms-gets-personal-with-digital-twins-idUSKCN1LG0S0
(accessed on 5 January 2021).

32. Bruynseels, K.; Santoni de Sio, F.; Van den Hoven, J. Digital Twins in Health Care: Ethical Implications of an Emerging Engineering
Paradigm. Front. Genet. 2018, 9, 31. [CrossRef]

33. Jeske, S.J. Digital Twins in Healthcare: Conceptualisation and Privacy Aspects. Master’s Thesis, Aalborg University in Copen-
hagen, Copenhagen, Denmark, 2020.

34. Maeyer, C.; Markopoulos, P. Are Digital Twins becoming our personal (predictive) advisors? Our digital mirror of who we were,
who we are, and who we will become. In Human Aspects of IT for the Aged Population: Healthy and Active Aging 6th International
Conference 2020, Proceedings of the ITAP 2020 Held as Part of the 22nd HCI International Conference, HCII 2020 Copenhagen, Denmark,
19–24 July 2020; Springer International Publishing: Cham, Germany, 2020; Part II; pp. 250–268.

35. Lehrach, H.; Ionescu, A.; Benhabiles, N. The Future of Health Care: Deep Data, Smart Sensors, Virtual Patients and the Internet-
of-Humans. 2016. Available online: https://ec.europa.eu/futurium/en/system/files/ged/future_health_fet_consultation.pdf
(accessed on 16 September 2022).

36. Elkefi, S.; Asan, O. Digital Twins for Managing health care systems: Rapid literature review. J. Med. Internet Res. 2022, 24, e37641.
[CrossRef]

37. Tadas, S.; Coyle, D. Barriers to and Facilitators of Technology in Cardiac Rehabilitation and Self-Management: Systematic
Qualitative Grounded Theory Review. J. Med. Internet Res. 2020, 22, e18025. [CrossRef]

38. Papoutsi, C.; A’Court, C.; Wherton, J.; Shaw, S.; Greenhalgh, T. Explaining the mixed findings of a randomised controlled trial of
telehealth with centralised remote support for heart failure: Multi-site qualitative study using the NASSS framework. Trials 2020,
21, 891. [CrossRef] [PubMed]

39. Medical Futurist. Digital Twins and the Promise of Personalised Medicine. 2022. Available online: https://medicalfuturist.com/
digital-twin-and-the-promise-of-personalized-medicine/?mc_cid=46706bc5ae&mc_eid=7173639051 (accessed on 26 May 2022).

40. Fuller, A.; Fan, Z.; Day, C.; Barlow, C. Digital Twin: Enabling Technologies, Challenges and Open Research. IEEE Access 2020, 8,
108952–108971. [CrossRef]

41. Lal, A.; Dang, J.; Nabzdyk, C.; Gajic, O.; Herasevich, V. Regulatory oversight and ethical concerns surrounding software as
medical device (SaMD) and digital twin technology in healthcare. Ann. Transl. Med. 2022, 10, 950. [CrossRef]

42. Venkatesh, K.P.; Raza, M.R.; Kvedar, J.C. Health digital twins as tools for precision medicine: Considerations for computation,
implementation, and regulation. NPJ Digit. Med. 2022, 5, 150. [CrossRef] [PubMed]

https://doi.org/10.1126/scitranslmed.3003528
https://doi.org/10.1177/1049731509335549
https://doi.org/10.1016/j.jbi.2009.07.002
https://doi.org/10.1038/s41591-018-0300-7
https://www.ncbi.nlm.nih.gov/pubmed/30617339
https://www.ncbi.nlm.nih.gov/pubmed/31411163
https://doi.org/10.1186/s12916-019-1463-x
https://doi.org/10.1016/j.respol.2013.05.008
https://publichealthmatters.blog.gov.uk/2019/02/14/health-matters-preventing-cardiovascular-disease/
https://publichealthmatters.blog.gov.uk/2019/02/14/health-matters-preventing-cardiovascular-disease/
https://doi.org/10.1109/ACCESS.2019.2909828
https://www2.deloitte.com/us/en/insights/focus/tech-trends/2020/digital-twin-applications-bridging-the-physical-and-digital.html
https://www2.deloitte.com/us/en/insights/focus/tech-trends/2020/digital-twin-applications-bridging-the-physical-and-digital.html
https://xtalks.com/less-invasive-medicine-with-digital-twins-227/
https://xtalks.com/less-invasive-medicine-with-digital-twins-227/
https://www.challenge.org/insights/digital-twin-in-healthcare/
https://www.challenge.org/insights/digital-twin-in-healthcare/
https://www.reuters.com/article/us-healthcare-medical-technology-ai-insi/meDigitalTwinech-firms-gets-personal-with-digital-twins-idUSKCN1LG0S0
https://www.reuters.com/article/us-healthcare-medical-technology-ai-insi/meDigitalTwinech-firms-gets-personal-with-digital-twins-idUSKCN1LG0S0
https://doi.org/10.3389/fgene.2018.00031
https://ec.europa.eu/futurium/en/system/files/ged/future_health_fet_consultation.pdf
https://doi.org/10.2196/37641
https://doi.org/10.2196/18025
https://doi.org/10.1186/s13063-020-04817-x
https://www.ncbi.nlm.nih.gov/pubmed/33109254
https://medicalfuturist.com/digital-twin-and-the-promise-of-personalized-medicine/?mc_cid=46706bc5ae&mc_eid=7173639051
https://medicalfuturist.com/digital-twin-and-the-promise-of-personalized-medicine/?mc_cid=46706bc5ae&mc_eid=7173639051
https://doi.org/10.1109/ACCESS.2020.2998358
https://doi.org/10.21037/atm-22-4203
https://doi.org/10.1038/s41746-022-00694-7
https://www.ncbi.nlm.nih.gov/pubmed/36138125


Sensors 2023, 23, 6333 28 of 30

43. Vidal, P.P.; Jumeau, A.V.; Moreau, A.; Vidal, C.; Wang, D.; Audiffren, J.; Bargiotas, I.; Barrois, R.; Buffat, S.; Dubost, C.; et al. An
opinion paper on the maintenance of robustness: Towards a multimodal and intergenerational approach using digital twins.
Aging Med. 2020, 3, 188–194. [CrossRef]

44. Díaz, R.G.; Laamarti, F.; El Saddik, A. DTCoach: Your digital twin coach on the edge during COVID-19 and beyond. IEEE Instrum.
Meas. Mag. 2021, 24, 22–28. [CrossRef]

45. NHS LTP. The NHS Long Term Plan; NHS England: London, UK, 2019.
46. British Heart Foundation (BHF). Turning Back the Tide: On Heart and Circulatory Diseases. 2018. Available online: https://www.

bhf.org.uk/-/media/images/what-we-do/research-section/turning-back-the-tide-on-heart-and-circulatory-diseases.pdf
(accessed on 5 January 2021).

47. Chakshu, N.K.; Sazonov, I.; Nithiarasu, P. Towards enabling a cardiovascular digital twin for human systemic circulation using
inverse analysis. Biomech. Model. Mechanobiol. 2020, 20, 449–465. [CrossRef]

48. The Medical Futurist (b) the Heart of the Matter: Technology in the Future of Cardiology. 2022. Available online: https:
//medicalfuturist.com/future-of-cardiology/ (accessed on 16 September 2022).

49. Martinez-Velazquez, R.; Gamez, R.; El Saddik, A. Cardio twin: A digital twin of the human heart running on the edge. In
Proceedings of the 2019 IEEE International Symposium on Medical Measurements and Applications (MeMeA), Istanbul, Turkey,
26–28 June 2019; pp. 1–6.

50. Galli, V.; Loncaric, F.; Rocatello, G.; Astudillo, P.; Sanchis, L.; Regueiro, A.; De Backer, O.; Swaans, M.; Bosmans, J.; Maria Ribeiro,
J.; et al. Towards patient-specific prediction of conduction abnormalities induced by transcatheter aortic valve implantation: A
combined mechanistic modelling and machine learning approach. Eur. Heart J.-Digit. Health 2021, 2, 606–615. [CrossRef]

51. Hirschvogel, M.; Jagschies, L.; Maier, A.; Wildhirt, S.M.; Gee, M.W. An in silico twin for epicardial augmentation of the failing
heart. Int. J. Numer. Method Biomed. Eng. 2019, 35, e3233. [CrossRef]

52. Biancolini, M.E.; Capellini, K.; Costa, E.; Groth, C.; Celi, S. Fast interactive CFD evaluation of hemodynamics assisted by RBF
mesh morphing and reduced order models: The case of aTAA modelling. Int. J. Interact. Design. Manuf. 2020, 14, 1227–1238.
[CrossRef]

53. Naplekov, I.; Zheleznikov, I.; Pashchenko, D.; Kobysheva, P.; Moskvitina, A.; Mustafin, R.; Gnutikova, M.; Mullagalieva, A.;
Uzlov, P. Methods of computational modeling of coronary heart vessels for its digital twin. In Proceedings of the MATEC Web of
Conferences, Yogyakarta, Indonesia, 28 February 2018; EDP Sciences: Paris, France, 2018; Volume 172, p. 01009.

54. Mazumder, O.; Roy, D.; Bhattacharya, S.; Sinha, A.; Pal, A. Synthetic PPG generation from haemodynamic model with baroreflex
autoregulation: A digital twin of cardiovascular system. In Proceedings of the 2019 41st Annual International Conference of the
IEEE Engineering in Medicine and Biology Society (EMBC), Berlin, Germany, 23–27 July 2019; pp. 5024–5029.

55. Lamata, P. Digital Heart Model Will Help Predict Future Heart Health, New Study Finds. 2020. Available online: https://www.
kcl.ac.uk/news/digital-heart-model-will-help-predict-future-heart-health-new-study-finds (accessed on 16 September 2022).

56. Joseph, P.; Leong, D.; McKee, M.; Anand, S.S.; Schwalm, J.D.; Teo, K.; Mente, A.; Yusuf, S. Reducing the global burden of
cardiovascular disease, part 1, the epidemiology and risk factors. Circ. Res. 2017, 121, 677–694. [CrossRef] [PubMed]

57. Biancolini, M.E.; Cella, U.; Groth, C.; Porziani, S. Tools and methodologies for generating digital twins in medical research: An
overview of the latest advances of the use of CAE technologies in the medical field. Enginsoft Newsl. 2020, 2, 31–38.

58. Rahman, A.; Rodrigo, J.; Bosch, C.; Bland, D. A Digital Era: Transforming Healthcare with Digital Twins; Challenge Advisory:
London, UK, 2018.

59. Baricelli, B.R.; Casiraghi, E.; Fogli, D. A Survey on Digital Twin: Definitions, Characteristics, Applications, and Design Implications.
IEEE Access 2019, 7, 167653–167671. [CrossRef]

60. Jimenez, J.I.; Jahankhani, H.; Kendzierskyj, S. Health care in the cyberspace: Medical cyber-physical system and digital twin
challenges. In Digital Twin Technologies and Smart Cities; Farsi, M., Daneshkhah, A., Hosseinian-Far, A., Jahankhani, H., Eds.;
Internet of Things; Springer: Cham, Switzerland, 2020; pp. 79–92.

61. Chakshu, N.K.; Carson, J.; Sazonov, I.; Nithiarasu, P. A semi-active human digital twin model for detecting severity of carotid
sten- oses from head vibration—A coupled computational mechanics and computer vision method. Int. J. Numer. Methods Biomed.
Eng. 2019, 35, e3180. [CrossRef]
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