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Abstract: Indian diet has changed over the years as a result of geographic, cultural, and traditional
influences. However, Western influences have recently had a substantial impact, including changes
in eating behaviors and an increase in the consumption of fast food. Adoption of these foods has also
led to a shift from traditional Indian meals, which mostly consists of a variety of grains, vegetables,
lentils, and spices. In contrast to fast food, which is frequently highly processed and deficient in
important nutrients, these traditional diets are frequently more wholesome, balanced, and nutritious.
Obesity rates in India have risen rapidly, with a significant increase in cases of diabetes, heart disease,
and other diet-related illnesses. According to the World Health Organization (WHO), the occurrence
of obesity tripled between 1975 and 2016 and is continually rising. This research work seeks to give
customers a meal plan that complies with their calorie needs based on their BMI and TDEE. The
meal plan will only include foods that are available in India. A dish may also be substituted if the
user does not have access to it. The meal plan is generated using the random forest classifier and the
alternatives are provided by using the KNN algorithm. The classifier has an accuracy of 91%.

Keywords: meal classification; machine learning; BMI; total daily energy expenditure; predictions

1. Introduction

The Indian diet has evolved over centuries, influenced by culture, geography, and tra-
ditions. However, in recent times, it has been significantly impacted by Western influences,
leading to changes in eating habits and the rise of fast food consumption [1]. Fast food,
which is often high in unhealthy fats, sugars, and calories, has become increasingly popular
in India due to factors like urbanization, globalization, and changing lifestyles. The World
Health Organization (WHO) highlights that during the period between 1975 and 2016, the
global occurrence of obesity has tripled. Obesity prevalence, formerly considered to be a
problem in wealthy countries, is now changing in developing countries. The main causes of
overweight and obesity among teenagers are inappropriate diet or lack of physical activity
as stated by National Institutes of Health [2].

According to a report by the World Health Organization, being obese during childhood
raises the chances of developing adult obesity and other non-communicable conditions
such as cardiovascular disease, type II diabetes, musculoskeletal disorders, and specific
cancers, including breast, liver, gallbladder, kidney, colon, endometrial, ovarian, and
prostate cancers [2]. The consequences of weight issues in India are significant, including
increased healthcare costs and reduced quality of life. In the World Obesity Atlas 2023
report, the data indicate that in 2020, the obesity risk for boys in India was 3 percent.
However, it is projected to increase significantly to 12 percent by 2035. Similarly, for girls,
the risk stood at 2 percent in 2020, but it is expected to climb to 7 percent in the next
12 years. Therefore, a change in eating habits is required and the application discussed
aims to achieve this. India has become one of the concerned countries in this list. According
to estimates, India has 135 million obese people.
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This work proposes a meal plan for users according to their calorie requirements that
is accessible to the public and user-friendly. The dishes must be classified according to the
time they are eaten, and the meal plan should be generated accordingly. The objectives of
this paper are, firstly, to identify a model such as random forest that classifies if a given
dish is a breakfast, lunch, or dinner dish according to its macronutrient values and food
group, and secondly to create a model that provides alternatives to a suggested item if a
user requests the same.

2. Related Work

Garcia et al. conducted a study on different recommender systems in the healthcare
domain [3]. The paper first started with a study on recommendation systems and their dif-
ferent aspects and techniques. The different techniques studied were collaborative filtering,
content-based filtering, knowledge-based recommendation, and hybrid recommendation.
Anaka Aiyar et al. designed a diet recommendation framework to overcome PCOS using
deep convolutional neural networks [2]. The framework first uses a CNN algorithm to
identify a picture of seven of the user’s meals. To generate a meal plan, it uses the K-Means
Algorithm to cluster their dataset. With the help of random forest algorithms, the authors
identified the closest cluster according to nutritional requirements. The SVM, NB, and
random forest models achieved notable levels of precision and accuracy. In a survey con-
ducted by Absalom E. Ezugwu et al., various clustering algorithms were examined [1].
The paper covered a wide range of clustering algorithms, including hierarchical clustering
methods and partitional clustering methods. Hierarchical clustering algorithms divide the
items into classes, whereas partitional methods group items which are similar. Yanli Liu
et al. described what random forests are in [4]. MF Raynor et al. developed a mobile-based
personalized diet recommendation system using a random forest classifier model to predict
daily calorie intake and macronutrient distribution [5]. Random forests are a combination
of tree classifiers, where each tree casts a unit vote for the most popular class and combining
the results provides the final sort result. Mifflin MD et al. provided an alternative and
more valid estimate of BMR (Basal Metabolic Rate) [6,7]. The Harris–Benedict Equations,
developed in 1919, were found to overestimate the measured Resting Energy Expenditure
(REE) by 5%. This conclusion was drawn after a study involving individuals, during which
REE was measured using indirect calorimetry. The system allows users to set dietary goals,
track food intake, and receive personalized recommendations based on preferences and
nutritional needs. Testing with 30 users showed the system effectively improved dietary
habits and achieved weight loss goals, highlighting the potential of using machine learning
for personalized dietary interventions through mobile applications. Nguyen PH et al.
carried out collaborative filtering using the k-nearest-neighbor method [8]. The concept
was to locate k neighbors in reverse. As fewer rating forecasts were made, discovering the
nearby neighbors takes less time. Osisanwo F.Y et al. performed a comparison between
the different classification algorithms [9]. The paper studied a total of nine algorithms,
including Naive Bayesian (NB) Networks, Support Vector Machines, and Decision Trees to
name a few. It was inferred that different algorithms are better for different datasets and it
was difficult to find a single classifier that performed as well as an ensemble model.

3. Materials and Methods

This research work adapts the idea from [10] and provides the user with a meal plan
for the day that adheres to their own individual calorie requirements. As this application
is for Indians, the data needs to contain food that will be available in India and is easily
accessible. The dataset of interest will be one that contains the nutritional details of food.
However, there is a lack of comprehensive and reliable data on the nutrient content of
Indian foods and there is a lack of standardization in the methods used to measure nutrient
content, which makes it difficult to compare data across studies and to develop accurate
nutritional databases for Indian foods. The proposed architecture of the recommendation
system is as shown below in Figure 1.
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Figure 1. Overview of diet recommendation system.

The database used in this research was ‘MyFoodData’. It provides nutrition data
which are sourced from the USDA Food Central created based on guidelines from [11]. The
dataset contains 13,628 records with 118 features. All 118 features were not used for the
classification model that was to be trained. To understand how closely the features were
correlated to each other, a heatmap was generated using the seaborn library as shown in
Figure 2.

The classification of all the dishes and the curated meals to be generated are based
on numerical values. Thus, to provide results for the Indian diet, the classification model,
i.e., the random forest classifier, was trained on the records where the value of the feature
‘Indian’ was False. This model was then used to predict the meals for the records where the
value of the feature ‘Indian’ was True.

The train test split was performed manually by making two different data frames,
‘train_data’ and ‘test_data’, where the former has all records where the value under the
feature ‘Indian’ is False and the latter has all records with a True value. It was inferred
that fat, proteins, and carbohydrates were closely related to calories. To understand what
features to use for classifying a dish into a meal type, pair plots were visualized. [0,0,0]
exists, in the following table, because the dataset procured contained many unhealthy food
items, which goes against the main objective of the application being created.

In the dataset, there were 4 meal types, as shown in Table 1.

Table 1. Meal type.

String Used in Dataset Meal

1,0,0 Breakfast
0,1,0 Lunch
0,0,1 Dinner
0,0,0 Unhealthy

The pair plots against the features ‘Protein (g)’, ‘Fat (g)’, ‘Carbohydrate (g)’, and ‘Food
Group’ grouped by ‘Meal’ are given below in Figures 3 and 4.
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4. Results and Discussion

The user’s calorie goal was computed based on their input details such as height (in
cm), weight (in kg), gender, age, and activity level. The activity level was divided into five
categories: Minimum (no exercise or desk job), Slightly Active, Moderate, Highly Active,
or Extremely Active. Using this information, the Body Mass Index (BMI) was computed as
shown below:

BMI = weight/height2 (1)

Based on the BMI range, the user was labelled as underweight if below 18.5, normal
weight if between 18.5 and 25, overweight if between 25 and 30, and obese if more than 30.
The Basal Metabolic Rate (BMR) was computed using the Mifflin–St Jeor equation as given
below:

For men:

BMR = (10 × weight in kg) + (6.25 × height in cm) − (5 × age in years) + 5 (2)

For women:

BMR = (10 × weight in kg) + (6.25 × height in cm) − (5 × age in years) − 161 (3)

The BMR value is then multiplied by the activity factor, which depends on the user’s
activity level. The activity factor values are 1.2, 1.375, 1.55, 1.725, and 1.9 for Minimum,
Slightly Active, Moderate, Active, and Extremely Active categories, respectively. The total
daily energy expenditure (TDEE) value is as given below:

TDEE = BMR × activity factor (4)
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The final TDEE value will be 20% more for a caloric surplus (for underweight individ-
uals), no change if normal weight, 20% less for a caloric deficit (for overweight individuals),
or 30% less for obese individuals, as shown below:

For underweight individuals:

Final TDEE = TDEE + (20% × TDEE) (5)

For normal weight individuals:

Final TDEE = TDEE (6)

For overweight individuals:

Final TDEE = TDEE − (20% × TDEE) (7)

For obese individuals:

Final TDEE = TDEE − (30% × TDEE) (8)

After the TDEE value is calculated, the calorie goal is then divided into three parts,
namely breakfast, lunch, and dinner. If the user desires a balanced meal, then the calorie
goal is divided equally among the three meals. However, if the user has a preference for a
particular meal to be heavier, then the calorie goal is adjusted accordingly. For instance, if
the user wishes to have a heavier breakfast, then the breakfast calorie goal is set to 40% of
the final TDEE value, and the remaining 60% is divided equally between lunch and dinner.
Similarly, if the user prefers a heavier lunch, then the lunch calorie goal is set to 40% of the
final TDEE value, and the remaining 60% is divided equally between breakfast and dinner.
The dinner calorie goal remains unaffected at 30% of the final TDEE value, regardless of the
user’s preference for other meals. This ensures that the user’s calorie goals are customized
according to their preferences and requirements and helps in maintaining a balanced and
healthy diet.

The calorie goal and macronutrient goal values are calculated using the above formulas
and respective meal plans are computed. For example, to give the food for breakfast, only
the foods that are within the range of the calorie goal and macronutrient goal are provided.
The accuracy of the model was 92%. The class with the label “0,0,0” had the best outcomes,
according to the report. Due to the small number of dinner-related items in the train dataset,
dinner, or “0,0,1,” had the lowest accuracy. In the classes that we are interested in, breakfast,
represented as “1,0,0”, produced the greatest outcomes. The result of using the random
forest classifier is shown in the following Figure 5.
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5. Integration as a Recommending Application

The application was developed using Android Studio, an integrated development
environment (IDE) for Android app development. Java programming language was used
to code the activity pages while the layout of the pages was designed using XML. The pages
included user input fields, drop-down menus, and buttons. The user inputs details such
as their name, age, gender, height, weight, and activity level. Based on these details, the
application calculates the user’s BMI using the standard formula. The user is then classified
as underweight, normal weight, overweight, or obese. The application then calculates the
Basal Metabolic Rate (BMR) value of the user using the Mifflin–St Jeor equation. The TDEE
value is obtained by multiplying the BMR value with the activity level factor. If the user
is underweight, the TDEE value is increased by 20%. If the user is of normal weight, the
TDEE value remains unmodified. If the user is overweight, the TDEE value is decreased by
20%. Finally, if the user is obese, the TDEE value is decreased by 30%. The resulting TDEE
value is displayed to the user. The user can select their preferences such as non-vegetarian
or vegetarian diet, and if they would like to have a heavy breakfast, lunch, or a balanced
meal. Based on these preferences, the respective calorie value is passed on to the Python
function for diet generation.

Flask is a micro web framework written in Python that allows developers to build
web applications. It provides a lightweight and flexible framework for developing web
applications by providing essential features such as URL routing, templating, and session
management. The Flask app contained six endpoints that served as APIs for the mobile
app. The endpoints included ‘/printbf’, ‘/println’, and ‘/printdn’ for printing the list of
breakfast, lunch, and dinner items for the user, and ‘/altbf’, ‘/altln’, and ‘/altdn’ to provide
alternatives for the suggested items in the lists. The ‘/printbf’, ‘/println’, and ‘/printdn’
endpoints took arguments for the calorie goal for the respective meal and whether the user
preferred a vegetarian or non-vegetarian diet.

The Flask app accessed the food dataset and returned a response containing the three
most suitable items that fell within the calorie goal and macronutrient goal of the user
for the respective meal. The ‘/altbf’, ‘/altln’, and ‘/altdn’ endpoints took an argument
for the item name for which the alternative was required. The Flask app then fetched the
features of this item from the dataset and calculated the distances and indices of the nearest
neighbors using the K-nearest-neighbors algorithm (KNN). It then extracted the nearest
neighbors based on similarity in values of the features, i.e., macronutrient amount, and
returned the list of nearest neighbors as a response.

The Flask app was hosted on a local server, and the mobile application sent HTTP
requests to these endpoints to obtain the required responses. Communication between the
Flask app and the mobile app was established using the HTTP protocol, which allowed
for easy integration between the two systems. By using Flask, the developers were able to
quickly build a backend server that could handle the requests from the mobile app and
provide the necessary responses.

The user inputs their necessary details such as calorie goal, non-vegetarian or vege-
tarian preference, and meal type. The calorie goal is calculated using the Mifflin St–Jeor
equation, and the generated value is passed to the function created for the project. The
function uses a pre-defined list of food items for each meal type, namely breakfast, lunch,
and dinner. Based on the user’s calorie goal and macronutrient goal, the function selects
three to four food items that best match the input and returns them as a response. If the user
wants to view alternatives for the suggested food items, the K-nearest neighbors algorithm
is used to create a similarity matrix. The list of alternatives is then generated based on the
nearest neighbors found. The generated meal plan, along with alternatives, is displayed
to the user through the Android application. The user can also provide feedback on the
suggested food items, which is stored in the database and can be used to improve the
accuracy of the system in the future. The launch screen and the selections of alternatives
are as shown below in Figure 6.
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6. Conclusions

Maintaining good health and warding off chronic illnesses necessitates the adoption
of a nutritious diet. This research work provides a personalized meal plan that adheres to
an individual’s calorie requirement. In addition to offering a meal plan, it also provides
substitutes in case the user needs any. The application developed ensured that dishes were
classified according to their meals using a random forest classifier with an accuracy of
91%. Further, to provide substitutes for any dish that was unavailable to the user, the KNN
algorithm was adapted. The application can be further enhanced with a bigger data set.
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