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Abstract

:

Traffic incidents have adverse effects on traffic operations, safety, and the economy. Efficient Automatic Incident Detection (AID) systems are crucial for timely and accurate incident detection. This paper develops a realistic AID model using the Random Forest (RF), which is a machine learning technique. The model is trained and tested on simulated data from VISSIM traffic simulation software. The model considers the variations in four critical factors: congestion levels, incident severity, incident location, and detector distance. Comparative evaluation with existing AID models, in the literature, demonstrates the superiority of the developed model, exhibiting higher Detection Rate (DR), lower Mean Time to Detect (MTTD), and lower False Alarm Rate (FAR). During training, the RF model achieved a DR of 96.97%, MTTD of 1.05 min, and FAR of 0.62%. During testing, it achieved a DR of 100%, MTTD of 1.17 min, and FAR of 0.862%. Findings indicate that detecting minor incidents during low traffic volumes is challenging. FAR decreases with the increase in Demand to Capacity ratio (D/C), while MTTD increases with D/C. Higher incident severity leads to lower MTTD values, while greater distance between an incident and upstream detector has the opposite effect. The FAR is inversely proportional to the incident’s location from the upstream detector, while being directly proportional to the distance between detectors. Larger detector spacings result in longer detection times.
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1. Introduction


As part of smart cities, traffic management is a major operational component. Modern traffic management systems depend on advanced technologies as the main drive for their functions. In most cases, traffic management is operated through a traffic management center (TMC) that includes several modules including incident management. Traffic incidents refer to any unexpected events or situations that occur on the road network, including accidents, breakdowns, and debris on the road [1,2,3,4,5]. These incidents can have severe negative impacts on traffic operations, the economy, Gross Domestic Product (GDP), injuries, and fatalities [4,6]. The causes of traffic incidents vary and can include human factors such as driver error, distracted driving, speeding, driving under the influence of drugs or alcohol, and fatigue [7]. Other causes include vehicle malfunctions, poor road conditions, weather, and infrastructure issues [8]. Traffic incidents often result in traffic congestion, delays, reduced capacity, increased travel time, lost productivity, and increased fuel consumption [8,9]. Traffic crashes cause more than one million deaths every year, between 20 and 50 million people suffer non-fatal injuries and disabilities, and costing around 3% loss of the gross domestic product [10]. In addition, road traffic injuries are the leading cause of death for children and young adults aged 5–29 years as approximately 1.3 million people die each year as a result of road traffic crashes [10]. Researchers have attempted to analyze the causes, contributing and determinant factors, and effects of road traffic accidents with regard to their overall linkage with human security [11]. Thus, early incident detection and management is one of the crucial functions in any Traffic Management Center (TMC), to apply timely and effective response such as dispatching of emergency services and incident management crews, control and re-routing the traffic around incident locations and provision of real-time traffic information for road users [5,12,13,14]. In 2011, the United Nations released the Global Plan for the Decade of Action for Road Safety to reduce the number of road traffic deaths and injuries [15]. Recently, incident detection systems have been developed utilizing artificial intelligence and machine learning due to their ability to differentiate the patterns of normal and abnormal traffic conditions, and to classify traffic data as either normal, abnormal, or incident conditions. In contrast to previous research focusing on individual factors, overlooking the simultaneous consideration of multiple critical factors. This study aims to address this gap by developing an AID model that considers four interrelated critical factors, which significantly impact the performance of AID systems. The primary contribution of this study lies in the development of AID model that integrates all these critical factors, surpassing the limitations of existing approaches. This model is designed to improve the accuracy, speed, and reliability of incident detection, while maintaining its applicability across different transportation contexts. This research aims to contribute to the field of transportation management, fostering a safer and more efficient road network through the consideration of all possible factors known or believed to impact the performance of AID systems. Ultimately, the improved incident detection capabilities have the potential to mitigate the negative impacts of traffic incidents on the economy, safety, and traffic operations. In addition to its impact on transportation management, incident detection plays a crucial role in the development of smart cities. As cities strive to become more intelligent and interconnected, efficient incident detection systems become essential components. By leveraging advanced technologies such as artificial intelligence and machine learning, incident detection systems contribute to creating safer and more efficient urban environments. These systems enable proactive response strategies, real-time traffic management, and the provision of accurate information to road users. The integration of incident detection into the broader context of smart city initiatives allows for the optimization of resource allocation, improvement of emergency response times, and enhancement of overall urban mobility. The alignment with the vision of smart cities, which aim to leverage technology and data for the creation of sustainable, livable, and resilient urban environments, is facilitated by this integration.




2. Literature Review


The incident detection systems have evolved from non-automatic detection systems that relied on receiving phone calls from eyewitnesses or reports from traffic operators upon observing incidents [16] to Automatic Incident Detection (AID) systems. Such systems consider traffic data collected from the road continuously or simulated by traffic simulator software and analyze them to extract traffic patterns as either normal or abnormal [17]. The development of these AID systems has been ongoing since 1970’s and continues to the present day [18,19,20,21,22,23]. The main premise of these systems is that when an incident occurs, it typically blocks one or more lanes on the road, reducing its capacity. This bottleneck can create queues of vehicles at the location of the incident, propagating to the upstream section of the road, disrupting normal traffic [24,25]. Within a congested traffic stream, the traffic flow and speed of vehicles at the upstream section of the road decrease, while the occupancy or density of this section increases [24,26,27,28]. On the other hand, at the downstream section, the speed of the vehicles increases, while the density, occupancy, and traffic volume decrease [29]. Therefore, there is an anomaly in traffic between the upstream and downstream sections on the road. The AID systems synchronously monitor these traffic anomalies to detect the occurrence of traffic incidents and automatically trigger incident alarms when the input traffic data meet certain preset conditions [30].



AID systems can be categorized based on the method they collect traffic data, with fixed sensors such as surveillance cameras, radars or loop detectors [31,32,33], or moving sensors such as probe vehicles, drones or divers’ smartphones being used [1,30]. Alternatively, AID systems can also be categorized based on the data processing and detection algorithms they use to detect incidents [34,35]. These algorithms can be grouped into four categories: comparative, statistical, artificial intelligence-based, and video image processing algorithms [36].



2.1. Performance Measures


The performance of an AID algorithm is usually evaluated by three measures; Detection Rate (DR), False Alarm Rate (FAR) and Mean Time to Detect (MTTD) [37]. The three measures can be defined as:



The DR represents the proportion of true incidents detected [34,35,38].



The FAR quantifies the number of false alarms generated by the system. Two methods exist in the literature for calculating the FAR [39]. The first method calculates FAR as the ratio of the number of false alarms generated by the algorithm to the total number of alarms generated by the algorithm [38,40]. The second method calculates FAR as the ratio of the number of false alarms generated by the algorithm to the total number of times the algorithm was applied [39,41].



MTTD is a measure of the time it takes for an AID system to correctly detect an incident after it has occurred [40]. MTTD is a measure of the responsiveness and accuracy of the system in detecting incidents.



The DR, FAR, and MTTD reflect the effectiveness, reliability, and efficiency of AID algorithms, with trade-offs between them. Increasing DR may lead to higher FAR, requiring a balance between accurate incident detection and minimizing false alarms [35,42,43]. On the other hand, to shorten MTTD, it may increase the FAR. However, a persistence test can be used to reduce the false alarms, where an incident alarm triggers only after an incident pattern is observed and lasts for a number of consecutive intervals [39,44].



Incident detection is a binary classification problem, where there are two classes, class 1 (no incident) and class 2 (incident). As mentioned before, incidents are non-recurring events therefore the first binary class is the majority class, and the second class is the minority class thus this is imbalanced binary classification problem. In the imbalanced classification problems, the majority class is referred to as the negative outcome while the minority class is referred to as the positive outcome [45,46]. The confusion matrix, shown in Table 1, is used to provide insight into the performance of the classification model by showing which class was classified correctly and which was classified incorrectly.



The accuracy of the model is measured as the ratio between the true predictions to the total number of evaluated cases. It is argued that accuracy is not a suitable measure in imbalanced datasets as it does not distinguish between the numbers of correctly classified cases of different classes, leading to erroneous conclusions. In the context of incident detection, it is possible for an AID model to exhibit high accuracy. This high accuracy is primarily attributed to the model’s proficient classification of majority class instances, which represent no incident conditions and are numerically dominant. However, the emphasis on accuracy can obscure the model’s limited ability to detect actual incidents, resulting in a significant percentage of undetected incidents going unnoticed. These observations shed light on the limitations of accuracy as a reliable metric for incident detection because it does not provide a comprehensive assessment of the model’s performance in identifying incidents. Consequently, there is a clear need to explore and incorporate alternative evaluation metrics that can effectively capture the model’s capability to detect incidents, irrespective of the class imbalance. Such metrics can offer a more accurate evaluation of the model’s overall effectiveness in incident detection tasks.



The precision of the model is a metric that measures how many positive instances were classified correctly among the total number of positive instances classified by the model [45,46]. Although precision is a useful performance metric, it doesn’t indicate how many real positive instances were misclassified as false negative instances. Another metric that is often used to evaluate the performance of the model is the recall, which quantifies the number of positive instances that were classified correctly among all positive instances in the dataset [45,46]. It is challenging to obtain a model with high precision and high recall as increasing the recall comes at the expense of a reduction in precision. Nonetheless, the F-score is a new metric that is widely used to capture the properties of both the precision and recall of the model [34]. The F-score represents the harmonic mean of the two metrics and can be calculated as follows:


  F − score =   2 × Precision × Recall   Precision +  Recall       



(1)







When relating the incident detection measures to the binary classification measures, the DR represents the recall of the incident detection algorithm that was discussed previously. Also, the FAR can be calculated as (1-precision).



The four main categories of incident detection algorithms are discussed in the following subsections. These categories are comparative, statistical, artificial intelligence-based, and video image processing algorithms, highlighting their detection logic, strengths, and limitations.




2.2. Comparative Algorithms


These algorithms collect traffic parameters, such as traffic volume, traffic speed, and occupancy, from the road and compare them against preset thresholds that are defined based on historical data, which represents normal traffic conditions. If the collected or observed traffic data exceeds these thresholds, it can be an indication of the occurrence of incidents [30,35]. The most commonly used algorithms in this category include the California algorithm series [21,22,35,47,48,49,50,51], the Pattern Recognition (PATREG) algorithm [52], and the All-Purpose Incident Detection (APID) algorithm [51,53]. However, there are some limitations to the use of comparative algorithms. Obtaining the thresholds is difficult and time-consuming as they are calibrated from historical incident data and vary for each location, where the detectors are installed [35]. Additionally, these thresholds depend on road geometries, which require extensive calculation and computational time. If the thresholds are too high, the algorithm may fail to detect certain types of incidents, while if the thresholds are too low, the algorithm may generate a large number of false alarms, which can lead to wasted resources and a loss of trust in the system. Moreover, false alarms can be initiated because of some factors such as grade changes, lane drops, ramps between detector stations, frequent bottlenecks during peak periods, or failures of the detectors. These factors may cause natural changes in traffic parameters between the upstream and downstream sections that are similar to the patterns recognized by the algorithm as potential incidents [26,54,55].




2.3. Statistical Algorithms


These algorithms analyze the collected/observed traffic data using various statistical analyses to determine the difference between actual or observed data obtained from the road and the predicted or estimated traffic parameters from the statistical model. If the difference is statistically significant, an incident condition is identified [56,57]. The Standard Normal Deviate (SND) algorithm [19], smoothing algorithms [18], Bayesian algorithm [23,58], and time series [35,37,52,56,59,60,61,62] are some of the most common algorithms in this category. However, statistical algorithms can be sensitive to the presence of outliers [63,64,65,66], and this can affect their performance. In addition, these algorithms can require extensive computational efforts [35], particularly when dealing with large datasets. Moreover, the time series algorithms assume that normal traffic follows a predictable pattern over time, which is not necessarily true because of the random nature of traffic [28,36]. Therefore, these algorithms may generate false alarms or fail to detect some incidents that occur at unexpected times or locations [28].




2.4. Artificial Intelligence Based Algorithms


Artificial Intelligence (AI) based algorithms have gained popularity in the field of incident detection systems [64,65,66,67,68]. These algorithms leverage AI to classify traffic data as either normal or incident conditions. To achieve this, Machine Learning (ML), a subset of AI, is used, which models the optimal mapping between a set of inputs and a set of outputs [69]. The ML algorithms used in AID systems include Random Forest (RF) [40,70], Artificial Neural Networks (ANN) [44,71,72,73,74,75,76,77,78,79], Fuzzy Logic (FL) [80,81,82,83,84,85], Support Vector Machine (SVM) [28,86,87], or a combination of multiple models [17,29,30,35]. These algorithms have shown promising and superior performance in AID systems by learning from the input data and deducing the pattern without relying on a predefined mathematical models [65,66,67,68]. However, the performance of these algorithms depends on their parameters and hyperparameters, which require proper selection and fine-tuning or optimization. Unfortunately, there are no set rules to determine the optimal values for these hyperparameters, so they are often determined based on trial and error.



The Random Forest (RF) classifier is an ensemble learning algorithm that is widely used in machine learning models [88,89,90]. RF operates by constructing a forest of several decision trees that operate as an ensemble. These decision trees can be either classification trees or regression trees, hence RF can be used for both classification and regression problems. During the training phase, the RF uses sampling with replacement (bootstrap sampling) from the original data to create multiple subsets with the same number of observations as that of the original data [89]. Bootstrap sampling helps to improve the classification performance and the depths of the decision trees. At the testing phase, RF gets class prediction from each individual decision tree, and the final prediction output is based on majority voting. This step is called bagging.



The advantage of RF is that it creates uncorrelated (or relatively low correlated) individual decision tree classifiers, so it has superior performance than any of the individual constituent decision trees [89,90]. The higher the number of decision trees in RF, the higher accuracy and robustness of the algorithm. However, it is important to note that a higher number of decision trees can also cause an increase in computational time and complexity. The RF model has been utilized to develop various artificial intelligence systems, including traffic incident detection models. Dogru and Subasi [70] used RF to develop a traffic incident detection model. The performance of the model was assessed in terms of DR and FAR. The RF model achieved a DR of 94% and FAR of 0.203%. However, the MTTD of this model was not measured in this study. Similarly, Ahuja [40] used the RF model to detect congestion and incidents using the sensor speed and occupancy data. The performance of the developed model was measured in terms of DR and FAR. The DR of the RF algorithm ranged from 94% to 97%, and the FAR of the RF algorithm ranged from 1% to 3%. The RF algorithm proved to be effective in detecting congestion and incidents.




2.5. Video Image Processing Algorithms


Video image processing algorithms have been widely used in detecting traffic incidents. These algorithms make use of video feeds of traffic collected from surveillance cameras or Closed-Circuit Television (CCTV) installed on roads, which are then broken into frames [30,34,56]. The road segments and lanes, as well as moving vehicles, are extracted from these frames using image processing techniques. The algorithms then track these vehicles to create time-space trajectory diagrams, which are used to extract traffic parameters of the vehicles [91,92,93,94,95]. These parameters are analyzed to determine normal and abnormal traffic conditions. By detecting anomalies in the traffic flow, such as stopped vehicles or sudden changes in speed, the algorithms can alert authorities to potential incidents. These algorithms can also be used to monitor traffic flow, detect congestion, and optimize traffic operations, making them valuable tools in improving road safety and efficiency. However, the lighting conditions, extreme weather conditions and coverage range of the camera that is used to capture traffic video are the main limitations of when using this procedure [95].



Based on the extensive literature review conducted, it becomes evident that most of the existing AID models have primarily focused on one or two factors, while neglecting the comprehensive consideration of multiple factors that can impact the efficiency of incident detection algorithms. These factors include, but are not limited to, the severity of the incident, the distance between detectors or sensors, the incident location in relation to the detectors, and the traffic condition or congestion level [96]. Recognizing the complexity and challenges associated with incorporating all these factors into a single model, none of the existing models has been designed to consider all of these factors together [80]. Therefore, this study aims to address this research gap by developing a generic and effective incident detection model that can simultaneously take multiple variables into account. Additionally, the impact of these variables on incident detectability will be thoroughly investigated, contributing to a deeper understanding of the interplay between these factors and the performance of AID systems.





3. Methodology


This paper considered a section of a major freeway in Dubai, United Arab Emirates. This freeway section includes varying numbers of lanes and different types of junctions, posing challenges for the developed AID model.



3.1. Experimental Design


Two main sources of traffic data are available: real data collected from sensors and cameras, and simulated data generated by traffic simulators. Real data has limitations such as high cost, limited coverage, and weather sensitivity. Additionally, detailed incident information may not always be available. The aim of this paper is not only to develop an accurate and efficient AID model but also to examine the impact of various factors on its performance. Simulated data offers benefits including cost-effectiveness, flexibility, control over variables, privacy protection, known incident occurrence time, and detailed analysis capabilities. However, simulated data is not a perfect substitute for real data, and situations may arise where real-world data is more useful or accurate. Therefore, this paper utilizes simulated data to develop the proposed models, while acknowledging the importance of real-world data.



The simulation software VISSIM [97] is employed to create a microscopic model of the considered section, allowing for the simulation of normal and incident scenarios.



Four factors are taken into account to generate a diverse dataset, including congestion level, distance between counting stations, incident location, and incident severity. The Volume-to-Capacity ratio (V/C) is typically the primary performance measure used for highways or freeways, representing the comparison between roadway demand (vehicle volumes) and roadway supply (carrying capacity) [98]. However, it is important to note that the conventional V/C ratio may not accurately reflect true congestion levels in cases where vehicle demand exceeds freeway capacity. To address this, the Demand to Capacity ratio (D/C) is used as an alternative measure in this paper. Four D/C ratios are considered to represent different traffic congestion levels: 0.6, 0.8, 1.0, and 1.2, which correspond to uncongested, congested, very congested, and oversaturated conditions, respectively. Each D/C ratio is tested with three detector spacings (500 m, 1000 m, and 1500 m) and three incident location cases. These locations correspond to 0.25, 0.5, and 0.75 of the detectors spacing. Three incident severities are simulated as well, representing light, medium, and extreme blockage by blocking one, three, and five lanes out of the seven lanes, respectively. To enhance the diversity of the dataset, four additional D/C ratios (0.4, 0.5, 0.9, and 1.1) are included. In these scenarios, variations are introduced either in the spacing scenarios, incident location, severity of incidents, or a combination of these factors compared to the previous four D/C ratios. For the D/C ratios of 0.4 and 0.5, the incident location is fixed at 250 m from the upstream station, while the three detector spacings (500 m, 1000 m, and 1500 m) are used. Two lane blockage patterns (blocking three and four lanes) are considered for these ratios. For the D/C ratios of 0.9 and 1.1, two detector spacings (750 m and 1250 m) are utilized, and the incident location is simulated at 250, 375, and 625 m from the upstream station. Three lane blockage patterns (blocking two, three, and four lanes) represent light, medium, and high blockage. By varying the detector spacing pattern, incident severity, and incident location, a diverse dataset is created to challenge the RF model. The goal is to develop a generic incident detection model capable of distinguishing between normal and abnormal traffic patterns in various scenarios. Each run is simulated for 5400 s, with the first 900 s serving as a warm-up period to load the vehicles into the network and establish normal traffic flow. The traffic parameters are collected at 30-s intervals over the following hour, while the last 900 s ensure a stable traffic flow during the middle 3600 s (one hour), allowing for representative data collection under normal traffic conditions.




3.2. Generation of Normal Conditions


To simulate normal traffic scenarios, combinations of D/C ratios and detector spacing mentioned earlier are used, without any incidents. To ensure reliable results, each scenario is simulated multiple times with different seed numbers due to the stochastic nature of microsimulation. Normal scenarios are simulated for ten runs to establish a baseline and capture a broad range of stable and predictable traffic conditions [99,100,101,102,103,104,105,106]. The results from the simulation runs are averaged using a trimmed average approach to reduce the impact of randomness and eliminate outliers [101,107]. For these scenarios, traffic parameters such as speed, flow, and occupancy of the upstream and downstream stations are collected.




3.3. Generation of Incident Conditions


As VISSIM is a collision-free traffic simulator and does not directly support creating traffic incidents [108], incidents are generated by scheduling vehicles to make full stops in predetermined locations for 20 min (1200 s) from the 1800th s to the 3000th s. These stopped vehicles block one or more lanes, creating different lane blockage patterns and severity cases. By varying the blockage pattern across different D/C ratios, the model is exposed to a wide range of incident scenarios, facilitating robust and accurate performance during training and testing. Multiple scenarios are simulated, each combining one D/C ratio, one distance between detectors, one incident location case, and one incident severity case. Five simulation runs with different random seed numbers are conducted for each scenario. The traffic parameters collected from the upstream and downstream detectors represent both incident and normal conditions. The data collected before and after the occurrence of an incident is considered normal conditions. Training the model with disturbed data also enhances their adaptability to real-world scenarios with incomplete or noisy data. A total of 150 scenarios are simulated, with 22 scenarios excluding any incidents and the remaining 128 scenarios including incidents. Traffic parameters are collected at 30-s intervals, resulting in 120 intervals per scenario and a total of 18,000 intervals across all 150 scenarios. The data includes intervals representing normal conditions (12,880 intervals) and incident conditions (5120 intervals). In this paper, a 5-fold cross-validation method is employed to evaluate the model’s fitness, tune parameters, and avoid bias [109,110,111]. The full dataset was split into cross-validation dataset and testing dataset, by allocating 80% of the intervals to the cross-validation set and the remaining 20% to the testing set [112]. This approach ensures that the selected scenarios represent a comprehensive range of incident scenarios and facilitates a thorough evaluation of the model’s performance. The incident scenarios are grouped based on their D/C ratios, with each group including incident scenarios with one D/C ratio, various incident locations, station spacings, and incident locations relative to the upstream stations. A subset of scenarios from each group is selected as a testing dataset, incorporating variations in D/C ratios, lane blockage, incident locations, and station spacing. This selection approach ensures the dataset represents a wide range of incident scenarios and enables a comprehensive evaluation of the model’s performance.




3.4. Model Development


The RF is known for its effectiveness in various classification tasks, including traffic incident detection. It can handle high-dimensional datasets and is robust against outliers and noise. The RF model employs 16 input variables that encompass flow rate, speed, and occupancy at both upstream and downstream stations. Additionally, they include differences in flow rate, speed, and occupancy between stations, as well as relative differences in these parameters. Relative differences refer to the comparison of measurements between the upstream and downstream stations. Two types of relative differences were considered: the difference relative to the upstream station and the difference relative to the downstream station. Another considered variable is the distance between upstream and downstream counting stations. For the implementation of the RF model, RapidMiner, an open-source data science platform, is utilized. RapidMiner provides a user-friendly interface that facilitates the development and optimization of machine learning model [113].




3.5. Tunning of Hyperparameters of Random Forest Model


As mentioned earlier, the hyperparameters play a crucial role in determining the performance of the RF model. Hyperparameters are essential parameters that are set before the training process and cannot be learned from the data [114]. Setting hyperparameters too high can lead to overfitting, while setting them too low can cause underfitting. Hyperparameter optimization is the process of identifying the optimal values for hyperparameters, typically through trial and error. One widely used method is grid search, where a predefined set of values is tested for each hyperparameter to determine the best combination [115]. This exhaustive search allows for the identification of optimal hyperparameter values. To evaluate the RF model’s performance and prevent overfitting or underfitting, cross-validation is employed [115,116,117,118]. It divides the data into subsets, trains the model on some subsets, and evaluates it on the remaining subsets. This approach helps assessing the model’s generalization capability. In the RF model, the main hyperparameters that are optimized include the number of trees, maximal depth, subset ratio, and confidence parameter of pruning. Each of these hyperparameters has a distinct impact on the RF model. For instance, the number of trees determines the number of decision trees created and used in the final prediction [89]. The maximal depth controls the depth of each decision tree, influencing the complexity and interpretability of the model [119]. The subset ratio determines the proportion of data samples used for training each tree, affecting the diversity and randomness of the ensemble [88]. The confidence parameter of pruning determines the threshold for pruning decision tree branches, impacting the trade-off between model complexity and prediction accuracy [89]. Given the computational expense, the optimization of hyperparameters in the RF model is approached in a stepwise manner. Instead of optimizing all hyperparameters simultaneously, they are optimized one at a time.





4. Results and Discussion


To better understand the developed model performance, the confusion matrices of the cross-validation and testing processes are presented and discussed in detail. Additionally, a comparison is made between the performance of the developed model and some of the existing AID models. Finally, the analysis is carried out to examine the impacts of the factors considered in this research on the model’s efficacy.



4.1. Optimization Results of Random Forest Model Hyperparameters


At the end of the optimization process used to fine-tune the hyperparameters of the RF model, the local optimal values of the hyperparameters were determined as follows: the number of trees was set to 380, maximal depth was set to 27, subset ratio was set to 0.8, and confidence was set to 2 × 10−7. Table 2 and Table 3 show the confusion matrices of the optimized RF model during cross-validation and testing phases. The process for tuning the hyperparameters for the Random Forest model was extensively discussed in a previous publication [120].




4.2. Results of Cross-Validation Phase of Random Forest


In this section, the details of incident scenarios in the cross-validation dataset are presented. The calculations of DR, FAR, and MTTD of this dataset are illustrated. The confusion matrices presented in Table 2 and Table 3 from the cross-validation and testing phases require further analysis to calculate the three performance measures: DR, FAR, and MTTD. During both the cross-validation and testing phases, the model’s predictions are compared against the actual status of the traffic for each interval in both datasets. Based on this comparison, the model’s prediction is classified as true, false alarm, or missed. A sample of this comparison during one of the scenarios used in the cross-validation dataset is shown in Table 4.



The observations made during this analysis are as follows:




	
Fluctuations in the incident alarm are observed after the incident had occurred (at the 30th interval) until the 70th interval (20 min) as illustrated in Table 4. The algorithm sometimes labels intervals as normal despite them being incidents. This fluctuation arises from differences in volume, speed, and occupancy between upstream and downstream stations, which are input variables used for incident detection. Initially, significant differences between stations allow the model to detect incidents easily. However, as the incident persists, these differences diminish, potentially leading to incorrect labeling as a normal condition. Therefore, it is important to note that the detection is counted at the first alarm produced by the model, as once the operators receive an alarm, they will check the cameras to verify its authenticity.



	
In one of the scenarios, some false alarms occurred at consecutive intervals, as shown in Table 5.








Treating these consecutive false alarms as separate alarms is unrealistic and affect the reliability of the model. An assumption regarding false alarms has been made in this paper to consider real-life conditions when calculating the FAR, consecutive false alarms are treated as a single false alarm if they persist for four intervals or less, representing real-life conditions. If there is a gap of more than four intervals, they are considered separate false alarms. This assumption aligns with operational scenarios and aids in estimating the real false alarms. When an incident alarm is received, its authenticity is verified, and appropriate action is taken. Keeping in mind that the interval is 30 s, the check of authenticity may consume more than one interval, therefore, consequtive alarms are considered as one alarm. It is important to note that this assumption may affect the detection time of an incident.



Based on these observations, it can be concluded that calculating DR and FAR from confusion matrices alone can be inaccurate. Further analysis is needed to obtain realistic DR, MTTD, and FAR values. Time to Detect (TTD) is calculated for each incident scenario, focusing on the first interval of incident detection. The DR and FAR are calculated by evaluating the successful incident detection and the number of false alarms, respectively. In this analysis, FAR is calculated as the ratio of the number of false alarms generated by the algorithm to the total number of times the algorithm was applied, which provides a more accurate measure. Analyzing these results provides a comprehensive understanding of the model’s performance.



The cross-validation dataset utilized in this analysis consists of 121 scenarios, comprising 22 normal conditions and 99 incident scenarios. It should be noted that the incident in each scenario starts at the 30th intervals and ends at the 70th interval (i.e., it lasts for 20 min) and the intervals before and after the incident are normal conditions. Accordingly, the total number intervals for incidents is 3960 while the number of intervals for normal conditions is 10,560. In Table 6, the number of false alarms for both sets of scenarios is presented, alongside the number of detected incidents and the MTTD required to identify these incidents.



As shown in Table 6, out of the 99 incident cases included in the dataset, the model is unable to detect 3 incidents (DR of 96.97%). The cross-validation dataset consists of 121 h of traffic data, with traffic state checked every 30 s, resulting in 14,520 model’s applications. During these applications, the model generated a total of 90 false alarms, which resulted in an FAR of 0.62%. In addition, the MTTD = 1.05 min. In order to provide a more comprehensive analysis of the model’s performance in detecting incidents of varying severity levels, Table 7 summarizes its DR, FAR, and MTTD for each level of incident severity.



The results in Table 7 reveal some interesting insights. The severity of an incident, measured by the number of lanes blocked, affects the model’s performance in detecting incidents. When the incident severity is medium to high (two or more lanes are blocked), the model consistently detects all incidents with a DR of 100%. However, incidents with minor severity (only one lane blocked) have a lower DR, possibly because their minor impact on traffic flow makes them less noticeable to the model, especially at low traffic volumes. The highest FAR value was observed in the scenario where four lanes were blocked, reaching 0.972. This indicates that the model is more prone to generating false alarms when a greater number of lanes are blocked. Conversely, the lowest FAR value of 0.613 was recorded when three lanes were blocked. In this scenario, the model demonstrated relatively better performance in detecting incidents, with fewer false alarms. However, there does not appear to be a clear increasing or decreasing trend in the FAR as the number of lanes blocked varies. The FAR values fluctuate across different incident scenarios, suggesting that the severity of incidents, as indicated by the number of blocked lanes, does not consistently correlate with the model’s performance in terms of false alarms. Regarding the MTTD, the MTTD decreases as the severity increases. Incidents with one lane blocked have the longest MTTD at 2.5 min. In contrast, incidents with four or five lanes blocked are detected much faster, with MTTD of 0.5 min and 0.565 min, respectively. This trend can be attributed to the fact that as the severity of the incident increases, its impact on various traffic parameters becomes more significant. Incidents involving the blocking of multiple lanes tend to create larger disruptions in the traffic flow, leading to more noticeable disturbances that can be detected and identified more quickly by the model. Hence, incidents with a higher severity level are detected at a faster rate, resulting in shorter MTTD values. It is important to consider that factors such as D/C ratios, spacing between detectors, and incident locations were not standardized or kept consistent across these incident severity scenarios. These variations in factors can contribute to the observed fluctuations in the FAR values. To obtain a more accurate understanding of the impact of incident severity on the model’s performance, a sensitivity analysis should be conducted. By controlling and standardizing the D/C ratios, detector spacing, and incident locations, the effects of the number of lanes blocked can be isolated, providing clearer insights into its direct influence on the model’s accuracy in detecting incidents without the confounding factors affecting the results.



Next, a sensitivity analysis is conducted to assess the impact of four factors, namely D/C ratio, incident severity, location of the incident, and distance between detectors, on DR, FAR, and MTTD. Each factor is analyzed individually to evaluate its effect on the performance metrics. It should be noted that the 0.4 and 0.5 D/C ratios use different blockage levels (2 or 4 lanes) and have constant incident location relative to the upstream detector. Also, the 0.9 and 1.1 D/C ratios are applied for different spacing between the detectors, different severity of the incident (2, 3, or 4 lane blockage), and different location of the incident. Therefore, these D/C ratios (0.4, 0.5, 0.9, and 1.1) are not considered in the sensitivity analysis. To ensure a fair comparison, incident scenarios with the same severity levels, locations, and detector spacings are selected for the analysis. Specifically, incident scenarios with D/C ratios of 0.6, 0.8, 1.0, and 1.2 are chosen for the analysis.



4.2.1. Impact of D/C Ratio on Performance Metrics


To investigate the impact of D/C ratio on the performance metrics of the incident detection model. The variation in DR, FAR, and MTTD, when the D/C ratio is varied between four ratios (0.6, 0.8, 1.0 and 1.2) is analyzed.



Figure 1 shows that the DR reached 100% for all D/C ratios, except for 0.6, where it reached 85.71%. The low DR at D/C of 0.6 can be attributed to the fact that three incidents out of the total are not detected by the model. These three incidents occurred at low traffic volume (D/C = 0.6), and one lane blockage out of the seven lanes of the road. Therefore, such minor incidents do not have significant effect on the traffic performance and are harder to detect, which resulted in a reduced DR of the model. To confirm this justification for low DR at D/C ratio of 0.6, the DR is calculated for all D/C ratios without the one lane blockage incidents that occurred at 0.6 D/C ratio, and it was consistently 100%. This suggests that the model’s performance can be influenced by the occurrence of minor incidents during low traffic volume, and excluding such incidents can lead to a significantly higher DR. Therefore, it is important to take into account the severity of incidents and the volume of traffic at the time of their occurrence, when assessing the performance of the model in detecting incidents.



Figure 2 shows that there is a variation in FAR with respect to D/C ratio. While the FAR values show some fluctuations, there is an overall trend of decreasing FAR with an increase in D/C ratio from 0.8 to 1.2.



To further understand the impact of minor incidents during low traffic volume on the FAR, Figure 3 shows the relationship between FAR and D/C ratio excluding the one lane blockage incidents that occurred at 0.6 D/C ratio.



After excluding the minor incidents during low traffic volume, it becomes evident that the FAR decreases with the increase in D/C ratio. Specifically, the FAR remains relatively stable for D/C ratios of 1.0 and 1.2, with values of 0.606% and 0.635%, respectively. The decreasing trend of FAR with an increase in D/C ratio can be attributed to the fact that as the congestion level increases, vehicles are more likely to be closely spaced and moving slowly, which can result in more consistent behavior and patterns that are easier for the incident detection system to recognize. In contrast, in case of lower traffic volumes, vehicles may be more spaced and traveling at varying speeds, making it more difficult for the system to distinguish between normal and abnormal traffic behavior. This is consistent with earlier findings that suggested that the low traffic volume conditions lead to low occupancy values and a higher chance of false alarms [121,122].



Figure 4 shows that the MTTD values appear to increase as the D/C ratio increases from 0.8 to 1.2. This suggests that the model is more efficient at detecting incidents when the D/C ratio is low. One possible explanation for the increase in MTTD is that at higher traffic volume and congestion, there are queues at the blocked sections of the road, which can cause delays in traffic flow. As a result, incidents that occur may take longer time to create a detectable impact on the traffic performance, as the travel time between the detectors increases with congestion. Therefore, the detection of incidents can be further delayed.



Figure 5 shows the relationship between MTTD and D/C ratio without the one lane blockage incidents that occurred at 0.6 D/C ratio.



Figure 5 confirms that the inconsistent trend in Figure 4 is mainly because of the existence of minor incidents during low traffic volume as shown in Figure 5, the MTTD consistently increases with the increase in D/C ratio. It should be noted that Figure 1, Figure 2, and Figure 4 included incidents with one lane blockage occurring at a D/C ratio of 0.6, which the model failed to detect some of them due to their minor impact during low traffic volumes. As a result, the trends of DR, FAR, and MTTD in these figures were not consistent. When excluding the minor incidents during low traffic volumes, the DR becomes 100% for all D/C ratios and Figure 3 and Figure 5 show a clearer trend for the FAR and MTTD. Therefore, these incident scenarios will be excluded in the upcoming analysis of the other factors to obtain a clear understanding of the impact of the factor of interest on the performance measures. These findings suggest that D/C ratio is an important factor to consider when evaluating the performance of traffic incident detection models.




4.2.2. Impact of Incident Severity on Performance Metrics


An analysis was conducted to examine the variation in DR, FAR, and MTTD as the lane blockage varied from 1 lane to 5 lanes blockage. The DR of the incident detection system shows a constant value of 100%, for all incident cases except for the one lane blockage at D/C ratio of 0.6, indicating that the system is highly accurate in detecting incidents with a significant impact on traffic flow. However, when considering incidents with one lane blockage at a D/C ratio of 0.6, the DR drops to 88.46%. This result is in line with the findings of previous research [44,81], indicating that the DR tends to be lower for minor severity incidents that occur during periods of low traffic volume.



The FAR values were recorded for different lane blockage categories: 1, 3, and 5 lanes. Interestingly, the FAR remained consistently low, staying below 1% across all lane blockage categories. The FAR was found to be 0.789%, 0.654%, and 0.699% for one, three and five lane blockages, respectively. The results indicate that the number of lanes blocked has a minor impact on FAR as there is a very small variation. These results suggest that the incident detection system is not significantly impacted by the incident severity, except for minor incidents during low traffic volume. The lower FAR values across all lane blockage categories are a good indicator of the efficacy of the detection model in distinguishing actual incidents from normal traffic conditions. It should be noted that when the incidents with one lane blockage at D/C of 0.6 are included, the FAR is 0.64, which is lower than the case without such incidents. The system did not create any false alarms nor detect any incidents during such scenarios. Therefore, when these scenarios were excluded, the FAR increased as the number of false alarms is compared to a smaller number of application intervals.



However, when considering the MTTD in relation to the number of lanes blocked, a different trend was observed. The results revealed a notable variation in MTTD with respect to the number of lanes blocked. When one lane was blocked, the MTTD was recorded as 2.37 min. However, as the number of blocked lanes increased to three and five, the MTTD significantly decreased to 0.589 min and 0.565 min, respectively. These findings indicate that as the incident severity increases, the MTTD decreases, suggesting a faster detection time for incidents. This could be due to the fact that incidents with higher severity are easier to detect as they have a higher impact on the traffic flow, allowing the system to detect such incidents in a shorter time. The current findings are consistent with the results reported by Cheu and Ritchie [44].



These results suggest that the severity of an incident, as represented by the number of blocked lanes, has a significant impact on the MTTD. However, it has no impact on the detectability of the incidents and a minor impact on FAR. The DR of the system is consistently high for all lane blockage, except for one lane blockage at D/C of 0.6. The FAR was marginally affected as the number of lanes blocked changes. The MTTD of the system decreases as the severity of the incident increases, indicating that the system is faster at detecting severe incidents with higher lane blockage.




4.2.3. Impact of Incident Location on Performance Metrics


The incident location varies to be 0.25, 0.5, and 0.75 of the distance between the detectors, from the upstream detector. The DR remained 100% for all three incident locations, indicating the system’s high accuracy in detecting severe incidents that have a significant impact on traffic flow. It should be noted that this analysis excludes one lane blockage incidents at 0.6 D/C ratio, due to their minor influence during low traffic volume, as mentioned previously. It is worth noting that when the incidents with one lane blockage at D/C of 0.6 are included, the DR values are 93.1%, 94.12% and 100% for 0.25, 0.5 and 0.75 incident locations respectively. Regarding the FAR, the FAR decreases as the incident moves further from the upstream detector station, with values of 0.99, 0.74, and 0.36 observed for incident position ratios of 0.25, 0.5, and 0.75, respectively. With the inclusion of incidents that involve a single lane blockage at D/C of 0.6, the FAR values for incident locations of 0.25, 0.5, and 0.75 are 0.99%, 0.71%, and 0.36%. It can be noted that when one lane blockage incidents scenarios were excluded, the FAR slightly increased as the number of false alarms was compared to a smaller number of application intervals. The decrease in FAR can be attributed to the fact that the model did not generate any alarms (false or true) during the minor incidents, resulting in a reduction in the FAR. On the other hand, the MTTD values showed a clear correlation with the incident’s location. As the incident is moved further from the upstream station, specifically from 0.25 to 0.75 of the distance between the detectors, an increase in the MTTD is observed. The MTTD values increase from 0.937 min to 1.522 min. This can be attributed to the fact that as the incident moves further away, the time it takes for its effects to propagate to the upstream detector increases. As a result, the detection of the incident is delayed, leading to higher MTTD values.



It can be concluded that the system is highly effective in detecting incidents at all locations, with a DR of 100%. The FAR is slightly impacted by the incident location, while the MTTD of the system is consistently increasing, as the incident location moves further away from the upstream detector. This trend indicates that the incident location relative to the detector plays a vital role in the MTTD, with incidents occurring closer to the upstream detector being detected faster. Neglecting incident location as a factor can compromise the efficacy of detection algorithms and undermine their overall effectiveness.




4.2.4. Impact of Distance between Detectors on Performance Metrics


The distance between the two detectors varies from 500 to 1500 m, and the DR, FAR, and MTTD are evaluated to assess the impact of this variation on the model’s performance. The results show that DR is constant at 100% for all three spacing values, 500 m, 1000 m, and 1500 m excluding minor one lane blockage incidents at 0.6 D/C ratio. The inclusion of such incidents leads to 100% DR value for 500 m spacing and a reduction in DR values to 96.97% and 92.86% for detector distances of 1000 m and 1500 m, respectively. Notably, of the three minor incidents at 0.6 D/C ratio that were not detected, one occurred at 1000 m detector spacing and the remaining two occurred at 1500 m spacing. An analysis of the relationship between the FAR and the distance between detectors revealed that the FAR was recorded as 0.432%, when the distance between detectors was 500 m. As the distance between detectors increased to 1000 m, the FAR showed an increase to 0.673%. Furthermore, when the distance was further extended to 1500 m, the FAR value reached 1.03%. These findings demonstrate a clear trend in the FAR values, indicating that as the distance between detectors increases, the FAR also increases. The increase of the FAR with the increase of the distance between detectors may be due to the longer travel time of vehicles between detectors. Longer travel time can cause fluctuations in traffic measurements, such as volume, speed, and occupancy, at both the upstream and downstream detectors. These fluctuations may lead to variations in the speed measurements. These fluctuations in traffic measurements can cause false triggers of incident alarms. Regarding the MTTD, it was noted that larger detector spacings are associated with longer detection times. The MTTD was recorded as 0.593 min, 0.788 min, and 1.7 min for the three spacings, respectively. This can be attributed to the increased travel time of vehicles between the detectors, as mentioned previously, which can cause delays in detecting incidents. This is aligned with the findings of Rossi et al. [81] who reported that an increase in the distance between detectors results in higher MTTD values.



The overall observations from this analysis indicate that smaller detector spacings result in better performance in terms of FAR and MTTD. This is due to the closer proximity of the detectors, which reduces the detection time and traffic measurement fluctuations between the detectors. The DR remains 100% in all cases, indicating that the system is capable of detecting all incidents regardless of the distance between the detectors. However, while smaller detector spacings are more effective in detecting incidents, they may not be practical due to installation and maintenance costs. On the other hand, larger detector spacings may be more cost-effective and easier to maintain but may result in higher FAR and MTTD values, which is consistent with previously reported results [84]. Therefore, the decision to select an appropriate detector spacing should consider specific application requirements, available resources, and trade-offs between the performance (in terms of DR, FAR, and MTTD) and the associated costs. An optimal balance between these factors is necessary to ensure an effective and cost-efficient incident detection system.



The DR, TTD, and number of false alarms of each scenario in the cross-validation dataset is calculated, and the results are presented in another publication [123].





4.3. Results of Testing Phase of Random Forest


In this section the performance indicators of the testing dataset are calculated using the same method as in the previous section. A sample of these calculations is shown in Table 8, which depicts the actual traffic status during a one lane blockage incident that occurred 250 m from the upstream detector station, with the distance between the upstream and downstream detector stations being 500 m. The incident occurred at 0.8 D/C ratio, and the table displays the model’s predictions of each interval along with a comparison between the actual status and the predictions.



As observed from Table 8, the model can detect the incident after 3 intervals of its occurrence, with a TTD of 3 interval or 1.5 min, as the incident is detected at interval 34. Additionally, two false alarms were generated at intervals 71, and 72. As the false alarms at intervals 71 and 72 occur at consecutive intervals, they were counted as only 1 false alarm in an hour. The DR, TTD, and number of false alarms for each scenario in the testing dataset is calculated, and the results are presented in another publication [123]. The testing dataset includes 29 incidents, all of which are correctly detected by the model which resulted in a DR of 100%. It should be noted that the testing datasets contain two incidents that blocked one lane and occurred at 0.6 D/C ratio. During the cross-validation phase, the model was unable to detect three out of seven incidents with one lane blockage that occurred during 0.6 D/C ratio. However, during the testing phase, the model was able to detect both incidents with one lane blockage that occurred at the same traffic volume as the incidents in the cross-validation phase. This could be due to the fact that the model learned from its performance during the cross-validation phase and made improvements. Additionally, the location and spacing of the detectors used during the Cross-Validation phase may have contributed to the model’s inability to detect these incidents. Therefore, the location and spacing of the detectors used during the cross-validation phase, as well as the learning and improvements made by the model, may have contributed to the differences in the model’s performance between the cross-validation and testing phases. The MTTD for these 29 incidents is determined to be 1.17 min. During the testing phase, traffic measurements are collected for 29 h, resulting in the application of the model 3480 times. Within these 3480 intervals, the model produced 29 false alarms, FAR of 0.862%. It can be recognized that the FAR for the testing data is higher than that for the cross-validation, following the trend observed in previous literature that suggests the FAR increases with the increase in DR [42,44].




4.4. Discussion of Random Forest Model Results


After analyzing the impact of each of the four factors individually, the impacts of all four factors together on the detectability, TTD, and FAR of incidents in the cross-validation and testing phases is discussed. A selection of incident scenarios that are not detected or have relatively long TTD are analyzed to understand the combined impact of all four factors in the cross-validation and testing phases. During the cross-validation phase, it was previously noted that the model failed to detect three incidents that blocked one lane and occurred during low traffic volume at a D/C ratio of 0.6. These incidents took place at a detector spacing of 1000 and 1500 m respectively. The model’s inability to detect these incidents can be attributed to three key factors: traffic volume, incident severity, and detector spacing, which have been discussed earlier. The low severity of these incidents, combined with their occurrence during low traffic volume and the significant distance between the detectors, all contributed to the model’s inability to detect them. The model was able to detect an incident where only one lane was blocked, and the D/C is 0.6. The incident occurred 750 m from the upstream station with a spacing of 1000 m between the stations. However, the model detected the incident 9.5 min after its occurrence, which is not a good indicator of the detection performance. This delay in detection can be attributed to the low severity of the incident, the low D/C ratio, and the distance between the detectors. These factors affected the model’s ability to detect the incident in a timely manner. This finding supports the earlier conclusion that minor severity incidents during low traffic volume can be hard to detect or undetectable. This observation is consistent with the findings of Cheu and Ritchie [71], Ahmed and Hawas [121] and Rossi et al. [81] who reported that incidents involving minor blockage during low traffic volume are associated with low DR and high MTTD values. At a D/C ratio of 1.2, two incidents with high TTD were observed during the cross-validation phase. These two incidents are minor one lane blockage incidents located at distances of 125 and 1125 m from the upstream station, respectively. The distances between the detector stations for these two incidents are 500 and 1500 m, respectively. The model took 6 and 18 min, respectively, to detect them. The extended TTD of the two incidents during the high D/C ratio of 1.2 can be attributed to a combination of factors. Firstly, the severity of the incidents played a role in the delay of detection. The congested conditions during a D/C ratio of 1.2 may have also contributed to the long MTTD, as illustrated in Figure 5. During periods of high demand, such as a D/C ratio of 1.2, the road network experiences heavy traffic congestion. This results in more vehicles on the road, which tend to travel in platoons or sometimes wait in queues, due to the lack of available space. The existence of these platoons can cause slower travel speeds, which in turn delays the incident detection by the model. Moreover, the presence of platoons makes it more difficult for the model to detect changes in traffic patterns that could indicate an incident.



Likewise, during the testing phase, a severe five lane blockage incident occurred at 1.2 D/C ratio, and it occurred at 125 m from the upstream station, with a spacing of 500 m between stations. The TTD for this incident is 15 min, which is high. Such high value of TTD can be attributed to the oversaturated condition of the road network, as discussed earlier. In this incident, the demand was already above the road’s capacity by 20%, and the vehicles on the roads were already queued due to congestion. Therefore, when this severe incident occurred, it further exacerbated the congestion, resulting in a further buildup of queued vehicles. However, the impact of this incident would take some time until the queues of vehicles ahead of the incident location are discharged, so that the impact of this incident reached the downstream station. Therefore, the combination of a high D/C ratio, the severity of the incident and the incident location resulted in a long TTD of 15 min. Notably, during the evaluation of the incident detection system, it was observed that false alarms were produced in certain instances. Most of these false alarms were generated in the 1–2 min range post-incident termination. This is due to the residual impact of the cleared incident, which can cause fluctuations in traffic performance that may be misidentified as a persistent issue by the model. In such cases, the operator can adopt a wait-and-see approach, allowing for a brief time to assess whether the situation is truly an ongoing incident or just a residual effect. This approach can help mitigate the occurrence of false alarms, ensuring the efficiency and accuracy of the incident detection system. In conclusion, it is highlighted by the analysis of the cross-validation and testing phases that considering various factors such as severity of the incident, traffic conditions, and location and spacing between the stations is crucial. The detectability and MTTD of incidents can be significantly influenced by these factors individually or together, ultimately impacting the accuracy of the system’s ability to detect them. Thus, the potential of the incident detection system to be a useful tool for real-world incident detection is demonstrated by the results.




4.5. Comparison of the RF Model with Other AID Systems


This section aims to compare the performance of the developed model with some of the AID models identified in the literature review that exhibit high performance. The effectiveness of the model is evaluated and compared using key performance metrics such as DR, FAR, and MTTD. The DR, FAR, and MTTD reported in the literature for the selected AID model are summarized in Figure 6, Figure 7 and Figure 8.



It can be noted from Figure 6, Figure 7 and Figure 8 that the developed RF model achieved high performance in terms of DR, FAR and MTTD and it has superior performance than the majority of the models in the literature. However, some AID models achieved better performance in terms of one or more of the performance metrics in comparison with the developed model. However, these models have some limitations and weaknesses. The hybrid AID method developed by Xie et al. [29] achieved high DR and low FAR on the I-205 and I-880 datasets. Specifically, the framework achieved a DR of 97.3% and FAR of 0.061% on the I-205 dataset, and a DR of 94.7% and FAR of 0% on the I-880 dataset. The average DR for the two cases is lower than the model developed in this research. In addition, a weakness of this framework is that the MTTD was not measured, which could limit the understanding of the model’s effectiveness in real-world scenarios. Another potential limitation is that the framework used an oversampling technique to generate synthetic incident samples. The oversampling technique can potentially limit the real-world applicability of the developed model. The reason for this is that the synthetic samples generated do not represent actual traffic incidents, which can lead to false positives or overestimation of the incident detection performance when the model is applied to real-world scenarios. In other words, the model’s performance in real-time application may differ from its performance on synthetic data generated through oversampling. Another potential limitation of the oversampling approach is overfitting, which can occur when a model is trained on a limited set of data. This may lead to a good model performiance on the training data but a poorl performance on new and unseen data. Furthermore, the use of synthetic incident samples to balance the database between incident and non-incident cases may not be realistic. Therefore, balancing the incident and non-incident cases in the database may not be necessary, and may even introduce biases in the model’s training data. The decision tree and RF developed by Ahuja [40] achieved high DR and reasonable FAR but they didn’t measure the MTTD of these models. While DR and FAR are important metrics to evaluate the performance of an AID system, they only provide a partial picture of how well the system performs in real-world scenarios. In addition to detecting incidents accurately and minimizing false alarms, it is also crucial for an AID system to detect incidents quickly, as the timely detection of incidents can help reduce their impact on traffic flow and prevent secondary accidents. Likewise, The ANN model developed by Zyryanov [75] accomplished a slightly higher DR than the developed model in this paper during training phase. Nonetheless, the evaluation of the model’s performance only considered DR and did not include FAR and MTTD, which are critical metrics in assessing the model’s reliability and efficiency. As a result, the evaluation may not provide a comprehensive understanding of the model’s effectiveness, limiting its practical applications. On the other hand, the FL system developed by Rossi et al. [81] has lower FAR than the developed RF model but it has lower DR and higher MTTD. Additionally, the training and testing of the system were based on simulated traffic data, and the study only tested the system’s performance for a limited range of flow rate values and distances among detector stations without considering other factors. The RF model created by Dogru and Subasi [70] achieved lower FAR of 0.2% but it has lower DR of 94% and the MTTD of this model was not reported. Besides, their model have limited practical applicability due to several assumptions. For example, the assumption that only probe vehicles are equipped with V2V communication devices and that they broadcast their position and speed every second. Additionally, the models assume that probe vehicles can calculate the position of transferring vehicles using signal processing and antenna techniques and that they can aggregate microscopic traffic values for each vehicle over the last 10 s. These assumptions may not hold in real-world scenarios and thus limit the models’ practical use. The video-based detecting and positioning method developed by Ren el al. [95] exhibited DR, FAR, and MTTD values that were in close proximity to those achieved by the developed model. In spite of that, the lighting conditions, extreme weather conditions and coverage range of the camera that is used to capture traffic video are the main limitations that can impact the performance of this method. In addition, the method requires a significant number of computational resources and may not be suitable for real-time applications or for use in areas with limited computing power. Moreover, they used oversampling technique to generate synthetic incident sample to balance between incident and non-incident samples in the datasets used to train and test the model. As mentioned earlier, using oversampling technique to generate artificial incidents is not realistic.



In summary, the comparison of the developed RF model in this paper with other AID systems showed that the model has better performance than most of the existing ones. The developed RF model considered a wider range of factors that have significant impacts on AID performance. Compared to previous models, the developed model integrated more factors, making it more comprehensive and generic. The aim of the developed model is not only to detect incidents accurately and rapidly, but also to establish effective and generic incident detection model for freeways. Moreover, the use of ML techniques such as RF enabled the model to learn from data and adapt to changing traffic conditions, making them more robust and adaptable to new scenarios. This ensures the generalizability of the model to new data and the potential for future applications in real-time traffic management systems. Overall, the developed RF model offers a promising solution for accurate and effective incident detection on freeways.





5. Conclusions


The aim of this research is to develop an efficient and reliable model for detecting traffic incidents, which are a major cause of delays, air pollution, and reduced gross domestic product in many countries around the world. The study area is a section of a major freeway in Dubai, UAE and it is simulated using VISSIM, which generates a diverse dataset by considering four factors namely, the congestion level, the distance between the upstream and downstream detector stations, the location of the incident relative to the detector stations, and the severity of the incident. The use of simulated data instead of real data provided benefits such as the ability to generate diverse and challenging scenarios for the RF model. The simulation also allowed for the collection of precise and accurate data on traffic parameters, including flow rate, speed, and occupancy at upstream and downstream stations, which are used as input variables for the model. The dataset is used to train and test the RF model using RapidMiner software. Notably, the main hyperparameters that are optimized in this paper encompassed the number of trees, maximal depth, subset ratio, and the confidence parameter of pruning. The developed model achieved high DR and low FAR during cross-validation and testing phase. The RF model achieved a DR of 96.97%, MTTD = 1.05 min and FAR of 0.62% during the cross-validation, and a DR of 100%, MTTD = 1.17 min and FAR of 0.862% during testing. Sensitivity analysis is conducted to evaluate the impact of each of the four factors on the model’s performance in terms of DR, FAR and MTTD. It should be noted that the sensitivity analysis excluded a lane blockage incident that occurred at 0.6 D/C ratio. The sensitivity analysis revealed that these factors should be considered together when developing incident detection systems, as they have a significant impact on performance. It is worth noting that the model has achieved a DR of 100% for all cases, when minor incidents were excluded.



The research carried out in this paper has revealed several important conclusions:




	
Incidents with minor severity that occur during low traffic volume may have a low impact on the traffic performance, making them difficult to detect or even go unnoticed by the incident detection system, this aligns with prior research findings [43,53,81,121,124]. Such situation is not a serious limitation to the developed model, as such minor incident may not create a notable level of delay nor congestion on the road. Thus, it will not have a significant influence on the traffic performance.



	
The FAR decreases with an increase in D/C ratio, as higher congestion levels during high traffic volumes result in more consistent traffic behavior, making it easier for the incident detection system to recognize abnormal patterns. This is in line with the findings of previous studies [48,59,81,84,121].



	
The MTTD values tend to increase as D/C ratio increases, possibly due to queues forming at blocked sections of the road during high traffic volumes. This can delay the effects of an incident on traffic performance, resulting in longer detection times. This result is in agreement with the findings of Rossi et al. [81] and Deniz and Celikoglu [56].



	
The MTTD values tend to decrease with higher incident severity, as incidents with more severe lane blockages have a greater impact on traffic flow, making them easier to detect and resulting in shorter detection times. This result supports the findings of previous studies [44,85].



	
The MTTD increases as the distance between the incident location and upstream detector increases, as it takes longer for the effects of the incident to propagate upstream. This delay in detection leads to higher MTTD values. This finding is in agreement with prior studies [81,125,126].



	
The FAR decreases as the incident moves farther from the upstream detector, as delayed impact of incidents results in delayed disturbances to traffic flow. This reduces the likelihood of false detections by the model, leading to a decrease in FAR.



	
The FAR increases with distance between detectors, possibly due to longer travel times of vehicles between detectors causing fluctuations in traffic measurements such as volume, speed, and occupancy. These fluctuations can trigger false incident alarms, resulting in an increase in FAR. This finding is consistent with earlier studies [81].



	
Larger detector spacings are associated with longer detection times, as increased travel time between detectors can cause delays in detecting incidents, leading to longer MTTD values, consistent with the results reported in previous studies [43,81].



	
Finally, the importance of using persistence tests to reduce false alarms is also emphasized in this paper. The assumption of treating consecutive false alarms as a single false alarm if they persist for four or fewer intervals is made to represent realistic applications of the model. However, it is important to note that this assumption can affect the detection time of a few incidents, as an incident may occur during the two minutes that the alarms are ignored. Therefore, it is important to strike a balance between reducing the FAR and not extending the MTTD of incidents that may occur after a false alarm.








In conclusion, this paper provides an effective and generic incident detection model for freeways that considers various factors and traffic variables, which were not previously considered together in previous research studies. These findings provide a framework for incident detection systems that can be generalized for use in different regions with different traffic conditions. The results suggest that the RF model is a reliable and efficient method for detecting traffic incidents. The observations made in this study could help researchers and practitioners to better understand the limitations of the AID system and to develop strategies to improve its accuracy and performance. By improving the accuracy and efficiency of traffic incident detection systems, the negative impacts of traffic incidents on the environment and economy can be mitigated.



The study’s results suggest several recommendations for future research and practical implementation. First, it is important to test the developed model using real data to verify its effectiveness and reliability. Additionally, expanding the study area to include various traffic conditions would help assess the model’s generalizability. Exploring different AI models or combinations can lead to more accurate incident detection. Developing and testing additional algorithms to reduce false alarms is crucial. Integrating incident detection models with other traffic management strategies, such as ramp metering, variable message signs, and variable speed limits, can optimize traffic flow and reduce congestion. Collaborating with transportation agencies can help evaluate the practicality and feasibility of implementing the model in real-time traffic management systems. Conducting a cost-benefit analysis will provide insights into the economic feasibility of the model’s implementation. Additionally, utilizing emerging technologies like autonomous and connected vehicles can enhance incident detection and response systems, while public reporting systems can aid in detecting minor incidents during low traffic volume periods. Lastly, the study findings indicate that reducing the distance between upstream and downstream stations improves the model’s detectability and reduces incident detection time. For instance, a 500-m distance between stations enabled the detection of minor incidents during low traffic volume with shorter detection times compared to larger distances. Therefore, it is recommended to minimize the distance between stations while considering budget constraints.
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Figure 1. DR vs. D/C ratio for RF model during cross-validation. 
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Figure 2. FAR vs. D/C ratio for RF model during cross-validation. 
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Figure 3. FAR vs. D/C ratio for RF model during cross-validation excluding minor incidents during low traffic volume. 
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Figure 4. MTTD vs. D/C ratio for RF model during cross-validation. 
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Figure 5. MTTD vs. D/C ratio for RF model during cross-validation excluding minor incidents during low traffic volume. 






Figure 5. MTTD vs. D/C ratio for RF model during cross-validation excluding minor incidents during low traffic volume.



[image: Smartcities 06 00083 g005]







[image: Smartcities 06 00083 g006 550] 





Figure 6. Comparison of DR between existing AID systems and developed model [27,28,29,30,39,40,57,63,70,75,81,95]. 
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Figure 7. Comparison of FAR between existing AID systems and developed model [27,28,29,30,39,40,57,63,70,75,81,95]. 
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Figure 8. Comparison of MTTD between existing AID systems and developed model [27,28,29,30,39,40,57,63,70,75,81,95]. 
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Table 1. Confusion Matrix for Imbalanced Binary Classification Problems.
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Actual




	
No Incident

	
Incident






	
Predicted

	
No Incident

	
True Negative (TN)

	
False Negative (FN)




	
Incident

	
False Positive (FP)

	
True Positive (TP)
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Table 2. Cross-Validation confusion matrix of the optimized RF model.






Table 2. Cross-Validation confusion matrix of the optimized RF model.











	
	True Normal
	True Incident
	Class Precision





	pred. normal
	10,453
	569
	94.84%



	pred. incident
	107
	3391
	96.94%



	class recall
	98.99%
	85.63%
	-



	Accuracy
	95.34%
	F-score
	90.94
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Table 3. Testing confusion matrix of the optimized RF model.
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	True Normal
	True Incident
	Class Precision





	pred. normal
	2267
	80
	96.59%



	pred. incident
	53
	1080
	95.32%



	class recall
	97.72%
	93.10%
	-



	Accuracy
	96.18%
	F-score
	94.20%
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Table 4. Sample comparison of model predictions and actual status during cross-validation.
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	Interval
	Actual Status
	Model’s Prediction
	Comparison Result





	31
	incident
	normal
	Missed



	32
	incident
	incident
	True



	33–37 *
	incident
	normal
	Missed



	38–39 *
	incident
	incident
	True



	40
	incident
	normal
	Missed



	41–42 *
	incident
	incident
	True



	43–45 *
	incident
	normal
	Missed



	46–48 *
	incident
	incident
	True







* Indicates a range of intervals.
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Table 5. Sample of consecutive false alarms in a scenario.
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	Interval
	Actual Status
	Model’s Prediction
	Comparison Result





	20–26
	normal
	normal
	True



	27–30
	normal
	incident
	False Alarm



	31–36
	incident
	incident
	True
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Table 6. Performance comparison of normal and incident scenario sets for RF model results from cross-validation dataset.
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	Scenario Set
	Detected Incidents
	Number of False Alarms
	MTTD (minutes)





	Normal
	N/A
	10
	N/A



	Incident
	96
	80
	1.05
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Table 7. Performance of RF Model by Incident Severity Level.
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	Incident Severity
	DR (%)
	FAR (%)
	MTTD (minutes)





	1 lane
	88.46
	0.641
	2.5



	2 lanes
	100
	0.833
	1.25



	3 lanes
	100
	0.613
	0.588



	4 lanes
	100
	0.972
	0.5



	5 lanes
	100
	0.699
	0.565
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Table 8. Sample calculation of DR, MTTD, and false alarms for testing dataset.
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	Intervals
	Actual Status
	Model’s Prediction
	Comparison Result





	25–30
	normal
	normal
	True



	31
	incident
	normal
	Missed



	32
	incident
	normal
	Missed



	33
	incident
	normal
	Missed



	34–70
	incident
	incident
	True



	71
	normal
	incident
	False Alarm



	72
	normal
	normal
	False Alarm



	73–80
	normal
	normal
	True
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