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Abstract: Time reversal has been demonstrated to be effective for source and novelty detection and
localization. We extend here previous work in the case of a coupled structural-acoustic system,
to which we refer to as vibro-acoustic. In this case, novelty means a change that the structural
system has undergone and which we seek to detect and localize. A single source in the acoustic
medium is used to generate the propagating field, and several receivers, both in the acoustic and
the structural part, may be used to record the response of the medium to this excitation. This is
the forward step. Exploiting time reversibility, the recorded signals are focused back to the original
source location during the backward step. For the case of novelty detection, the difference between
the field recorded before and after the structural modification is backpropagated. We demonstrate
that the performance of the method is improved when the structural components are taken into
account during the backward step. The potential of the method for solving inverse problems as they
appear in non destructive testing and structural health monitoring applications is illustrated with
several numerical examples obtained using a finite element method.

Keywords: vibro-acoustics; source localization; novelty localization; energy focusing; imaging;
inverse problems; time reversal

1. Introduction

Two decades ago, time reversal was introduced in the scientific community as a
physical process that refocuses the waves back to the original source that created them [1].
Since then, the technique has been utilized as a computational tool for solving inverse wave
propagation problems [2]. There are two main distinct steps in the time reversal technique,
namely, the forward and backward steps. During the forward step, a source excitation
is used to generate the propagating field and the response of the medium is acquired
using recorders. The signals acquired during the forward step are then time reversed and
re-emited. This is the backward step, during which the field re-focuses at the location of
the forward’s step excitation source. One of these steps or even both of them might be
performed numerically, giving birth to a computational approach. As two typical examples,
we refer to the problem of source localization, where the backward step is usually realized
numerically, while for some energy focusing applications, the forward step could be the
design step and the backward step could be the one to be performed physically in order to
succeed the energy focusing.

In some previous studies [3], a detailed Signal-to-Noise ratio (SNR) analysis for the
time reversal process on bounded acoustic domains was presented for both source and
defect localization. The SNR definition used, which is retained here, is the value of the
image at the true source or defect (here novelty) location, divided by the maximal value of
the image outside a small region around the true source (or novelty) location. A study of
the time reversal approach in an elastodynamic bounded domain has been presented in [4],
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where a singular value decomposition of the array response matrix was used in order to
detect multiple scatterers. In another work [5], some initial effort on the application of
the time reversal process on structures has been presented and further developed in [6],
where some theoretical links with classical reciprocity theorems have also been attempted.
Furthermore, a study of the sensor’s placement together with a variety of applications are
given in that latter work.

In the current work, we extend previous efforts in the framework of coupled structural-
acoustic systems, which we will call vibro-acoustic environments. A first attempt for an
experimental evidence of time reversal in an elasto-acoustic medium is given in [7], while a
numerical reproduction for the case where ultrasound elastic waves are time reversed back
to their source with a time reversal mirror in a fluid adjacent to the solid is given in [8].
The combination of microphone-acquired data together with a kinematic response (i.e.,
displacements, velocities or accelerations) was presented in [9], where a methodology was
designed for fault detection following the previous published approaches [10]. In this work,
the authors considered the acquisition of acoustic data via microphones in combination
with a numerical vibro-acoustic model and suggested that this could be a viable way to
achieve non-intrusive sensing with a high accuracy. They further exploited this feature
for fault detection in a plate. Later, this setup was extended, considering also the Time-
Reversal MUltiple SIgnal Classification (TR-MUSIC) algorithm in order to successfully
localize extended defects [11]. A study on the improvement of the sensor’s placement has
been presented [12] in regard to the latter TR-MUSIC approach on vibro-acoustic systems.
The main difference with the framework introduced in our work is that the time reversal
approach for fault detection presented in the aforementioned references is based on a costly
and difficult minimization approach using a set of reference trial models with different
fault locations, while here we use the difference between the response of the vibro-acoustic
system that contains the novelty and the original vibro-acoustic system (i.e., before the
novelty was introduced).

In what follows, we present in Section 2 a detailed description of the problem and the
expected goals. The equations governing the response on each component of the vibro-
acoustic system as well as the coupling between these components and the assumptions
made are given in Section 3. The computational time reversal approach adopted here is
presented in Section 4. Finally, numerical experiments are designed, solved and discussed
in Section 5 and our final conclusions are presented in Section 6.

2. Statement of the Problem

Time reversibility in a vibro-acoustic environment is a promising procedure that can
be useful in several applications, e.g., scatterer (cavities or obstacles) identification and
localization as well as crack or general defect and damage localization in a non destructive
testing context [13].

The first problem we are interested in is source localization. Here, we try to infer the
spatial location of the original source that created the signals measured from a collection
of receivers that record the acoustic pressure responses via microphones as well as the
kinematic responses, via accelerometers. The source might be a mechanical or acoustic
excitation (e.g., a blast). It has been demonstrated that using kinematic responses together
with acoustic recordings makes the procedure more stable and less sensitive to background
noise, especially since microphones are prone to such noise [11]. On the other hand, the
use of microphones offers the opportunity to speed-up the inspection by saving time in
the sensor installation. Additionally, there are certain applications where it is difficult to
place sensors onto the structure in order to acquire kinematic response or it is not proper to
modify the dynamics of the system by added masses (i.e., lightweight structures). In such
cases, the use of microphones is found to be beneficial [9].

The second problem we are interested in is the localization of novelties taking place
within the coupled vibro-acoustic system. These novelties may appear in either the acoustic
or the mechanical elastic part. It is more common for such novelties to happen in the elastic
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part, e.g., in the form of some occurred damage on the elastic body or on the support of
it. In order to find which part of the structural assembly has suffered such modifications
and to accurately define its spatial location, we assume that such a novelty will act as a
secondary source. Using the time reversibility of the waves, it is possible to localize this
secondary source similarly to the original excitation source. In this case, to focus on the field
produced by the novelty, we subtract the wavefield produced by the original source when
the novelty did not exist. By using this latter signal, which is the difference of the fields
recorded before and after the appearance of the novelty, we are able to localize the novelty.

Let us now describe the procedure to be numerically implemented using the descrip-
tive sketch of Figure 1. For the source localization in a healthy medium, as shown in
Figure 1a, a source acts as acoustic or mechanic excitation at time t0, and the response to
this excitation is recorded on a finite number of recording stations as pressure (via micro-
phones) or kinematic responses (using accelerometers or displacement/velocity sensors)
for a duration time T. We denote this wavefield ur, including both acoustic and elastic
responses, while the acquisition process is called the forward step. In the current computa-
tional approach, all data are obtained numerically using simulations of virtual experiments.
Time reversibility assures us that reverting in time the recorded signals and re-emitting
them as excitation, in a procedure called backward step, an energy focus will occur at the
time T − t0 on the spatial location of the original source. Note that actually, one needs to
revert the whole wavefield and re-emit it, although it is well documented that the reduced
(or incomplete) time reversal, where the signal is recorded at a finite number of sensors,
still keeps the refocusing property. This is the source localization process, while for the
novelty localization, a few extra datum are needed. In this case, we record the wavefield
for a modified system configuration, which includes the novelty, e.g., some modification
on one of the beams in the domain as depicted in Figure 1b; we call this wavefield ut

r. By
re-emitting the reversed signal of ut

r, we expect to localize the original source by energy
refocusing on its position at T − t0, while for novelty, the localization will occur at time
T − t0 − t1, with t1 being the time needed for the wave to travel from the source location
to the novelty location. Finally, by re-emitting the signal resulting from the difference
un

r = ut
r − ur, we expect again energy refocusing on the novelty position at time T− t0 − t1.

Ω f

Ωs

source

(a) healthy configuration

Ω f

Ωs

source

(b) novelty included

Figure 1. A schematic representation of the computational time reversal experimental set-up. On
the left, a schematic of the healthy configuration is shown. On the right the same configuration is
presented, including the novelty on the structure indicated with the dashed-line beam. Red and blue
dots are assumed to be pressure and kinematic response recorders, respectively.

3. Governing Equations of Structure and Acoustic Mediums and Their Coupling

We consider an elastic solid at equilibrium occupying the domain Ωs. The unknown
displacement field of the solid is denoted by us, while linearized associated stress and
strain tensors are indicated by ε(us) and σ(us), respectively. The equation of motion for the
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solid, fixed on some part Γu of the boundary and subject to a given force density Fd on the
rest boundary part Γt, is

divσ(us)− $s
∂2us

∂t2 = f in Ωs, (1a)

us = 0 on Γu, (1b)

σ(us)ns = Fd on Γt, (1c)

where here we have also assumed silent initial conditions. The acoustic domain is consid-
ered to be a compressible inviscid and irrotational fluid, where using the pressure scalar
field p, the equation of motion is given as,

∂2 p
∂t2 − c2

f∇
2 p = c2

f
∂q f

∂t
in Ω f , (2a)

p = p̃ on Γp, (2b)

∇p n f = 0 on Γv, (2c)

c f being the speed of sound in the acoustic medium and q f the added mass per unit volume.
Similar to the solid, the fluid is assumed to be at rest with silent initial conditions.

Now considering there is a part of the solid immersed or in touch with the fluid,
we should appropriately consider the coupling of the domains and their responses. We
denote that part as ∂Ωc, where the fluid particles and the solid move together in the normal
direction of ∂Ωc. The normal unit vector external to the fluid is n f and on the common part
∂Ωc is n f=− ns, with ns the normal unit vector external to the solid. We finally denote the
unit normal as n, which is equal to n f , while on ∂Ωc, the following holds,

us n = u f n (3)

together with the continuity of pressure,

σ(us)ns = −p. (4)

In order to couple the two different physics domains, a Neumann–Neumann ap-
proach [14] is followed, where Equation (4) is used for the realization of Equation (1c) and
Equation (3) for Equation (2c), respectively. For the latter case, we use the linearized Euler
equation, which because of Equation (3) takes the form,

∇p n = −$ f
∂2us

∂t2 n (5)

Without loss of generality, in this work we focus on structures consisting of beams or
frame structures lying inside a two-dimensional acoustic field. Therefore, we consider here
the case of a solid in the form of one-dimensional beam, as shown in Figure 2.

The above has been implemented using the SDE, which is a Java-based environment
with numerical procedure capabilities [15]. This java numerical methods framework is
mostly created by one of the authors. The implementation follows mainly the fluid–
structure interaction approach, as implemented in CALFEM [16]. Verification has been
further accomplished by comparing with results obtained from commercial finite element
multiphysics software [17], with very good agreement. We should mention that in our
implementation, we have adopted the assumption of pressure continuity on the beam’s
line, which is a fair hypothesis for our problems, yet not appropriate to study problems of
pressure gaps. Using finite elements for the vibro-acoustic system [18], the semi-discrete
equation of motion [19] for the coupled system in matrix form, is
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[
Ms 0

$ f c2
f HT M f

][
d̈
p̈

]
+

[
Ks −H
0 K f

][
d
p

]
=

[
fs
f f

]
(6)

where Ms and Ks stands for the mass and stiffness matrices of the structural part and M f
and K f for the fluid, respectively. The degrees of freedom indicated by d refer to kinematic
variables (i.e., displacements and rotations) while p stands for the acoustic pressure and fs,
f f are excitation forces on the structural and acoustic part, respectively. Matrix H actually
contains the coupling coefficients. Finally, some damping could be considered in the form
of Rayleigh damping, among other possible models.

Ω f

Ωs
∂Ωc

ns

Figure 2. Beam fully immersed in the fluid. The beam element has been implemented as two node
straight line element. On the beam’s axis, it is assumed that there is continuity of pressure.

4. Computational Vibro-Acoustic Time Reversal

In computational time reversal, at least one of the two steps (forward or backward),
is supposed to be performed numerically by using some appropriate method, e.g., finite
differences or a finite element method (FEM), as it is conducted in this work. Here, we
use the conventional FEM, which is very common for the solution of structural dynamics
problems. We present numerical experiments both for data acquisition during the forward
step as well as for refocusing during the backward step. The methodology could be
described according to the set-up presented in Figure 1. Consider a coupled vibro-acoustic
system, which is here represented by an acoustic field incorporating a number of beams
and frame structures. In the forward step, we assume that a source (acoustic or mechanic)
acts on some point xs and that the response ur(t) is recorded on some point xr for a time
duration T. It is possible to record both acoustic pressure and kinematic motion signals.
Then, in the backward step, the time reversed signal response ur(T − t) is re-emitted as
excitation from the respective xr point. In that backward step, an energy refocusing will
appear on the xs point after the same duration of time T. This main application is called
source localization. Furthermore, another application is that of novelty localization, which
considers location xd as the point at which a secondary source exists (novelty). In this case,
we use the difference between the original signal and the one recorded after the novelty
has been introduced. This can be expressed as:

un
r = ut

r − ur (7)

In other words, ut
r contains both primal and secondary source influence on the re-

sponse, ur contains only the influence of the original source, while un
r the influence of the

novelty related field. Therefore, by re-emitting (in the backward step) the signal reversed
ur in time, one could locate the original source; by re-emitting un

r , one could locate the
secondary source due to novelty; and finally, by ut

r re-emission, one could, possibly, locate
both the original and secondary sources.

Of crucial importance is the choice of quantity to be monitored in order to observe
the refocusing during the backward step. That is more prominent in the case of different
physics domain coupling, where variables with different scales may coexist. The refocusing
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at an appropriate discrete time [5] or using time averaging techniques [20] will indicate the
spatial location of the original source excitation used during the forward step. Regarding
the monitoring quantity, here we consider the pressure field, while some more general
quantity, e.g., the Euclidean norm of all the components of existing degrees of freedom on
each spatial position, could also be appropriate.

For the source localization problem, we expect refocusing during the backward step,
at the location of original source point at time T − t0, t0 being the peak of the pulse. The
refocusing time in the novelty localization will be T − t0 − t1, where t1 is the time needed
for the wave to propagate from the source point to the novelty location. Since the location of
the novelty is the main unknown in our problem, the time t1 is also unknown. A solution to
this problem is to use a time average approach [20], or to utilize the evolution of appropriate
measures (e.g., Shannon entropy, Bounded Variation) [21]. A simple yet efficient approach
for defining the refocusing time could be based on the arrival time of waves from the source
to the sensor while interacting with the novelty location [22]. More specifically, we can
consider sensors (microphones) for the recording of the healthy configuration responses ur
as well as un

r , as given in Equation (7). Using these signals, we can estimate the arrival time
of un

r as tnov
r and that of the original source’s incident wave ur as tinc

r , while the difference
of these time intervals,

tr
1 = tnov

r − tinc
r (8)

is an estimation of time t1 needed for the wave to travel from the source point to the novelty
location. By using several sensors, we can derive an average time t̃1, resulting hopefully in
an improved estimate of the unknown time t1. Then, the refocusing during the backward
step should be expected to appear at time T − t0 − t̃1.

5. Examples

We study two main examples in this section. The first one examines the source
localization problem and the second one deals with the problem of novelty localization in
the vibro-acoustic environment.

5.1. Source Localization Example

The rectangular domain with dimensions H = 0.1 m and L = H
√

5, shown in Figure 3,
is used in the forthcoming examples, which consists of three subdomains, while two struc-
tural elements in the form of the beams Beam 1 (horizontal) & Beam 2 (vertical) were
introduced. The fluid’s density and sound speed are ρ = 1000 kg/m3 and c = 1500 m/s, re-
spectively. The elastic material of the beams considered has Young’s modulus E= 68.9 GPa,
Poisson’s ratio ν= 0.3 and mass density $= 2690 kg/m3. Wave propagation was per-
formed in time steps of dt = 1/Fs where Fs = 3× 106 Hz. A minimum element size is
prescribed in the finite element mesh such that the maximum distance traveled within an
element in time step dt to be 0.23 of its representative length. The finite element mesh is
comprised of 4213 quadrilateral elements with 368 on the boundary. There are 24 bound-
ary receivers/emitters, 12 internal receivers/emitters, 5 receivers/emitters placed on the
first structure (horizontal beam), and 7 receivers/emitters placed on the second structure
(vertical beam), with 48 receivers/emitters in total.

The source used at the numerical simulations is a Ricker pulse

f (t) =
(

1− 2π2s2(t− t0)
2
)

e−π2s2(t−t0)
2
. (9)

with parameters s = 37,740.14 s−1 and t0 = 3 × 10−5 s. This pulse has, in the frequency
domain, a median frequency of 40.759 kHz, and a quite large bandwidth, spanning most of
low frequencies before it falls gradually to −60 dB at 14 kHz. A plot of the pulse together
with its spectrum is shown in Figure 4.
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Figure 3. The domain with two beams immersed in the fluid and 48 receivers/emitters in total.

(a) The Ricker pulse in the time domain. (b) The spectrum of the Ricker pulse.

Figure 4. The Ricker pulse used in the numerical experiments and its spectrum.

5.1.1. Comparison of SNRs with and without Structures

As mentioned above, we introduce structures in the domain (two beams in our case)
and in this vibro-acoustic problem we are prompted to investigate whether the presence of
the structures improves the SNR. By considering only the 24 boundary receivers/emitters,
the recorded signals at the forward step were sent back, and for different simulation times,
we calculated the SNRs for the two following cases. In the first case, there were not
any structures in the domain, while in the second case, two beams (see Figure 3), were
introduced. Shown in Figure 5 are the SNRs for both cases with their respective simulation
duration. The longest duration of 84k time steps corresponds to a travel distance of 187 L,
where L is the horizontal length of the domain. We notice that the presence of the beams
improves the quality of focusing considerably, as expressed by the SNR values. This was an
expected behaviour, since it has been observed that in random or general complex media
the time reversal presents better refocusing properties [23].

It is worth mentioning that the presence of beams in the acoustic domain might be
significant in the overall system’s response. In this context, we have tried to send back in
the acoustic domain, during the backward time reversal step, the data recorded in the vibro-
acoustic environment. As it was expected, the results were not acceptable. For example, in
two experiments with simulation durations corresponding to 125 L & 187 L travel distances,
at the expected source focusing times, the highest pressure values were not found at the
source location. Considering this, we emphasize the importance of taking into account the
presence of structural components into an acoustic domain and their interaction.
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Figure 5. SNRs vs simulation time for when beams are and are not present inside the domain.

Remark 1. This numerical example highlights the importance of the structural component. Indeed,
we observe that when a structure is present, the complexity of the medium increases and this results
in effectively improving the SNR. We also observe that the backward step does not focus on the
source location when the structure is not taken into account. This last point raises some interesting
questions regarding the accuracy with which the structure should be modeled. Further investigations
in this direction will be the object of future work.

Remark 2. We observe in Figure 5 that the SNR decreases as a function of time. One may think
that this is due to the accumulated numerical phase error. However, although the error indeed
accumulates as the time of the experiment increases, our numerical simulations suggest that this
does not affect either the refocusing location or the SNR. In fact, it is well known that time-reversal
focusing is very robust. Even one bit time reversal (i.e., when signals are digitized over one bit) has
good focusing properties, as demonstrated in [24]. The decrease in SNR with time is attributed to
the presence of ghosts, as explained in [3].

5.1.2. Using Signals Recorded on the Beams Only

Here, we present the results, in cases where signals recorded only on the beams
were time reversed and emitted back to the domain from the emitters on the beams. The
magnitudes of these signals are much smaller than those recorded at the boundaries (or
inside the domain), so certain amplification would be necessary if we wish to combine the
beam signals with those recorded in the fluid domain. In the last column of Table 1 SNRs
are reported for a simulation time of 28 k time steps (≈62 L), and for several combinations
of emitters on the beams. First, only one or two emitters are activated on each beam, then
one from one beam and one from the other, then two and two, etc. Our observations
regarding these experiments are the following: When there is only one emitter (on either
beam) the SNR varies from 1.08 to 1.67. With two emitters on the same beam, the SNR
lies between 1.55 and 1.64, while with one emitter on each beam the SNR increases and is
between 1.83 and 2.29, and with two emitters on each beam the SNR is around 2.28, which
is remarkable since when all emitters are active, the SNR value is 2.50. Moreover, since
for another simulation duration of 8 k time steps, where we have either emitters 1 and 5
on beam 1 or emitters 1 and 7 on beam 2 we obtain SNRs, 1.61 and 1.51, respectively, we
conclude that a large recording/emitting time is not necessarily needed in order to obtain a
good SNR value.



Signals 2022, 3 729

Table 1. The SNR for some combinations of emitters on Beam 1 and Beam 2 and for total number of
28 k time steps.

Emitters on Beam 1 Emitters on Beam 2 SNR

1 1.08
1,2 1.12
1,5 1.64

1 1.67
1,7 1.55

1 1 1.83
5 7 2.83
3 4 2.29

1,5 1,7 2.28
1,2,3,4,5 1.88

1,2,3,4,5,6,7 2.31
1,2,3,4,5 1,2,3,4,5,6,7 2.5

When the domain is excited by all 12 (=5 + 7) emitters on the two beams, the SNR
versus simulation duration is shown in Figure 6a. The maximum simulation duration of
28 ms corresponds to 84 k time steps or equivalently 187.7 L distance traveled. We notice
that the SNR stabilizes fairly quickly around the value of 2.49. A graph of the absolute
pressure for a simulation duration of 9.333 ms corresponding to the last row of Table 1, is
shown in Figure 6b.

(a) SNR vs. simulation duration.

(b) Absolute pressure for a simulation duration of 9.333 ms.

Figure 6. The SNR vs simulation duration when all emitters on the beams are active (corresponding
to the last row of Table 1).
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Remark 3. In this numerical example, we see that focusing on the source can be obtained even
when recorders only on the structural component are available. The SNR in this case is lower than
when receivers in the acoustic part are also used. The quality of the refocusing, as seen in Figure 6b,
indicates that the source can be localized. The refocusing spot size depends on the pulse used. Since
the width of the pulse is known, this information can be used to estimate the width of the peak. We
should note, however, that this method does not allow for a precise estimation of the support of the
source or the defect. It allows for the detection and localization by providing an estimate of where the
source or the defect is located.

5.2. Novelty Localization Examples

The objective of this set of examples is to identify and localize novelties on certain
components of a vibro-acoustic system. We formulate the problem by seeking which beam
in the coupled structure acoustic system has undergone a modification with respect to its
initial configuration. Generalizing, we may look for a vibro-acoustic system region that
might have been subjected to some novelty. In order to succeed that, we utilize the time
reversal property of the system using the difference response field given in Equation (7).

In all following numerical experiments, quantities that remain unchanged are the
fluid density and sound speed (ρ = 1000 kg/m3 and c = 1500 m/s, respectively) and
the numerical time integration step dt = 1/Fs, where Fs = 3 × 106 Hz. The simulation
durations of the experiments are declared in time steps dt or equivalently in multiples of
propagation domain lengths, L. The minimum element size in the finite element mesh is
also kept constant, so that the maximum distance traveled during a time step dt is 0.23 of
its representative length. The Ricker pulse center remains at time t0 = 3× 10−5 s, and its
half time span (see Figure 4a) is approximately ∆t = 2× 10−5 s.

5.2.1. Novelty Case A

Two experiments were run, experiment A1 and experiment A2. Meanwhile, at the
healthy beam case, both beams had Pinned-Pinned (PP) boundary conditions (BC), in case
A1 the horizontal beam’s right end is switched to a free BC, representing, for example, a
support failure. The simulation time was 1.333 ms, which corresponds to 4000 time steps
or a traveled distance, which is approximately 9 L, with L being the longest side of the
rectangular domain. Since the center of the pulse is at time t0 = 3× 10−5 s and its half time
span (see Figure 4a) is approximately ∆t = 2× 10−5 s, considering the simulation time and
the travel time to get to the novelty, the pulse midpoint should be found at the novelty at
time tc = 1.291 ms, while the activity at the novelty should present itself between times:
tc − ∆t = 1.271 ms and tc + ∆t = 1.311 ms.

Shown in Figure 7 is the pressure time history at the point of the novelty, in which
several peaks are identified at last part of the simulation. They represent pressure activity
at the novelty location. To be mentioned that time reversed signals have been re-emitted
back form the 24 stations located onto the boundary.

A characteristic shot of the entire domain’s absolute pressure at time step 3624, which
corresponds to 1.208 ms, is given in Figure 8. The defect is clearly revealed at the right end
of the horizontal (see also Figure 3), which has undergone the support modification.

In case A2, the change of the vertical beam’s top end boundary condition to a free end
was considered as the novelty. The simulation time was again 1.333 ms, which corresponds
to 4000 time steps or a 9 L traveled distance. The calculated travel time for the Ricker’s
pulse midpoint to reach the novelty is tt = 42.325 ms. The center of the pulse should reach
the novelty at time tc = 1.274 ms, while the activity at the novelty should present itself
between times: tc − ∆t = 1.254 ms and tc + ∆t = 1.294 ms. By looking at the pressure time
series at the novelty (see Figure 9), we observe once again that several peaks are identified.
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Figure 7. Backward step pressure time history, at the point of the novelty on the horizontal beam.

Figure 8. Absolute pressure on the whole domain at time 1.208 ms. Beams are plotted with light blue
color. The defect is clearly revealed at the right end of the horizontal beam.

Figure 9. Pressure time history at the point of the novelty of the vertical beam.

A characteristic plot of the absolute pressure on the whole domain at time 1.212 ms,
corresponding to the highest pressure peak (time step 3638), is shown in Figure 10, where
it is evident that the pressure activity is located exactly at the top end of the vertical beam,
where the novelty lies.
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Figure 10. The absolute pressure on the whole domain at time 1.212 ms. Beams are plotted with light
blue color. Pressure activity is evident at the top of the vertical beam.

5.2.2. Novelty Case B

In this case, two experiments, B1 & B2, were also run. In experiment B1, the second
segment from the left of the horizontal beam (segments defined between the distinct
emitters, as shown in Figure 3), had a Young modulus 10 times smaller compared to the
healthy beam value, simulating thus a damaged beam, while at experiment B2, the third
segment from the bottom of the vertical beam had a Young modulus 10 times smaller. In
both cases, the beams had Pinned-Pinned boundary conditions and emitters 1–24 were
activated. The pressure time history at the point of the novelty on the horizontal beam
is shown in Figure 11. The absolute pressure of the entire domain at the time instance
of the global absolute pressure extreme, step 3559 (=1.186 ms), is depicted in Figure 12.
We observe a dipole-like source focusing at the place of the damaged beam. This kind of
activity is not observed if we look at the location of the healthy horizontal beam at any
time instance.

Figure 11. Pressure time history at the middle point of the 2nd segment of the horizontal beam. This
segment’s Young modulus is 10 times smaller compared to the values of the remaining segments.
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Figure 12. The absolute pressure on the whole domain at time 1.186 ms. Beams are plotted with light
blue color and the location of the defect is indicated with yellow color. Dipole-like pressure activity is
evident at the vicinity of the damaged segment of the beam.

When the novelty is defined as a defective segment (the 3rd segment from the bottom)
of the vertical beam, the pressure time history for a simulation duration of 4 k steps at the
midpoint of this segment, is shown in Figure 13. The absolute pressure of the entire domain
at time step 3691 (time instance = 1.230 ms), is depicted in Figure 14. Again, pressure
activity is evident at the vicinity of the damaged beam segment.

Figure 13. Pressure time history at the midpoint of the 3rd segment of the vertical beam. This
segment’s Young modulus is 10 times smaller compared to the values of the remaining segments.

Figure 14. The absolute pressure on the whole domain at time 1.230 ms. Beams are plotted with light
blue color and the location of the defect is indicated with yellow color. Pressure activity is evident at
the vicinity of the damaged segment of the beam.
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5.2.3. Novelty Case C

In this example, we are trying to see whether it is possible to detect novelties at
a structure by exciting the medium with forces resulting from the recorded structural
kinematic responses (accelerations, velocities or displacements) on another one. Thus, in
this section, we are actually examining the possibility of detecting a novelty at one beam
by emitting signals recorded at the other beam. All five emitters of the horizontal beam,
which had been recording displacements, are the only ones made active, while the defect to
be detected is at the top end boundary condition of the vertical beam, which is made free
in the backward step of the experiment.

The pressure time history for a simulation duration of 4k steps at the top point of
the vertical beam, is shown in Figure 15. The absolute pressure of the entire domain at
time step 3632 (time instance = 1.210 ms), is depicted in Figure 16. Again, pressure activity
is evident at the top end of the vertical beam. We should mention that if the kinematic
signals recorded at the beams (or at any other structure), are going to be used solely, or in
combination with other emitters in the domain, for an ample excitation of the medium at the
backward stage, an adequate level of signal amplification should definitely be considered.
The amount of amplification should depend on the radiation efficiency of the structure
under consideration.

Figure 15. Pressure time history at the top end of the vertical beam.

Figure 16. The absolute pressure on the whole domain at time 1.210 ms. Beams are plotted with light
blue color. Pressure activity is evident at the top end of the vertical beam.

Remark 4. Our numerical results illustrate that the proposed methodology allows for novelty
detection and localization. Receivers may be placed in the acoustic part and/or the structural
component. Qualitatively different refocusing is observed for different types of defects. Two defect
types were considered here a support failure modeled by modifying the BC at the end of a beam and
a beam that is damaged in the interior modeled by modifying the Young modulus. Future work
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may exploit these different qualitative focusing properties to distinguish between different types
of defects.

6. Conclusions

In this work, we have numerically studied the applicability of a time reversal for source
and novelty detection and localization in a vibro-acoustic environment. The necessary
computational setup regarding the coupling between the acoustic fluid and the structural
components, which are here represented by beams, along with all the adopted simplifica-
tions and approximations, has been presented. The implemented numerical framework
was used for two problems. The first one deals with the localization of some source that
originally excites the vibro-acoustic system and the second with the problem of localizing
some novelties presented at some components of the system. It has been demonstrated that
both problems can be successfully addressed. It was also demonstrated that accounting
for the presence of structural components and their coupling within the acoustic domain
is important and improves the results, leading to higher SNR values. The advantage of
the presented methodology is that it is rather simple and therefore easy to use in practical
applications. A possible disadvantage is the accuracy with which the structure should be
modeled. Further investigations in this direction, considering the complex environments of
fully three dimensional elastodynamic domains coupled with acoustic fluids, would be a
natural extension of this work.
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