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Abstract: Assistive technologies (ATs) often have a high-dimensionality of possible movements (e.g.,
assistive robot with several degrees of freedom or a computer), but the users have to control them
with low-dimensionality sensors and interfaces (e.g., switches). This paper presents the development
of an open-source interface based on a sequence-matching algorithm for the control of ATs. Sequence
matching allows the user to input several different commands with low-dimensionality sensors
by not only recognizing their output, but also their sequential pattern through time, similarly to
Morse code. In this paper, the algorithm is applied to the recognition of hand gestures, inputted
using an inertial measurement unit worn by the user. An SVM-based algorithm, that is aimed to be
robust, with small training sets (e.g., five examples per class) is developed to recognize gestures in
real-time. Finally, the interface is applied to control a computer’s mouse and keyboard. The interface
was compared against (and combined with) the head movement-based AssystMouse software. The
hand gesture interface showed encouraging results for this application but could also be used with
other body parts (e.g., head and feet) and could control various ATs (e.g., assistive robotic arm
and prosthesis).

Keywords: control interface; IMU; assistive technology; algorithms; support vector machine; gestures;
open-source

1. Introduction

Assistive technologies (ATs) are used all around the world by people living with
all kinds of disabilities. For instance, the use of a robotic arm has been shown to help
people living with upper limb disabilities with their daily tasks [1]. Another study on
exoskeletons proved they have good potential for functional mobility in people with spinal
cord injury [2]. While the emphasis is often put on the assistive device itself, such systems
actually include three important parts: the user, the control interface, and the device (e.g.,
robotic arm and exoskeleton). In fact, this is the case for any human–machine interaction
and more often than not, the interface, which links the device to the user, seems to be the
key element in the system [3–5]. So, when it comes to design, it is worth spending time
on developing a valuable interface, especially with ATs, on which the ability of a user to
be independent in his or her daily living task may heavily rely on it. Besides, because of
the specific abilities and needs being very unique, even for the same diagnosis, the control
interface needs to be either tailor-made or flexible and adaptable.

Control interfaces are built using various sensors that may be combined with intel-
ligent algorithms. Recently, many interfaces using different technologies have emerged,
and they are yet being improved. The simplest interfaces like sip-and-puff or tongue
control [6,7] are widely used in practice„ due to the absence of complexity in their imple-
mentation and usage. Another popular instance is voice control. It has been shown that
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commercial voice assistants can help people in their daily tasks by providing functionalities
to interact with their phone [8], handle lights, or simply play music [3]. Voice assistants
often require an internet connection, but lighter versions can also be implemented of-
fline [9]. Other options include electromyography (EMG) interfaces [10–12], which use
electrical activity in muscles as input signals and control via inertial measurement units
(IMUs) [13,14], which combine accelerometer and gyroscope signals. For instance, IMUs or
EMGs can be positioned on a limb that a user can move easily (like the head, arms, or legs)
and act as an input mechanism to control a robotic arm or the mouse of a computer.

One major and obvious issue to address with almost any interface–AT pair is that
many interfaces have limited actual physical commands to efficiently control all of the
functions of their corresponding AT. Indeed, controlling a high-dimensionality device with
a low-dimensionality sensor (around which the interface is built) can be quite challenging.
The dimensionality of components in this context can be interpreted as qualitative metrics
to compare the work space of those components, in terms of degrees of freedom (DoF),
number of functions, or some other physical restrictions, such as the number of actions
a user can perform according to his or her abilities or the number of controls available.
For instance, whereas a six-DoF assistive robotic arm may need 20 commands to operate
(e.g., forward, backward, up, down, left, fingers, options, etc.), a computer may need 10
(mouse left, right, up, down, left click, right click, copy, paste, etc.). However, in both cases,
the dimensionality of the control interface depends more on the abilities of the users (the
actions they can perform and their reach). Therefore, many users only have access to basic
devices, such as switches, to control the AT.

In any case, a common way to deal with the interface’s lower dimensionality is
often to arrange the AT’s modes in sub-control groups. As shown in Figure 1, with
this approach, accessing a mode can require a series of actions to browse through the
nested groups [1,15,16]. Thus, a strategy needs to be implemented within the interface to
either reduce the total number of modes, facilitate switching between them, or somehow
artificially augment the dimensionality of the interface itself.
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Figure 1. Graph of possible sub-control groups for an assistive robotic arm.

The easiest and most flexible strategy to employ is to use a scanning menu panel [17,18].
It can be implemented with or without a sub-groups architecture (as in Figure 1) by granting
the user direct access to the modes. This may be used with a single switch interface and can
accommodate virtually any number of modes. It also gives the developer the possibility to
rearrange the modes in any architecture (number of sub-groups, number of modes by sub-
group, height of the nested architecture, etc.). At each level, the modes are proposed to the
user, one-by-one, and the user activates the switch when the mode they want is proposed.
Although this strategy is quite robust (due to its simplicity) and, thus, commonly found in
practice [19], it is time consuming and does not lead to a satisfactory user experience [15].



Signals 2021, 2 731

In the past few years, many attempts (many of them successful) have been made to try to do
better. Among them, general ideas emerged, such as level coding [11], dynamic switching,
and even automatic mode switching. Level coding can work well with analog sensors by
dividing the range of the signals into multiple sub-ranges bounded by thresholds. Hence,
what seemed to be a one-dimension interface (e.g., an ON/OFF switch) actually had a
higher dimensionality (e.g., sensing the pressure on the switch). The thresholds can also be
applied on the time axis (e.g., short click and long click). Of course, the divisibility of the
signal’s magnitude depends on the user’s dexterity and the sensor. Dynamic switching, on
the other hand, integrates machine learning models to predict or suggest the next move to
the user [20]. So, when it comes the time to select a mode, this algorithm might suggest
one of a few modes that the user is likely to select, according to his habits. Much like the
auto-completion suggestions on a smartphone keyboard, this can save the user a lot of
time. On the other hand, training a classifier may require much data, and, in the case of
rehabilitation technology, this can be difficult. Indeed, to deploy such an interface, the users
cannot be asked to build a large training dataset themselves. Thus, the development team
should have access to such a dataset and make sure that the data reflects real-life situations
(e.g., noise and imperfect inputs), which might prove difficult. Finally, another strategy
is to focus on a complete trajectory to execute an action (e.g., pour a glass of water with
a robotic arm). In this case, the algorithm is based on graph theory, rather than machine
learning [4,21]. The aim is to find optimal trajectories for a given action using graph search
algorithms, such as Dijkstra’s algorithm. This paradigm is robust for specific actions in
closed environments, but the resulting interfaces may lack flexibility when it comes to
real-life scenarios.

Recently, ref. [18] proposed a novel approach to deal with low-dimensionality inter-
faces with a sequence matching algorithm (SMA). The idea is to arrange simple signals
received from digital sensors (e.g., ON/OFF switch) into a time sequence similar to Morse
code. The algorithm takes advantage of simple devices, such as switches, which are already
vastly used by people living with disabilities but to artificially increase the number of
output states it can generate. While a single switch can only output two states (0 or 1),
a switch with SMA can generate many outputs (e.g., more than 30, with three distinct
states: 0, 1, and holding 1), which enables the user to express more commands rapidly
with a single switch. Instead of grouping the modes, a unique sequence is inputted by
the user. Each sequence is mapped to a command (mode) of the AT (e.g., forward). This
algorithm was applied to a sip-and-puff interface to control a robotic arm and has proven
to be effective for augmenting the dimensionality of currently used basic interfaces, thus
enhancing the user’s control over the assistive device [18].

The objective of this paper is to build on the SMA in [18] by adapting the algorithm to
analog signals, rather than digital signals, to further increase the output dimensionality
and enable the use of analog sensors to lead to more intuitive interfaces. The proof of
concept consists in the development, design, and implementation of an intuitive and robust
IMU-based hand gesture interface to control any assistive technology (e.g., robotic arm,
mouse, and keyboard). To that effect, a classification pipeline has been developed to detect
and recognize hand gestures from IMU signals. This pipeline was then embedded into the
SMA. With that system, we aim to answer the previously stated issue of the dimensionality
difference between the interface and the assistive technology without relying on grouping
the different modes, but rather by artificially augmenting the dimensionality of the interface
itself. The goal is to help people living with upper or lower body incapacities in their daily
life tasks.

This novel approach combines several key concepts of the multiple interface design
paradigm (previously presented). First, the usage of wearable sensors, such as IMU and
EMG, offers a high level of flexibility for the user, since they can be fixed on various body
parts. Furthermore, in most cases, they are not cumbersome for the user. Then, the scanning
menu panel strategy is intuitive and simple to use. The idea to have a display showing
the modes to help the user navigate through them is effective but not necessarily fast. The
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SMA can then help speed up the usage. This work aims to show that combining those
ideas adds value to the user experience and can definitely help some people.

This paper is structured as follows. First, the methods for the development are
presented in Sections 2–4. This includes the development of an offline version of the
algorithm, followed by a real-time version and, finally, the integration of the latter to the
SMA. The experimental methods are presented in Sections 5 and 6, with the description of
the actual implementation of the interface and the experiments performed with it. Finally,
the results are presented and discussed in Section 7.

2. Hand Gesture Recognition

The process of classifying hand gestures can be done with a trained machine learning
model (classifier). Since artificial intelligence is now a blooming field of computer science
and robotics, some classifiers have proven effective for specific applications. In the case of
accelerometer and gyroscope signals for gesture recognition, the complexity of the models
can go from a linear discriminant analysis (LDA) [12,22] to a convolution neural network
(CNN) [23].

Many case studies for the gesture-recognition problem combine surface EMG sensors
with IMUs. In [24], LDA is proven to be accurate enough to classify signals from a wrist-
worn sensor device. A smartwatch could eventually house the sensors and the lightweight
classifier and be very convenient for the user. In [25], an SVM-based recognition system
is used and applied for rehabilitation purposes. Other simple, yet effective, classification
models (such as Bayesian models) can also be used [26]. However, in the framework of
this project, we aim to make use of only one IMU and focus on gestures that will take
advantage of the accelerometers, such as tapping on a hard surface or making a circle in
the air, rather than doing hand signs. Dynamic time warping is well-known and often
used with IMUs to classify hand gestures [27–29], but may not be suitable for a real-time
application, as it may not be fast enough [30].

Since the interface targets to users living with various incapacities, the classification
models have to be fitted on each user’s sample data individually. Therefore, the training
dataset has to be small. Consequently, we will focus on simpler algorithms, which are fast,
robust, and usable on an embedded system. Other than LDA, options considered were
support vector machines (SVM) [25], adaptive boosting (AdaBoost) [31], and k-nearest
neighbors (kNN) [32].

The objective of this section is to propose an encapsulated procedure that takes a
signal as an input and returns a predicted gesture. In the particular case of the experiments
in this paper, the signals are received from an IMU, and the hand gestures will serve as
individual actions to the SMA. This section presents the first of a twofold development. The
first part is the offline development and the second part is the online implementation. For
the offline development, the dataset is composed of 475 examples of 5 different gestures,
recorded at 100 Hz for 0.9 s, from a single individual.

The classification pipeline includes multiple nodes. As seen in Figure 2, features
are extracted from an input signal. Then, the classification model must determine which
class (gesture) those features are most likely to represent. Since it is established that the
training dataset will have more dimensions than training examples, the dimensionality of
the data (i.e., the number of features) must be reduced before they are presented to the
classifier. The model has to be fast (during evaluation), lightweight (for an implementation
on an embedded system), and robust, even with a very small training dataset. The next
subsections bring details on the development process and the final pipeline.

Dimensionality
reduction

ClassificationFeature
extractionInput	signals Categorized

output

Figure 2. Symbolic diagram of the classification process (pipeline).
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2.1. Input Signals

In the experiments, the algorithm’s inputs were obtained through an IMU and consisted

of a first-order, low-pass filtered version of the acceleration norm (a =
∥∥∥√a2

x + a2
y + a2

z

∥∥∥) and

angular velocity norm (ω =
∥∥∥√ω2

x + ω2
y + ω2

z

∥∥∥).
For the offline development of the classifier, five distinct hand gestures were stud-

ied: hand tap (on a table), thumb tap (on a table), hand tilt, swipe left and swipe right. The
signals were chosen because they include completely distinct pairs (e.g., hand tap and
hand tilt), as well as similar signals (e.g., swipe left, and swipe right), that a simple conditional
statement cannot classify. Additionally, five gestures are enough for up to 30 commands to
be mapped to an AT’s modes (with sequences of one or two gestures). This is explained in
detail in Section 4.

The training set consists of 5 examples per class (25 examples total). The remain-
ing of the balanced 475-example dataset will be used to tune the models and evaluate
the performance.

2.2. Feature Extraction

The examples in the dataset are a time series. From those time series’ data, various
metrics were computed to “describe” their nature to the statistical model. This process is
known as feature extraction. Identifying what features to extract from a signal first requires
having a general idea of what it looks like. From Figure 3, it is possible to infer that the
means, medians, standard deviations, interquartile range, area under the curve, kurtosis,
minima and maxima of accelerations, and angular velocities are simple, yet useful, metrics
that allow the classification of gestures. Those metrics can be computed for the entire signal
but also for parts of it. Indeed, in the Figure 3 gyroscope signals, the two main peaks have
a different time lapse between them; so by dividing the signals into two equal parts, the
peaks will be distinctly distributed among the parts. Thus, the previously stated metrics
applied to the signal’s parts are distinct and offer valuable information to the classifier. It is
determined empirically that dividing the signals into four parts offers the best results.
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Figure 3. Input signal examples for (a) a hand tap acceleration, (b) a hand tap angular velocity, (c) a thumb tap acceleration,
and (d) a thumb tap angular velocity.
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In addition to the metrics in the time domain, others can be extracted from the
frequency domain. Figure 4 shows a fast, Fourier transform of the Figure 3 time signals.
Even though those curves are not the clearest (due to the 100 Hz sample rate), they still
offer clear patterns, and the median, maxima, and energy values of the FFTs are valuable
for the classifier.
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Figure 4. Fast Fourier transform examples for (a) a hand tap acceleration, (b) a hand tap angular velocity, (c) a thumb tap
acceleration, and (d) a thumb tap angular velocity.

The final metrics extracted from the signals are the coefficients of a third-order, au-
toregressive model [33,34] and the correlation coefficients between the accelerometer and
gyroscope signals. Finally, a total of 81 features were extracted, and all of them are scaled
in a [−1, 1] range. A summary of all the features extracted is presented in Table 1.

Table 1. Summary of the extracted features. The values indicate the number of features extracted for
each signal metrics.

On Accelerometer On Gyroscope Between Both

Full signal window

Correlation coefficient 1
Mean 1 1
Median 1 1
Maximum 1 1
Minimum 1 1
Standard deviation 1 1
Interquartile range 1 1
Area under the curve 1 1
FFT-median 1 1
FFT-max 1 1
FFT-energy 1 1
Kurtosis 1 1
Autoregressive coefficients 3 3
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Table 1. Cont.

On Accelerometer On Gyroscope Between Both

Split signal window

Correlation coefficient 4
Mean 4 4
Median 4 4
Maximum 4 4
Minimum 4 4
Interquartile range 4 4
Area under the curve 4 4

2.3. Dimensionality Reduction

Let X be the n by d matrix containing all the feature data extracted from the train set,
where n is the sample size (the number of examples) and d is the dimension (the number
of features):

X =


x1,1 x1,2 . . . x1,d
x2,1 x2,2 . . . x2,d

...
...

. . .
...

xn,1 xn,2 . . . xn,d

. (1)

We have:

d = 81 (2)

n = 25, (3)

since n < d, the columns of X (the variables for each example) are linearly dependent. This
means that X contains redundant information and unnecessarily increases the dimension-
ality d of the dataset. So, most of the dimensions are not needed to describe the dataset.
Furthermore, n is typically small, so the dimensionality must be reduced to avoid issues
related to the curse of dimensionality [35] and maintain the robustness of the system. In
order to do so, possible approaches include to either select the most significant features
or to compute new features, via the linear projection of X25×81 to X∗25×d∗ , with d∗ ≤ n, the
dimension of the new space. Here, the latter has been employed. The principal component
analysis (PCA) offers a deterministic method to compute projected features from X in
a lower-dimension space. The PCA allows reducing d to d∗, while keeping most of the
significant information. This fact is illustrated in Figure 5. The graphs on the figure are
obtained by first applying the PCA to the training set (25 data points, perfectly balanced in
five classes). This computes the transformation to apply to what is left of the dataset (the
validation set, 450 data points). Thus, the figure shows the distribution of the validation set
in the two- and three-dimensional spaces, after the transformation is applied. It is possible
to observe that, even with d∗ = 2 or d∗ = 3, and with the transformation computed on
a very small dataset, the classes are still almost linearly separable, making it clear that
most of the relevant information is still present in X∗. In order to implement the PCA, the
target dimension must not be more than n. In the context of this application, d∗ = n has
been used.
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Figure 5. PCA’s linear projection of the dataset in two-dimensions (a) and three-dimensions (b).

2.4. Classification

The selection of the classification model is the part of the design, where the principal
design requirements (fast, lightweight, and robust, with fewer examples) should really
be taken into consideration. For the development, and in the framework of this paper,
scikit-learn [36] was used.

In recent years, deep learning algorithms have received a lot of attention. However,
one caveat is in order: they require vast amount of data. In our case, the fact that the
quantity of data required to train such an algorithm is limited rules them out, due to the
specificity of the applications. Therefore, the selection process focuses on more classic
machine learning algorithms.

The studied models for this project are listed in Table 2, along with their advantages,
specific to the design requirements.
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Table 2. Studied machine learning classifiers and their advantages.

Classifier Advantages

Support vector machines (SVM) Limits overfitting, robust
Linear discriminant analysis (LDA) Fast training, low memory usage, very easy to implement

Adaptative boosting (AdaBoost) Fast, works well on smaller datasets
K-nearest neighbors (KNN) Fast training, very easy to implement

In order to test each model (and to optimize them at the same time), the selection
process consisted of a grid search with random data selection. Each model was tested on a
dataset of 475 data points (95 per class, 5 classes) on imax iterations. The models were tested
by first tuning their hyper-parameters and then retaining their best performance. For each
model, a set of hyper-parameters was determined with a testing range associated with each
one. At each iteration (i = 0, 1, . . . , imax − 1), five data points of every class were selected
(total of 25) to form the training set, and the remaining data constitutes the validation
set (450 data points). Each model was trained with this training set and tested with the
validation set once for every possible arrangement of hyper-parameters. After the imax
iterations, the performances were analyzed and the best model with the best arrangement
of hyper-parameters was retained. Having the size of the validation test far greater than
the size of the training set allows for evaluating how the algorithm succeeds in generalizing
and does not overfit on the small set of data it has been given. Table 3 presents the selected
hyper-parameters for each model, the best configuration, and the best prediction score of
the models associated with those configurations for imax = 10.

Table 3. Evaluations of the machine learning models, in function of their hyper-parameters’ tuning.
The value C > 0 is a regularization parameter, φ is the kernel function of the SVM (commonly,
Gaussian, polynomial, or sigmoid). The solver of the LDA can be a singular value decomposition,
least-square solution, or eigenvalue decomposition. The AdaBoost algorithm uses decision trees
as weak learners, where nestimators is the number of trees and maxdepth is the depth of those trees;
kneighbors is the number of points to compare for the KNN algorithm, and weights is the weighting of
each neighbor and can be uniform or a function of the distances.

Classifier Hyper-Parameters Best Configuration Best Score

SVM (C, φ) (0.1, linear) 95%
LDA (solver) (least square) 85%

AdaBoost (nestimators, maxdepth) (25, 100) 85%
KNN (kneighbors, weights) (2, distance) 92%

The final choice for the prediction model is an SVM with a linear kernel. The satisfac-
tory performance of the linear SVM implies that the data are almost linearly separable in the
d−dimensions space, even if similar gestures were chosen. This means that it should not
be difficult to choose new gestures to add to the system. Figure 6a shows the normalized
confusion matrices for the optimized SVM, with the dataset previously described.

Such matrices were obtained by choosing a training set at random (composed of 5 data
points per class), similar to the optimization process, and by validating with the remaining
450 data points. This process was repeated 50 times. Finally, the results were inputted into
the confusion matrix and normalized by row. Since most of the confusion results from
the Swipe-left and Swipe-right gestures, it was possible to improve the performance of the
system by simply removing the gestures that were too similar (and possibly adding some
others). The result of this operation is shown in the matrix (b) of Figure 6. Referring to
Section 4.1, four different gestures, with three gestures per sequence, allows 84 possible
sequences, which is fairly sufficient to control an assistive technology.
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Figure 6. Normalized confusion matrices, resulting from the validation of the optimized SVM classifier for (a) five different
gestures and (b) four different gestures.

This process simulates the workflow of a single user. The small random sample, acting
as a training set at each iteration, represents the data points of the user. What is left of the
dataset represents the gestures that the user will perform while using the system. Some
overfitting is expected, but since all of the data are specific to one user, it does not affect
the results negatively. The multiple iterations allows to validate the results and to ensure
some randomness.

2.5. Final Pipeline

The final classification pipeline is the prediction system that takes IMU signals as
inputs and returns predicted gestures. This section establishes its components. Figure 7
shows the explicit diagram of the classification process.

PCA Linear
SVM

Feature	Matrix
Xnxd

IMU	signals Hand	gesture

Figure 7. Final diagram of the classification process (pipeline).

3. Real-Time Classification

The previous section proposed an offline machine learning model to recognize hand
gestures from small fixed windows of IMU signals. To embed the Figure 7, the classification
pipeline in a real-time application, it first needs to be combined with an algorithm that
will trigger the classification process. There are (at least) two options to do that. The first
option is to have a fixed-size sliding window and repeated classification routines at short,
fixed intervals in this window. When tested, this method performed weakly (for multiple
reasons). First, different gestures take different lengths of time to complete. Even if the
gestures are supposed to be the same, they can be executed at different rates. Additionally,
to prevent the classifier from predicting the same given gesture multiple times over the
fixed sliding window (or to make an early (and incorrect) prediction), there has to be an
algorithm that determines the moment at which the gesture begins and ends (the solution
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could also be to increase the time lapse between the intervals of classifications, but this
would greatly increase the risk of missing significant windows of signals).

The other option is to use a sliding window over the signal (but this time to determine
only the moments at which the gesture starts and ends); only then is the classification
process triggered and a gesture predicted. As a result, this does not produce a fixed-size
snapshot of the signal. Instead, the snapshot begins when the sliding window recognizes
the beginning of a gesture and ends when the signal comes back to an idle state. The
beginning and end of a gesture are determined for the signals’ variance and instantaneous
slope (from the derivative). Indeed, none of the components in Figure 7 actually requires
the input to always be of the same length. This procedure settles the previously stated
issues (duplication of the prediction and variable length of the gestures) and allows for the
execution of sequences of gestures in a fluid and efficient manner. Algorithm 1 presents
the definition of DETECTACTION.

Algorithm 1 Definition of the real-time gesture recognition sub-routine.

1: function DETECTACTION(SensorReading r)

2: . length(r) should be 1

3: . start = end = NULL for the first function call

4: window← concatenate(window[1...], r) . slide window

5: if
∣∣∣ d

dt [window[−δ . . . ]]
∣∣∣ > thresholdd AND Var[window[−δ . . . ]] > thresholdvar then

6: if start == NULL then

7: start← length(window)− δ

8: end← NULL

9: else

10: start← start− 1 . slides with window

11: end if

12: else

13: end← length(window)− 1

14: if start NOT NULL then

15: action = PREDICT(window[start . . . end])

16: start← NULL

17: end if

18: end if

19: return action

20: end function

The function takes r (a sensor reading) as an input. In the context of the experiments, r
has two components, the accelerometer’s magnitude signal and the gyroscope’s magnitude
signal. Using the magnitude does not constrain the IMU to be positioned in any specific
orientation on the body of the user. The length of r should be 1, meaning it is only a single
new point. This assumption simplifies Algorithm 1, but a validation could be added. The
window sliding operation is then represented by Line 4, where r is appended to window
and the first length(r) elements of window are removed.
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To generalize, the window would be a 2× lw matrix, where lw is the length of the
window and each row represents one component. So, the derivatives (computed with first
order backward differences):

d
dt
[windowi] = (windowi − window−1)

(
1
f

)
,

where f is the signal sampling frequency, and the variances (Var[window]) are computed
from the rows of window (i is an index in a row); thresholdd and thresholdvar are heuris-
tically chosen thresholds on each element of derivative matrix (in absolute value) and
variance matrix values, respectively. Those thresholds represent the sensitivity of the
algorithm to trigger the classification process. They can be modified manually for each
user. Additionally, δ is an arbitrary offset on the sliding window to compensate the lag
associated with the computation of the derivatives and variances on the tail of window
(window[−δ . . . ], which represents the latest δ points of the signals). When an element of
d
dt [window[−δ . . . ]] and Var[window[−δ . . . ]] crosses the respective thresholds, the condi-
tion in Line 5 is satisfied. This offset allows the algorithm to have a slightly larger window,
with a few stable points before and after the signals pass the thresholds. It ensures that
all significant data are given to the classification pipeline. In other words, it enlarges the
signal snapshot by taking a few points before what is initially determined by the sliding
window before serving it to the classifier. These newly added data points help catch the
beginning of the gesture more clearly. Finally, the PREDICT function is the implementation
of the pipeline.

4. Sequence-Matching Algorithm Review

For this project, the point in developing a real-time gesture recognition algorithm is
that it can be integrated into a more general algorithm that aims to help the control over
higher dimensionality ATs. Indeed, the previous sections established a machine learning
classifier based on five different inputs. Choosing to implement it directly, in order for it to
interface with an AT, could result in a usable system, but there would only be five distinct
physical commands. Instead, the classifier is embedded in a sequence matching algorithm,
in order to artificially increase the dimensionality of the interface. This section presents
this sequence matching algorithm.

4.1. General Idea

The main objective of the SMA is to allow the user to gain degrees of control without
increasing the number of actual physical controls (e.g., buttons, gestures, sensors, etc.).
Figure 8 presents a flowchart of the general idea of the algorithm.

Detect Recognize Match Map Execute

Figure 8. Simplified representation of the general idea behind the sequence matching algorithm.

First, individual actions (gestures) are detected. They are stacked into a sequence.
Then, the algorithm recognizes, in real-time, the sequence of actions and seeks to match it
with a sequence that is among a set of sequences defined by the user. This set of user-defined
sequences maps to a set of modes of an assistive technology (each sequence corresponds to
a mode). Finally, the user can execute the commands that the mode offers. In the context of
this project, hand gestures are considered individual actions, so the user-defined sequences
are a short series of simple gestures. What follows is the mathematical formulation of the
SMA using the previously developed gesture recognition with the five possible inputs. Let
A be the set of all possible actions, then:
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A = {0, 1, 2, 3, 4} (4)

where the value of an integer a ∈ A is:

a =



0, if hand tap
1, if thump tap
2, if tilt
3, if swipe left
4, if swipe right

(5)

Let s be the ordered sequence of individual actions performed by the user and S the
set possible sequences defined by the user. Finally, let C be the set of different modes for
the robotic arm and R the relation that maps S to C. This relation, or rather the set S, is
dynamic and will narrow itself as the user inputs actions and s is built. For instance, if a
user wants to control five modes on a computer, then arbitrarily:

C = {copy, paste, mouse right, mouse left, click} (6)

S = {(0, 1), (3, 4), (1, 2), (2, 1), (2, 1, 0)} (7)

and the relation R with the initial S and C is represented by the following diagram:

S

(0, 1)

(3, 4)

(1, 2)

(2, 1)

(2, 1, 0)

C

copy

paste

mouse right

mouse left

click. (8)

If the user makes a tilt, the algorithm will detect it and set s = (2). Simultaneously, the
algorithm sorts out impossible sequences and the (8) becomes:

S

(2, 1)

(2, 1, 0)

C

mouse left

click. (9)

If, right after that, the user makes a thumb tap, then s = (2, 1), but the relation in (9) does
not change, since both sequences of S begin with s. At this point, the user must wait one
second if he or she wants to enter the mouse left mode or make a hand tap (i.e., a = 0) for the
click mode to be automatically selected.

In this example, C only has five elements, but, in general, if the user chooses to have,
at most, k actions in each sequence, then the cardinality of S:

|S| =
k

∑
i=1

(|A|)i (10)
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with |A| being the cardinality of A (i.e., the number of possible actions). If R is a bijection,
then |C| = |S|. In practice, it is observed that k = 3 is suitable. Greater than that, the
sequences become harder to execute correctly. Table 4 shows the values of |S|, in functions
of |A| and k, obtained with Equation (10).

Table 4. Number of possible sequences, with respect to the number of distinct actions |A| and the
chosen maximum number of actions per sequence k.

k = 1 k = 2 k = 3

|A| = 2 2 6 14
|A| = 3 3 12 39
|A| = 4 4 20 84
|A| = 5 5 30 155

The last row of Table 4 illustrates the example above. This means that it would
theoretically be possible to control a technology of 155 modes with a five-dimension
interface. Of course, in practice, this number drops because the interface would become
cumbersome with a number of controls too high; still, |S| ≈ 15 is feasible.

4.2. Pseudo-Code for the SMA

Now that the mathematical definitions have been established, the SMA can be pre-
sented in a more pragmatic form. The scheme written in Algorithm 2 presents the general
algorithm of the SMA. It requires S, C, and R, as defined in the previous subsections. A
look at the algorithm quickly reveals the five principal parts presented in Figure 8. The
Detect step is conducted by the DETECTACTION subroutine. The Recognize and Match steps
are processed inside the CHECKCURRENTSEQUENCE subroutine, the function to Map is
R. Finally, Execute represents the execution of the command c (execute(c)) when found.
Algorithm 3 details the procedure to ensure that the correct sequence is matched as fast as
possible to a sequence in the library (S). Given the current sequence inputted by the user, it
returns a boolean value (sequenceMatch) indicating whether or not the current sequence s
is an element of the set S. The function also returns the current sequence itself, which may
have been emptied if there was no possibility that it might lead to one of the sequences
of S.

The DETECTACTION subroutine is defined in Algorithm 1. It takes a sensor’s signal as
an input and returns an integer a, indicating the detected action. If this action is not in A
(i.e., no action performed by the user), a will be given a zero value.
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Algorithm 2 General sequence matching algorithm.

1: function SEQUENCEMATCHINGLOOP

2: taction ← start timer

3: loop

4: s← ()

5: sequenceMatch← False

6: while NOT sequenceMatch do

7: r ← sensor reading

8: a← DETECTACTION(r)

9: if a 6= NULL then

10: append a to s

11: reset(taction)

12: end if

13: (sequenceMatch, s)← CHECKCURRENTSEQUENCE(s, taction)

14: end while

15: texec ← start timer

16: S← Initial State

17: c← R(s)

18: r ← sensor reading

19: while r 6= 0 OR texec NOT timeout do

20: if r 6= 0 then

21: reset(texec)

22: execute(c)

23: end if

24: end while

25: end loop

26: end function
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Algorithm 3 Dynamic matching sub-routine of the SMA.

1: function CHECKCURRENTSEQUENCE(Sequence s, Timer t)

2: if t NOT timeout then

3: nS ← length(S)

4: for element in S do

5: if element[0 : ns] 6= s then

6: S.remove(element)

7: end if

8: end for

9: if nS == 0 then

10: return False, ()

11: else if nS == 1 then

12: sequenceMatch← (s ∈ S)

13: return sequenceMatch, s

14: else

15: return False, s

16: end if

17: else

18: sequenceMatch← (s ∈ S)

19: return sequenceMatch, s

20: end if

21: end function . boolean sequenceMatch, Sequence s

5. Experimental Implementation

Section 1 identified three parts in human–machine interactions: the user, the interface,
and the device. This section will describe how the hand gesture recognition is embedded
in the SMA in real-time, as well as an actual implementation. This system allows a user
wearing an IMU to control a computer mouse and keyboard.

5.1. System Design

This subsection will elaborate on the entire system design, choices of technology and
implementation. In order to maintain the modularity of the system, the latter has been
divided into four parts. The first part manages the sensors (IMU), the second part is the
actual interface, the third part manages the controlled device (mouse and keyboard), and,
finally, those three elements are brought together by a local server on the PC that manages
the information exchange among them. Figure 9 presents this architecture.
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Figure 9. System architecture for implementing an SMA interface for the control of a computer mouse and keyboard. The
dotted boxes represent the modular parts of the system. The chevron-shaped boxes represent the inputs and outputs of
the system.

5.1.1. Sensors

The sensors used in the implementation are the XSENS MTw Awinda [37] wireless
IMU. The data are read at 100 Hz and sent to the server.

5.1.2. Interface

The second piece of the system is the actual implementation of the SMA interface,
with the addition of a graphical user interface (GUI) that allows the user to set the system
up. Through this GUI, the user can record, edit, or delete gestures (defining A), modes
(defining C), or sequences, as well as map the sequences to the modes of the controlled AT
(defining R). The raw IMU signals dispatched by the local server are processed, according
to Algorithm 2. This module takes a third input, which is a boolean value coming from a
switch. The switch is simply an external button and is used to send the signal to execute
a mode. It also acts as a safety feature, since nothing can be executed unless the switch
is pressed. Indeed, if the AT were a robotic arm, this switch would be essential. It can
be disabled for certain static modes (e.g., click, copy, and paste) if the user wishes to
automatically execute when the sequence is executed. The module then returns the selected
mode and switch state to the server.

5.1.3. Controlled Device

In this application, the controlled devices are the mouse and keyboard of a computer,
so the modes are keyboard shortcuts (e.g., CTRL+C, CTRL+V, ATL+TAB, arrow keys, and
etc.), mouse direction, and mouse clicks. A simple mouse-and-keyboard controller has
been developed. It takes a mode and the state of the switch as inputs. This third module
manages the final output of the system.
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5.1.4. Local Server

Although the first three parts of the system would work independently, they would
not offer much functionality without a central piece to bring them together. The local
server is a TCP server socket and the three previous modules are client sockets. The server
is programmed so that, at each reception of data, it sends a response to the client. The
response differs according to the sender. This way, every client–server communication
is a synchronous exchange of information, but the clients can be asynchronous from one
another. So, if one part of the system crashes, it will not stop the others. Only the failing
part will need to restart, reconnect to the server, and resume where the other parts are.

The server also allows the components to be linked easily, even if they are not written
in the same language. For example, the API for the sensor and controlled device could be
written in C++ and the interface in Python. In a final production environment, the modules
can be merged into a single application, but the server’s presence for the development
enhances the versatility and fluidity of the development.

5.2. Usage

The user’s experience with the system starts with the graphical interface. The GUI
allows the user to set up the program and helps them familiarize themselves with the
operation. Even if Equation (4) results in a large number of sequences and modes, there
are often far less dimensions to manage, in practice, since most of ATs do not have more
than 15 modes to control. Thus, the system stays easy to use. The user’s first steps with the
interface (with the GUI) are as follows:

1. Record a first gesture (i.e., execute the gesture five times to train the algorithm).
2. Define a first sequence.
3. Map the sequence with a mode of the computer’s keyboard or mouse.

After these three steps, the user is ready to control the selected modes of the computer.
To do so, they:

1. Perform the sequence associated with the desired mode.
2. When in the mode, use the switch to execute the mode (e.g., mode: mouse-up implies

that the cursor will go up on activation of the switch).
3. When done, wait two seconds. The mode is left.
4. Perform a new sequence.

With the graphical interface, at any time, the user can also:

• Record or delete gestures.
• Create, edit or delete sequences.
• Edit the mapping between the sequences and the modes.
• Adjust the system sensitivity (the thresholds that trigger the gesture recognition

algorithm as discussed in Section 3).
• View the current mapping.
• Have visual feedback of the current sequence and the individual actions performed.

Not having a large dataset has many disadvantages, but it allows the algorithm to
train very quickly. This advantage is used every time the gestures or sequences change.
When new gestures are added or removed, the recognition model is trained again in a
matter of seconds. Additionally, the algorithm verifies which recorded gestures were used
by the mapped sequences and only trains or re-trains the model on relevant gestures. This
allows the classifier’s training to be optimal on the significant data.

5.3. Availability

The software developed for this project is open-source. It is available at [38].

6. Experiments

Following the development and the implementation presented in the previous sections,
a series of tasks, involving the control of a computer mouse and keyboard, were designed
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to test the system in a real-life scenario. The hand gesture interface was compared against
(and combined with) the AssystMouse [39], a head movement-based software, to control
the mouse using a webcam. The first objective of the tests was to assess the performance of
the hand gesture interface by first comparing it to the AssystMouse software. Then, the
tests aimed to evaluate the usage of the hand gesture interface, when combined with the
AssystMouse software. In this case, AssystMouse was used to control the mouse and the
hand gestures, provided quick keyboard shortcuts (e.g., Tap to copy and tap-tap to paste).
The experimental setup is presented in Figure 10. It includes an IMU to input gestures,
a webcam required by the AssystMouse, and display monitors showing the graphical
interface (displaying the modes, sequences, and options) and the actual workspace where
the tasks were performed.

Webcam

IMU

Task items

Graphical interface

Figure 10. Experimental setup for the hand gesture interface evaluation.

The experiments have been performed by five healthy participants (2 male and 3
female) between 24 and 35 years old. In order to assess the performance of the hand gesture
interface, they had to execute two tasks. To set up the experiment, each participant had
to record his or her own gestures, then build sequences and map them to specific control
modes of the mouse and keyboard. They first recorded three distinct hand gestures:

1. Tap: a simple tap on the table.
2. Swipe: a swipe on or above the table.
3. Shake: wrist shake in the air.

To do so, the participants had to execute each gesture ten times.
The first task, shown in Figure 11, was to open a folder on the PC desktop, then

open the spreadsheet in the folder and change the color of the yellow cell to red. This task
required the participant to be precise with the mouse, as well as to execute single and double
clicks. The participants had to complete this task using first the hand gesture interface
and then the AssystMouse and they were timed for both interfaces. With the gestures, five
sequences were created : Tap, Tap-Swipe, Shake, Shake-Swipe, and Swipe. Those sequences
were mapped to the mouse modes left-click, up, down, left, and right. For this task, a
button was used to activate the mode once in it. For instance, if the participant executed
Tap-Swipe to enter the mouse-up mode, they had to press the button to actually make
the cursor go up. Before the experiment, the participants had ten minutes to familiarize
themselves with each interface.
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The second task was performed in the spreadsheet. The participants first had to copy
and paste a cell three times with the AssystMouse only. Then, they had to do the same thing
but using both the Assystmouse and the hand gesture interface. The first three sequences
were remapped to the modes click, copy, and paste. Thus, the gestures could be used as
shortcuts and the mouse was still controlled with the AssystMouse. This aimed to evaluate
the suitability of the hand gesture interface when used as a complement to other available
AT control systems.

Figure 11. Five steps to execute with both the hand gesture interface and the AssystMouse to complete the first task.

After the tests, the participants were asked to answer a questionnaire (which contained
questions adapted from the QUEAD [40]) and to leave their comments.

7. Results and Discussion

For each task and each interface presented in the previous section, the completion
times were noted. The distributions of these data are shown by the plots in Figure 12.
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Figure 12. Distributions of the total completion times by task and interfaces.
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Figure 12 presents the data by task (mouse control and copy–paste) and interface
(hand gesture and AssystMouse), shown in a boxplot. The boxplots are wrapped in a
violin-like area that shows the estimated probability densities. The means of the completion
times, plus or minus the standard deviations, are also displayed in the figure.

The distributions show that a webcam-based system, for the control of the mouse, is
still much faster. However, the standard deviation of the times for the hand gesture mouse
control task being relatively low indicates that the system is reliable and robust, since all
the participants were able to complete the task in similar times. In other words, it does not
seem to require any specific skills to work.

On the other hand, the copy–paste task’s data shows that the integration of the hand
gesture interface with the AssystMouse consistently improved the participants’ time by
77%, on average. In addition, a one-tailed, non-parametric Wilcoxon signed-rank test also
confirmed that the usage of the hand gesture interface significantly decreases the time to
perform the second task (p-value = 0.043 < 0.050).

Another metric to look at for the experiments is the setup time for the first usage of
the hand gesture interface. In general, the average time to record the three gestures was
99 s, and the time to set up the five sequences and map them to the five modes was about
69 s. These actions are only executed the first time a participant uses the interface. The
participant’s data are then kept in memory. Therefore, it might be cumbersome to use the
hand gesture solution the first time. However, because these actions are only required once
(at the installation of the hand gesture interface) and are kept in memory from day to day,
the payback increases rapidly with time.

Finally, some qualitative data has been gathered from the experiments, as the partici-
pants answered a questionnaire after completing the tasks. This allowed the participants
to rate their appreciation of the system. The results of this questionnaire are presented in
Figure 13.

The results show that the participants appreciated using the hand gesture interface.
They felt that it would get easier to use with time, but still needed a fair level of concentra-
tion when using it. However, they did not find it cumbersome, counterintuitive, or difficult
to use. They also noted in the comments that they especially liked using the hand gesture
interface in combination with the AssystMouse, as it gave them quick access to shortcuts
that were easy to execute.

The tasks chosen for the experiments aimed to evaluate the user’s control over the
cursor, while being able to execute various commands (e.g., clicks). Many users living with
muscular dystrophy or spinal cord injury, for instance, can move their wrist or fingers.
However, they might not be able to move their arm enough to control a mouse, and it is
even more difficult to lift the arm to control a keyboard. With the device, they can rest their
arm on an armrest and move the wrist so the system can recognize different movement
signatures, which can help them to control different shortcuts, such as those tested in
the experiments. In a case where they can’t control their arm or wrist, the device can be
installed on another body part such as a foot or the head.

The choice to compare the hand gesture interface against the AssystMouse technology
also brings interesting results to the experiment. The AssystMouse is used in practice
and is easily available; it represents a valid reference point to compare the hand gesture
interface, since both interfaces may be used by the same population. The AssystMouse
is also the type of interface that makes use of subgroups to organize its commands (e.g.,
clicks: right, left, and double; triggers: auto and eyebrows). Thus, the user has to go
to the home menu of the interface every time he/she wants to switch modes. The SMA
allows for bypassing those sub-groups and uses a command directly. This explains why
the AssystMouse becomes much faster when combined with the hand gestures.

The main takeaway of this experiment is, perhaps, the efficiency of that combination.
The interfaces complement each other very well, showing that the SMA could be combined
with other devices, such as joysticks, and perform similarly.
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Figure 13. Post experiment questionnaire results.

8. Conclusions

This paper has presented the development of an interface to control an assistive
technology efficiently and intuitively. The goal was to help people living with upper or
lower limb disabilities in their daily tasks. More specifically, the objective was to develop
an interface to easily control high-dimensionality ATs with low-dimensionality devices. To
do so, a second application of the sequence matching algorithm, presented in [18], has been
developed. The main advantage of the SMA is to navigate quickly among different modes
of an AT (without having to cluster them into multiple sub-groups) while maintaining a
robust system. The idea of the SMA was to combine simple actions into a sequence similar
to Morse code.

For this project, the SMA has been applied to hand gestures recognized from IMU
signals. This brought the problem of having to train a model to recognize those gestures
with a dataset of a size significantly lower than that of a typical machine learning implemen-
tation. To answer the problem, four lightweight, yet robust, classification algorithms have
been identified and tested against a five-class dataset. The classifiers were support vector
machines, linear discriminant analysis, adaptative boosting, and K-nearest neighbors. The
best performing classifier was the linear SVM, with 95% of the predictions correct on the
offline data. Since the size of the training dataset was small, this score could be increased
by simply having fewer classes (different gestures) or having gestures that are qualitatively
more different. Fortunately, this can be done, since it is the principal advantage of the
SMA to give many different instructions with limited physical inputs. The SVM algorithm
was preceded by the extraction of the features on the raw accelerometer and gyroscope
signals, as well as by a PCA to reduce the dimensionality of the features. These components
established the classification pipeline that predicts gestures from inputted IMU signals. The
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pipeline had then been wrapped in a triggering algorithm and implemented in real-time,
so that it would output a prediction quickly on any valid input.

In addition to the elaboration of the gesture recognition routine, a complete, actual
application integrating the IMU, the SMA interface, and a controlled device has been
developed. The architecture of the system consisted of these three components (sensor,
interface, and device), implemented as independent modules and organized together with
a local server as a central piece. In the development environment, this configuration has
proven versatile and efficient. The sensor module was a wireless commercial IMU and the
device was a computer’s mouse and keyboard (moves and shortcuts). Additionally, the
user could interact with the system with a GUI to edit settings, gestures, sequences, and
mappings, as well as to have visual feedback of the state of the actions performed.

The implementation has been tested in two scenarios. For the control of the computer
mouse, when the hand gesture interface was compared against a head movement-based
interface using a webcam, the latter seems superior. However, when combined, the hand
gestures help participants increase their performance by 77%, by offering quick shortcuts
accessible with the gestures’ sequences. Besides, even if the head movement interface
offers better performance for the first half of the experiments, both interfaces may be better
adapted to different populations and different scenarios.

Although the focus here is on an application of SMA with hand gestures, the interface
is not limited to hands or to a computer as an AT. It could use head gestures (tilting) or
lower limb moves (leg raise and foot stamps), as well. The application would not require
any modifications. If the user wanted to control a robotic arm, instead of a computer, only
the controlled-device module (Section 5.1.3) would need to be modified in the system. The
control of an assistive robotic arm represents an interesting implementation for the SMA,
as well as a useful development for people living with disabilities. Additionally, future
work would be to continue to develop more intelligent algorithms, in order to increase the
robustness of the system and to test the application with people living with disabilities
executing more complex tasks, to further assess the versatility of the interface.
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API Application programming interface
AT Assistive technology
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Dof Degrees of freedom
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IMU Inertial measurement unit
kNN K-nearest neighbors
LDA Linear discriminant analysis
PCA Principal component analysis
SMA Sequence-matching algorithm
SVM Support vector machine
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