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Abstract: This paper is devoted to a new approach to condition monitoring. The main feature is
an application of strain gauge analysis for geometrical locating of vibrating defects. Information
about the exact geometrical location of a defect, intensity of excitation and its frequency provides
accurate diagnostics. The research contains theoretical and experimental parts. Three types of defects
are analyzed: defects with harmonic parameters, defects with non-harmonic periodical parameters
(pulse periodic signal) and defects with non-periodical parameters (pulse non-periodical signal). For
the first type, analysis of micro movements in the equipment is used. The others use triangulation;
for detecting time lag of signal approaching in each sensor, an analysis of phase spectrum is used.
This method can find sources of vibration/defects with pulse-like signals. An electronic board and
computer program for implementation of the proposed method are developed. The electronics
measure strain gauge data in real time and transmit it to a computer program. Such an approach
gives new information for diagnostics and provides new opportunities for effective defect detection

and condition monitoring of various machines and equipment.
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1. Introduction

When operating responsible industrial machines, there is always the task of ensuring
the reliability of their operation, including such indicators as durability and operability. The
factors that reduce reliability are failures; hence, it is important to minimize the probability
of their occurrence.

The tools for reducing the probability of failures (i.e., increasing the reliability of
the equipment) are methods of technical diagnostics, including methods for determining
incipient defects. Timely elimination of defects makes it possible to eliminate accidents and
ensure uninterrupted operation of the equipment in a given period of time.

In this paper, only methods for determining defects, which can be automated and
implemented during equipment exploitation, are discussed. Today, various methods of
technical diagnostics are used for industrial equipment:

e  operation parameters diagnostics (such as flow rate, energy consumption, efficiency,
pressure, etc.) [1];

overall vibration level control [2];

spectral diagnostics (analysis of vibration signal) [3];
shock pulse method diagnostics [4,5];

lubrication condition analysis [6,7];

acoustic emission analysis [8,9];

infrared thermography [10];

ultrasound propagation analysis [11];

acoustic noise signal analysis [12];

wavelet analysis [13];
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3D vibration spectra analysis [14];

control of electric motor parameters [15,16];

location of oscillation defects by remote strain gauge analysis [17];
and some others.

The most interesting methods of technical diagnostics are those that can be easily au-
tomated, deal with large numbers of possible defects and provide operative results. Good
possibilities can be provided by means of various methods of vibration analysis. However,
for example, analysis of the vibration spectrum also has some problems: vibration sensors
measure vibration levels not at the source of vibrations, but at some distance from it. In fact,
the vibration sensor measures the vibration level of a point that differs from the point being
analyzed. Moreover, during the transmission of the signal from the vibration source to the
sensot, its distortion occurs; additional modulation due to noise, resonances and distortions
appears. Vibration diagnostics has a significant noise level, i.e., during normal operation of
the equipment, the vibration level can fluctuate between 2-5 mm/s (e.g., for oil pumping
units), while the normal noise level is 0.3 mm/s, which is more than 10%.

Control of electric motor parameters and so-called sensorless control [18,19] gives an
opportunity to analyze technical condition not just of an electric drive, but also of machines
in general. Obviously, however, this method does not allow diagnosing all defects of the
whole unit.

Continuous operation leads to the fact that within the framework of diagnostics, it
is impossible to carry out any manipulations directly in the defect zone. It follows from
this that all methods for localization, identification of defects, as well as determining their
danger, are indirect.

For equipment that has been in operation for many years, an experimental base of
developments is used; features of all kinds of defects can be fixed. In that case, it is
traditional to install sensors (usually vibration sensors) in the most critical places. Further,
according to the data obtained and the available database of defects, the defect is empirically
determined.

For new equipment that does not have significant experience, this approach does not
work. That is the reason why intelligent condition monitoring of machines using machine
learning cannot be freely applied at this moment, although there are many good researches
in this field that have appeared in the last few years [20-23]. Additionally, this approach is
poorly feasible for complex equipment, including those with multiple shafts, such as gas
pumping units. In this case, the features of defects may overlap with each other. So, it is
hard to analyze them.

Therefore, for reliable diagnostics of both new and complex pumping equipment, it
is necessary to develop and use new diagnostic approaches that ensure the principle of
information redundancy.

Thus, the purpose of this study is to develop methods for localization of defects (i.e.,
sources of vibration) in space. These methods should have an ability to be automated
and work in real-time. The study of the methods is devoted to rotary machines, such as
pumps, compressors, engines, fans, etc. Thus, additional and relevant information for the
diagnosis of defects may be information about the location of the defect, or in the general
case of the source of excitation, in space. Information about which part of the equipment,
in which node, the source of excitation is located will fundamentally narrow the list of
possible defects. So, if there is a drawing of the equipment and a specification of all the
nodes containing information about their location and masses, it is possible to accurately
identify the defective part of the equipment. This approach is relevant for new equipment
for which a large experimental base for its operation has not yet been developed and a
detailed defective map has not been prepared.

This study is devoted to geometrical localization via remote strain gauge sensors of
various types of defects creating excitation force with harmonic parameters, non-harmonic
parameters (pulse periodic signal) and non-periodical parameters (pulse non-periodical
signal).
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2. Concept of the Method of Locating Defects with Periodical and Non-Periodical
Parameters Using Strain Gauge Signal Analysis at Specified Points

In general, defects and various vibration sources can be classified into three big groups:

defects with harmonic parameters;
defects with non-harmonic periodical parameters (pulse periodic signal);
defects with non-periodical parameters (pulse non-periodical signal).

As for the three groups of defects mentioned, the first one presents various sources of
vibration that create constant periodic oscillations in the equipment. An example of such
defects is an imbalance. Signal analysis (strain gauges signal analysis or vibration signal
analysis—it works for both) in this case shows an almost perfect sine wave in time, and
when the signal is decomposed into a spectrum, a single pronounced peak.

Non-harmonic periodic vibration sources are those defects that have a periodic nature,
but are not described by a single sinusoid. An example of such defects may be bearing
defects. In this case, strain gauge sensors show a complex periodic signal in time; and when
decomposed into a spectrum, several peaks. Non-periodic vibration sources are those that
do not relate to the cases mentioned above. In particular, the signal spectrum in this case is
characterized by a non-constant set of harmonics with a large amount of noise.

The third type, i.e., defects with non-periodical parameters, is the most difficult for
analyze. It can be defects of a hydrodynamic nature, random shocks, touching of the
shoulder blades, etc.

So, the approach to these types of defects should be different.

In this study, methods for identifying and locating all three groups are proposed.
Methods use the same equipment for diagnostics: strain gauge sensors and special elec-
tronics. According to the proposed idea, in order to detect the defects, it is necessary to
install load cells either on supports or under them. This approach has a very important
advantage: the sensors use the resistive method to measure strain, i.e., force in this case.
Hence, applying an analog signal amplifier and primary signal processing allow obtaining
a very high rate of signal measurement. Authors have registered the signal delay of a few
microseconds.

Moreover, strain gauge sensors have almost no limitations on the frequency of signal
measurement. It allows obtaining higher sensitivity and more possibilities for analysis.

Sources of excitation or defects create dynamic forces in the equipment, which are mea-
sured by the load cells in real time. With the help of an algorithm, which is presented below,
it is possible to determine the coordinates of the defects and build a three-dimensional
graph of their location.

For implementing the methods, the following experimental electronic rig is used.
It contains four strain gauge sensors located under machine supports. It also contains a
printed circuit board (Figure 1) with INA 125 amplifiers with various amplifying coefficients
and a Teensy 3.2 microcontroller with integrated 12-bit analog-to-digital converter for data
collection. The data are transferred to a computer via a USB port and a serial communication
protocol. A microcontroller sends consequential requests from strain gauge sensors every
9 microseconds. Analysis in a computer is performed via an experimental program written
in the Python language.

The experimental rig (Figure 2) includes a base with dimensions of 90 cm x 30 cm X 4 cm,
weighing 5.6 kg, on which 5 fans with an eccentric are located, representing excitation sources.
Fans are slightly changed in order to have eccentricity and simulate blade touching. Each fan
is equipped with a PWM speed controller, which allows one to smoothly change the speed of
rotation of the shaft.
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Figure 2. General view of the experimental rig.

3. Locating Defects with Harmonic Parameters Using Strain Gauge Signal Analysis at
Specified Points

Locating defects with harmonic parameters using strain gauge signal analysis at
specified points uses the principle of detecting micro movements in equipment. Vibration
sources cause longitudinal and rotational micro movements in it. The horizontal vibration
projections cause micro “swinging” in the equipment, hence the dynamic reactions on the
equipment supports are different in phase. So, measuring the amplitudes and phases of the
dynamic reactions on the supports can help to locate the vibration source. This information
can serve to accurately and reliably identify a defect.

The amplitudes and phases of the dynamic reaction on the supports can be measured
by application of load cells under supports or on the equipment frame. With electronics
and high rate signal measuring, one can obtain the spectrum of dynamic reaction on each
support; hence calculating the amplitudes and phases.

This provides the relationship between the defect location, the amplitudes and the
phases of dynamic reactions. The corresponding analysis and derivation of formulas are
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omitted in this paper. The derivation can be taken from the authors’ previous study [17].
Only final formulas used to calculate the exciting force coordinates are presented.

The horizontal coordinate of the exciting force or a defect point of application (distance
from the support A) equals to:

Ry cos(¢xp — ¢r)
Ry cos(¢pxa — @) + Rep cos(pxp — ¢F)’

Lyg = Ly 1
where ¢4 is the oscillation phase of the reaction of the support A; ¢p is the phase of the
oscillations of the support reaction B; pr—phase of oscillation of the sum of reactions in
the supports A and B; R4—the response amplitude in the support A; Rp—the reaction
amplitude in the support B; x and z—horizontal coordinate; y—vertical coordinate.

Similarly, we calculate the position of the excitation source or a defect along the z axis
(the horizontal axis perpendicular to the x axis):

R;p cos(¢xp — ¢F)

L.a=L , 2
AT T2 R,aco8(¢oa — ¢F) + Ropcos(@ap — F) @

The height of the excitation source or a defect, i.e., y-coordinate, equals:
H— RyaLy COS(‘PxA — CPF) (3)

F, ’

Thus, the formulas for calculating the 3D position of a defect are received.

To locate a defect, it is necessary to consistently apply Formulas (1)—(3). The first two
formulas should be applied in two vertical planes, which are parallel and perpendicular to
the rotor axis. Formula (3) gives the vertical coordinate of a defect.

Note that these formulas can be applied only for the defects with harmonic parameters,
i.e., the intensity of oscillations made by a defect is constant, and its frequency does not
change in time. Additionally, the accuracy of these formulas is better for the defects with
oscillations provided by harmonic law, such as rotor eccentricity.

4. Locating Defects with Non-Harmonic Periodical Parameters Using Strain Gauge
Signal Analysis at Specified Points

Locating defects with non-harmonic periodical parameters is based on the following
idea.

It is considered that a pulse from the defect moves to the sensors almost in a straight
line with the speed of propagation of acoustic waves in the metal of the equipment housing.
Accordingly, the later the pulse reaches a certain sensor, the further away the defect is
from it; then, using triangulation methods, it is possible to determine its location in space.
Obviously, it is most convenient to place the sensors at a distance from each other, that is,
in the corners of the equipment.

However, conditioned on the dimensions of the equipment, pulses reach sensors at
almost the same time, and there is a technical problem of determining the difference in the
time of their passage. For single pulses, this remains a problem, but it can be solved under
the condition of information redundancy for a large number of pulses based on the fact
that the pulses are periodic.

Consider a signal that reaches two sensors in a conditional example. Let the pulse
reach one sensor later by the time At relative to the other (Figure 3). Consider that At is
many times smaller than the pulse repetition period T: At << T. In this case, the signal from
sensor 2 repeats the signal from sensor 1 in shape, but possibly with a different vertical
scale.



Acoustics 2022, 4 579

\NF Signal from sensor 1

Sighal from sensor 2

Figure 3. Achieving the shock pulse of two sensors.

Next the signal from the sensors into a spectrum of amplitudes and a spectrum of
phases is decomposed (Figures 4 and 5).

Spectrum of amplitude
from sensor 1

‘l..#
v 2v 3v 4v Sv 6v

Spectrum of phase
from sensor 1

Figure 4. Amplitude and phase spectrum of the first sensor.

Since the pulse source is single, the signal reached by both sensors has the same shape,
and the signal in amplitude spectra for both sensors is similar. At the same time, since the
signal is not harmonic, a set of peaks at frequencies that are multiples of the frequency of
occurrence of the signal v = 1/T is always visible on the amplitude spectrum. However, the
phase spectra are different, and the more one signal lags behind the other, the more they
differ. Thus, this circumstance can be used to determine the value of At.

Next a graph that shows the difference in the values of the two phase spectra is built
(Figure 6).
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Figure 5. Amplitude and phase spectrum of the second sensor.
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Figure 6. Graph of phase spectrum difference from two sensors.

On a graph with a difference in phase spectra from two sensors, all points are shifted
by the same value (by analogy with the phase spectra of the shifted function of rectangular
pulses). Accordingly, they lie on one straight line coming out of zero, or in the case of a
large value of At, they are located on a group of parallel lines (Figure 6).

This fact can be explained as follows. The signal from sensor 2 f;(f) lags behind the
signal from sensor 1 f1(t) by the value At. Given that the amplitude of the signal between
them may differ by k times, then using the discrete Fourier transform, the following
dependencies can be written for them:

fi(t) = i(Ai cos(2m-vy - i-t+a;)) 4)
i=1

n
fa(t) = kfa(t — At) = kY (Ajcos(2m vy -i- (t— At) + B;)) (5)
i=1
where g; and f; are the harmonic phases for the i-th component in the Fourier decomposi-
tion; Ai is the harmonic amplitude for the i-th component in the Fourier decomposition; v,
is the pulse frequencys; ¢ is the time; 1 is the number of harmonics in the Fourier decomposi-
tion.
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For two functions to be equal, the components associated with cosines must be equal;
therefore, the arguments for cosines must be equal or differ by a multiple of 27

(2m-vy-i-t+a;)mod 2w = (27w - vy - i - (t — At) + B;)mod 27 6)
Thus, the phase difference for frequency v; expressed as Ag; = ; — a; equals to:
Ap; = (2 - vy -i- Af)mod 27T )

Thus, Ag;, as a function of the frequency i-vy, is either a straight line passing through
the origin, or a set of straight lines, as shown earlier (Figure 5).

The angle of inclination of the line on the graph of the phase spectrum difference
(Figure 5) is directly related to the magnitude of the lag of the signal At, so for its definition,
it is necessary to construct this line, which, in fact, is approximating for the set of points
obtained. Using the least squares method, the following condition (we assume that the line
passes through the origin) is obtained:

2
Z [ (A<p1 Z—;mod 27r> — qbl} — min (8)
1

where ¢; are the values of the phase difference on the spectra of the two signals (Figure 5)
after measurements and transformations.

It should be noted that in practice, it is extremely likely that there is some other defect
at the vy frequency, for example, the eccentricity of the rotor, so it is recommended to
exclude this frequency from the analysis, so we build a line from a point at the frequency
2-2]12

2
Y. [(271? - At - vmod27r) — 4)11 — min )
i=2

The solution of this equation allows determining the desired value of At.

Let us test this method on a conditional example. It is considered that on some pump,
there is a touch of the body blade. Accordingly, there are fluctuations due to the imbalance
of the rotor, as well as a repetitive shock pulse. It is considered that the point of contact with
the body blade is at a distance from the sensors with such a difference that the pulse reaches
with a delay of At = 1 ms (the value is taken for clarity of the image of the subsequent
graphs; in real conditions this value will be less). It is assumed that the imbalance creates a
harmonic with amplitude of 1 N and a frequency of 50 Hz on the load cells, and the shock
pulses have a peak of 0.5 N. It is also assumed that there is noise in the sensors, which we
simulate with a random signal with a normal distribution with a standard deviation of
0.1 N. That means that the signal-to-noise ratio equals 100. Additionally, it is assumed that
the signal measurement occurs simultaneously from both sensors with an interval of 1 ms
(1000 Hz), and the number of measurements is 1000.

The graph of the simulated signal shows that there is a signal with a certain noise
(Figure 7).

The decomposition of the signal into a spectrum obviously shows a peak at a frequency
of 50 Hz, reflecting the imbalance of the rotor, as well as a set of decreasing harmonics and
a certain noise level (Figure 8).

The phase spectrum constructed with a filter for amplitudes less than 0.001 N (Figure 9)
shows a seemingly chaotic picture. This is due to the fact that for noise when the signal
is decomposed into a Fourier series, despite the relatively small amplitude, the phase can
have a value in the interval (—m; 7). Additionally, taking into account the randomness
of the noise, then the resulting phase will also have a random value in this range and in
general occupy a solid area on the graph.
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Figure 7. Simulated signal in time arriving at two sensors.
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Figure 9. Phase spectrum of the simulated signal arriving at two sensors.
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However, if all bands with noise are removed from the resulting phase spectrum,
in other words, only bands at frequency multiples of 50 Hz are left, then a pattern will
already be observed. If we plot the phase difference of the signals for two sensors, we
obtain a line graph (Figure 10). Some deviation of points from a straight line is caused by
the presence of noise. We note that the point at a frequency of 50 Hz is significantly out of
linear dependence, since there is another defect at this frequency; hence, this point is not
taken into account in the subsequent analysis.

Phase difference of dynamic load

3.0 A

2.5 4

2.0 A

1.5 A

Phase, rad

1.0 A

0.5

0.0

0 100 200 300 400 500
Frequency, Hz

Figure 10. The spectrum of the phase difference of the simulated signal arriving at two sensors.

The value of the time delay At can be determined by solving Equation (6), or defined
as the angle of the slope of a straight line to the abscissa axis divided by 2m, taking into
account the dimensions of the graph. The solution of the equation leads to the value
At =1.013 ms. Thus, in a conditional example, the method shows very high accuracy.

5. Locating Defects with Non-Periodical Parameters Using Strain Gauge Signal
Analysis at Specified Points

Defects with non-periodical parameters could not be located by such spectrum analy-
sis, because the spectrum analysis requires a stable harmonic signal to obtain proper data.
Such defects can be located only with high rate measurements. Modern electronic measur-
ing tools provide data with a rate of around 1 MHz, and modern computer possibilities
allow processing this data in real time. This allows analyzing each impulse produced by the
excitation source. Such data gathering rates yield an approximate coordinate assessment
error of a few centimeters.

Shock waves propagate through the equipment material at the speed of sound. High
rate analysis of signal in signal allows showing the position of a shock source with the help
of the following system of equations:

te =12+ y2 +22 + 1
szl\/(Lx—x)2+y2+zz+to

; 2 T 5 (10)
tC:E\/(Lx—x) + (Ly—y)" + 22+ 1o
td:%\/x2+(Ly—y)2+zz+to

Here t,, ty, t., t; are pulse propagation times to each of the sensors, t; is pulse move-
ment start time; Ly, Ly and L, are equipment dimensions; v is speed of wave propagation in
material of equipment; x, y, z are the excitation source coordinates that should be obtained.
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It is assumed that the speed of wave propagation is already known. When it is
unknown, it can be easily calculated by a test with a known defect by artificial knocking on
the equipment surface at certain points.

To implement the diagnostics in real time, this system of equations has to be solved
very quickly. However, the problem is that this system cannot be solved explicitly. So, there
can be various methods of solution.

The first way is to transform the system of equations into a single target function that
has to be minimized like the following:

@ =t~ LT TR 0) +

2
+<tb—})\/(Lx—x)2+y2+z2—t0> +

5 2 (11)

—i—(tc—}]\/(Lx—x)z—i-(Ly—y) +zz—to> +

5 2
—i—(td—zlj\/xz%—(Ly—y) —l—zz—to) — min
Minimizing can be achieved numerically. Limits for the variable are as follows:
x € [0; Ly] (12)
y € [0 Ly] (13)
z € [0; Ly] (14)
L2+ L2+ L2

to € [max(ta, ty, te, tg) — 5 ;min(tg, ty, te, )] (15)

Minimizing should be conducted with a fast algorithm. An example of such an
algorithm is the Nelder-Mead method or a similar one.

The second method is to apply a set of preliminary solutions for the system of Formula (4).
It means that first, the system should be solved for various combinations of parameters and
that a predictive model should be created. Such a model can be created via machine learning
as a regression model basing on algorithms such as “Decision tree” or “Nearest neighbors”.

An example of a pulse signal received by this electronic rig is shown in Figure 11.

Dynamic load in time

40 4 —— Sensor N1
—— Sensor N2
35 4 —— Sensor N3
—— Sensor N4
30 A
Z 25 4
°
3
- 20 1

15 A1

10 A

0 20,000 40,000 60,000 80,000 100,000 120,000
Time, mcs

Figure 11. Dynamic load in time for each of four strain gauge sensors.

A random pulse hitting the surface of the laboratory pump is clearly seen in Figure 4.
However, we need a method to distinguish a random sharp pulse from a vibration with a
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stable harmonic signal. For this, we can use the value of the derivative of the signal. As
shown in Figure 12, the random pulse is more distinct than that in Figure 11.

Pulse in time
—— Sensor N1
0.006 1 ___ sensor N2
—— Sensor N3
0.005 4+ —— Sensor N4
» 0.004 -
v
E
=2
& 0.003 -
1]
3
Q.
0.002 -
0.001 -
0.000 -
0 20000 40000 60,000 80,000 100,000 120,000
Time, mcs

Figure 12. Increasing the signal value derivative for each of four strain gauge sensors.

To automatically detect a sharp increase in the signal value derivative, the following

criteria are suggested:
Reritical = Ravemge +ko (16)

Here, Ritical is a critical value of the signal value derivative, Ryyerage is an average
value of this variable, o is its standard deviation. From the theory of probability, it follows
that if k = 2, the noise is filtered with 95% probability.

A detailed graph of the signal value derivative increase for each of four strain gauge
sensors is shown in Figure 13.

Pulse in time
0.006 H— Sensor N1
—— Sensor N2
—— Sensor N3
0.005 1. —— Sensor N4
¢ 0.004 A
£
zZ
o 0.003
wn
>
a.
0.002 A '
0.001 ”.I\""i
MY 'l
0.000 222 r — - : r r r r
100,000 102,500 105,000 107,500 110,000 112,500 115,000 117,500 120,000

Time, mcs

Figure 13. Increase in the signal value derivative for each of four strain gauge sensors (detailed graph).

The signal lines intercept the critical value of a signal value derivative of different
points. This means that the pulse reaches sensors 1, 2, 3, and 4 at various moments. The
application of Formula (11) allows calculating the location of a random pulse source made
by the defect.
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6. Conclusions

The proposed diagnostic method using strain gauge data allows determining the
coordinates of the defect. When processing the signal, the excitation frequency and the
excitation intensity of a defect can be calculated.

The method allows detecting defects of industrial equipment with periodical and
non-periodical parameters. The defects of the first type are detected based on the fact that
the excitation sources produce micro movements that can be classified as longitudinal and
rotational. Hence, the dynamic reactions on equipment supports are not simultaneous, i.e.,
have different phase. The analysis of these reactions can give the values for the intensity
and frequency of a defect, and also allows calculating the coordinates.

The defects with periodical and non-periodical parameters are proposed to be detected
via pulse control of a high frequency signal analysis.

Accordingly, three types of additional information for the equipment diagnostics
become available. So, the location gives the principal location of a defective node. Fur-
thermore, if various potentially defective parts are found at a certain point at once, then a
differentiation can be made based on the information about the frequency and intensity of
vibrations.

So, if there is a drawing of the equipment and a specification of all the nodes containing
information about their location and masses, it is possible to accurately identify the defective
part of the equipment.

With the experimental rig, the principal possibility of using the proposed method for
localization of defects was shown.

This approach is relevant for new equipment for which a large experimental base for
its operation has not yet been developed and a detailed defect map has not been prepared.
Further, the method may increase the reliability of diagnostics for existing equipment,
which in general will favorably affect its reliability in turn.

Further research should be connected with automation of the process of non-stop data
gathering and application of the algorithms discussed in the study, as possible improve-
ments for the next study application of sensors and ADC with lower noise can be used.
Additionally, it is possible to use a number of microcontrollers instead of only one; this
can provide the possibility of obtaining data from sensors simultaneously. In this study;,
obtaining data from the sensors was consistent.

After these improvements, experiments with an industrial pump can be provided.
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