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Abstract: Recent improvements in deepfake creation have made deepfake videos more realistic.
Moreover, open-source software has made deepfake creation more accessible, which reduces the
barrier to entry for deepfake creation. This could pose a threat to the people’s privacy. There is a
potential danger if the deepfake creation techniques are used by people with an ulterior motive to
produce deepfake videos of world leaders to disrupt the order of countries and the world. Therefore,
research into the automatic detection of deepfaked media is essential for public security. In this
work, we propose a deepfake detection method using upper body language analysis. Specifically,
a many-to-one LSTM network was designed and trained as a classification model for deepfake
detection. Different models were trained by varying the hyperparameters to build a final model with
benchmark accuracy. We achieved 94.39% accuracy on the deepfake test set. The experimental results
showed that upper body language can effectively detect deepfakes.

Keywords: imaging; machine learning; deepfake; human pose estimation; upper body language;
computer vision; deep learning; Recurrent Neural Networks (RNNs); Long Short-Term Mem-
ory (LSTM)

1. Introduction

Deep learning has been effectively used in an extensive range of fields to solve compli-
cated problems, like image segmentation and classification [1], fraud detection [2], medical
image analysis [3], plant phenotyping [4,5], etc. However, it has also been used to develop
applications that can pose a threat to people’s privacy, like deepfakes. Traditionally, digital
images were manipulated through vision-based tools like Adobe Photoshop. Manually
processed images could be easily distinguished. However, synthetic images are becoming
increasingly convincing due to the fast development of deep learning method, which has
led to the popularity of deepfakes. Deepfake methods are gaining attention, as they are
currently able to manipulate media in a way that another person’s face can replace an
original face, while the original facial expressions and actions are retained. The problems
of deepfakes arise along with the advances in deep learning. Deepfakes are becoming more
and more realistic. It is becoming difficult or even impossible for people to discern if the
images and videos are real or fake.

Because the amount of data required for training a deepfake model is enormous,
some deepfakes are conspicuous due to the lack of data. Therefore, it is very easy to
target celebrities and world leaders who have plenty of images and videos on multiple
media platforms, which leads them to being the main targets of seemingly real looking
deepfakes. Disinformation could be misleading or even damaging, due to the rapid spread
of information on the large-scale platform of the Internet. According to Chesney et al. [6],
deepfakes usually mislead the general public. However, these are a severe problem for
national and societal security if they are used for political purposes. For instance, deepfakes
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of world leaders, like Barack Obama and Donald Trump, have sparked heated debates.
Deepfakes created a heated worldwide debate when President Trump shared a deepfake
GIF of Joe Biden [7]. Later, that Tweet was deleted, though its spread was a worldwide
concern; deepfakes could be politically dangerous in the near future.

In recent years, it has become very easy to create a deepfake of any object due to
the extensive evolution of machine learning apps (like Zao and FaceApp) backed by
facial manipulation engines [8]. TikTok has also been introducing filters that can create
very realistic deepfakes. There are a number of social media platforms on which people
extensively post realistic looking deepfakes of celebrities.

Recently, Tom Cruise appeared on the TikTok platform and gained 486.2 K followers
with 1.4 million likes in a few days. Later, it was revealed that he never had an account
on TikTok, and it was an artist who created the account "deeptomcruise” and created
these very realistic Tom Cruise deepfakes [9]. This proved that deepfakes could damage
someone’s credibility or help to spread disinformation. Therefore, it is essential to help
the audience identify fake media and protect people from deepfakes. Many companies
and institutes have launched competitions, such as the Deepfake Detection Challenge
(DFDC) [10], to explore innovative technologies for deepfake detection. Traditional foren-
sics approaches, including signal-level cues, physical-level evidence, or semantic-level
consistencies, have not been sufficiently useful or efficient in deepfake detection [11]. Ad-
ditionally, these techniques are not robust against changing conditions that are caused
by resizing and compression operations [12]. Thus, deepfake detection methods that are
based on deep learning or other machine learning technologies exist, but these approaches
also tend to be short lived because the deepfake creation methods are being continuously
improved. This research aimed to create a novel deepfake detection method that can deal
with emerging deepfake threats and cope with the possible improvements of the deepfake
creation methods.

When considering the magnitude of problems caused by fake videos, especially
for world leaders, this research focused on automatically protecting world leaders from
deepfake videos by using deep learning techniques. The speeches of world leaders can
have a significant impact on a country or the world. Most world leaders present debates
behind a lectern, thereby only exposing the upper half of the body. We hypothesized that
upper body movements are distinct for different individuals, and deep learning networks
can utilize upper body language to identify the corresponding people and expose the
deepfakes. The upper body pose consists of the keypoints of eyes, nose, neck, shoulders,
elbows, and wrists. These keypoints can be used to train a deep neural network to learn
someone’s distinct posture and gestures. Figure 1 presents the proposed design. The key
contributions in this work can be described, as follows.
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Figure 1. Deepfake detection: In this deepfake detection process, the video frames are extracted,
and a machine learning algorithm is trained on them. Later, the inference system classifies the given
video as a deepfake or not.

e  To provide a general literature review of deep learning technologies, deepfake detec-
tion, and human pose estimation.

* To develop a human pose estimation program to detect upper body keypoints.

e  Toimplement a deep learning network to learn the upper body languages of the target
world leader.
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e A comprehensive dataset of world leaders, which could serve as a pre-training ar-
rangement for the smaller dataset (with less real/fake data samples).

¢  To examine the effectiveness of detecting deepfakes through upper-body language
analysis.

The introductory section presents the problem of deepfake, the necessity of creating
deepfake forensics, and possible outcomes. This research aims to detect deepfake videos of
world leaders using upper body language analysis. The goal is achieved through providing
a literature review of deepfake in Section 2. Section 3 presents the proposed methodology,
data collection, and network implementation. The following Section 4 provides the results
and discussion.

2. Literature Review

Human pose estimation refers to a mechanism that locates people’s body parts in
digital images or videos. The human pose estimation problem includes the single-person
pose estimation problems, 3D skeleton estimation problem, multi-person pose estimation
problem, and video pose tracking problem [13]. MPII [14] and COCO [15] are two public-
available datasets for 2D pose estimation. The traditional methods for pose estimation are
vision-based that are used in two contexts. The first is the feature representation like a
histogram of oriented gradients (HOG) and the second is the spatial context. In contrast,
deep learning-based methods are widely used these days because of the rapid development
capability. Convolutional Pose Machine (CPM) is one of the essential pose estimation
methods proposed by Wei et al. [16]. Jain et al. [17] used CNN to estimate the single-
person skeleton. A CPM consists of a sequence of CNNs, which can learn image features
and spatial context simultaneously. Some researchers have applied CPM in their design,
for instance, OpenPose, an open-source real-time 2D pose detection system that was
released by Cao et al. [18]. This has applied the CPM refinement and won first place in the
COCO-2016 Keypoint Challenge. Cao et al. [18] created Part Affinity Fields (PAFs), a novel
bottom-up representation of association scores, where the location and orientation of limbs
are encoded as 2D vector fields. Newell et al. [19] also proposed a bottom-up method in
the COCO 2016 Keypoint Challenge. This approach simultaneously performs detection
and grouping by applying associative embedding. Based on CPM development, deepfake
creation is considered to be an advanced human pose estimation and manipulation stage.

Deepfake creation is a combination of computer vision algorithms and deep learning
techniques. The unsupervised image-to-image translation framework, as developed by
Liu et al. [20], is the basis of deepfake generation, which is established on the coupled
Generative Adversarial Network (GAN). The networks for deepfake creation use two
sets of encoders-decoders, consisting of a standard encoder using shared weights for two
network pairs and two different decoders, according to Nguyen et al. [21]. The encoder
aims to learn the similarities between two different faces. Given an image of an aligned face
as the input, a fake face can be produced using a standard encoder and decoding. Figure 2
shows the process of creating a fake face. Deepfake conversion is an essential step in the
process of deepfake creation. Li et al. [22] indicated that the deepfake generation process
includes face detection, face landmarks extraction, face alignment, deepfake generation,
affine warping, and post-processing, such as boundary smoothing. Meanwhile, advanced
deepfake creation methods are also developed; for example, GAN-based deepfake creation
adds the adversarial and perceptual losses to the original network [21]. Additionally,
Mirsky et al. [23] indicate that current deepfake creation uses various combinations of
Deep Neural Networks (DNNSs), like Convolution Neural Networks (CNNs), Recurrent
Neural Networks (RNNs), and GANs. The detection and combating of deepfakes is getting
harder because deepfake creation methods are getting sophisticated.

Several deepfake detection methods have recently emerged. These methods/algorithms
are fundamentally divided into (a) fake image detection and (b) fake video detection [21].
Al-based video synthesis is a relatively new technology. Some forensic techniques have
successfully addressed general deepfake detection problems that are based on a wide
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range of different technologies. Besides, a deepfake detection tool using Support Vector
Machine (SVM) has been specifically developed for world leaders [24]. However, these
methods tend to be transient, because new deepfakes can fix corresponding imperfections
in a shorter time [25]. Thus, it is necessary to expose new imperfections of deepfakes and
develop new detection algorithms or improve existing approaches.

Encoder Decoders
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Figure 2. Process of Deepfake Creation: The original face is extracted and processed by the DNN
Encoder. The latent face image with dormant features feed to DNN Decoder along with encoder
input. The final reconstructed face image is produced from both images (original face and latent face).

Most research on fake video detection has used deep learning to detect artifacts and
inconsistencies of the video. Li et al. [11] used a CNN and Long-term Recurrent Convolu-
tional Network (LRCN) to detect unnatural blinking patterns in the video. The resultant
videos contain irregular blinking frequency because of the lack of images (with closed
eyes) for the training and deepfakes generation. However, Korshunov et al. [26] claimed
that the effectiveness of eye blinking detection for exposing GAN-based deepfakes is un-
clear because the videos being used for training the model were collected from the web.
In addition, eye blinking detection is not effective at present, because blinking was quickly
incorporated into the new generation of deepfake technique [25]. Li et al. [11] proposed
another detection method that uses CNNs to detect the resolution inconsistency between
facial area and other areas that are caused by the affine wrapping process of deepfake cre-
ation. They trained four types of CNN models, including a VGG16 [27], and three different
ResNets [28]. The results have higher accuracy than earlier benchmark approaches when
tested with two public GAN-based deepfake datasets. This approach effectively generated
negative data by applying the Gaussian blur to the facial area instead of spending a large
amount of time implementing a network and training a model for deepfake generation as
other approaches have. Likewise, Gliera et al. [29] indicated intra-frame inconsistency due
to the seamed fusion of face and the rest of the frame. They also demonstrated that multi-
ple camera views and various lighting conditions could cause frame-level inconsistency
between video segments. Their method uses CNN to extract frame-level features and use
Long Short-term Memory (LSTM) to extract features in sequences of frames.

Zhang et al. [30] proposed a novel method that was based on the GAN simulator.
This simulator approach frees developers from accessing the actual GAN model to generate
forgery images when training classifiers. They reviewed the artefacts that were caused
by GAN’s up-sampling module. The proposed model achieved excellent performance in
terms of binary classification of real and fake images.
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Another method that was proposed by Jain et al. [31] detects GANs and retouches
based digital alterations. The proposed architecture has three hierarchy levels to broadly
classify and distinguish input images as original or altered, followed by subsequent levels
in the architecture. The framework can detect retouching and GANs generated images
with high accuracy, showing its applicability in real-life scenarios.

Guarnera et al. [32,33] proposed a similar approach that extracts deepfake fingerprints
from images. Furthermore, the fingerprint extraction method is based on the expectation-
maximization algorithm, emphasizing the extraction ability of convolution traces that are
embedded by the generative process. In this paper, a random forest classifier is used to
determine the pipeline of fakeness detection. The authors highlighted different CNN-
based approaches for deepfake detection that are required highly computational power.
The proposed technique obtained excellent classification results by only using CPU power.
Nevertheless, Agarwal et al. [24] argued that simple manipulations, like additive noise,
recompression, and resizing, could easily eliminate the inconsistencies mentioned in the
above two methods.

In addition to deep learning methods, some methods rely on supervised machine
learning models (SVMs). For instance, Yang et al. [34] introduced an SVM classifier to
expose deepfakes by inconsistent 3D head poses, and argued that the difference between
head poses is a useful feature for deepfake detection. The SVM classifier was evaluated on
two datasets using five different features of estimated 3D head poses. However, most of
the experimental results achieved an Area Under the Receiver Operating Characteristic
(AUROC) of around 0.9, which shows that using these features is insufficient for deepfake
detection.

Moreover, Dang et al. [35] evaluated the inconsistent 3D head pose on Celeb-DF (a new
deepfake dataset that was created by the improved deepfake algorithm [36]) and only
obtained an AUROC of 0.548. Almost all of the existing methods are general for various
deepfake videos, but Agarwal et al. [24] created an SVM classifier that was specialized
for world leaders, which uses biometric patterns, including facial action units (AU) and
head movements. This method is based on the observation that each individual has unique
facial expressions and behaviors, so that the manipulations cannot destroy it on videos,
such as recompression, as mentioned above. These SVM models only need original videos
for training, which saves time. They effectively trained different binary SVM models for
five world leaders, and the average results achieved an AUROC of about 0.948. On the
other hand, Agarwal et al. [24] also indicated that their method might fail for an individual
speaking in different scenes. Furthermore, it is reported that it would not take a long time
for deepfake techniques to overcome these deficiencies [25].

As deepfake techniques improved aggressively, deepfake detection methods are
no longer useful or will be ineffective in time. Additionally, deepfake poses detection
challenges, in that there are more datasets released for deepfake forensics with higher
quality. As a result, it becomes a cycle that these two opposing techniques continue to
learn and reinforce each other. This requires more advanced forensic techniques to protect
people from deepfakes. Agarwal et al. [24] mentioned that body movement could be
used to identify the persons of interest, but they used head movements without taking
body movements into account. Deepfake techniques only temper with the facial area and
manipulate inconsistencies, so the detection methods generally concentrate on facial areas
and head poses. Therefore, utilizing upper body languages for deepfake detection is a new
and promising research direction.

3. Method

The proposed method is based on the hypothesis that Deep Neural Networks (DNNs)
can learn an individual’s body language and expose deepfakes. In a video, the poses of a
specific person should be estimated using an automated approach. The proposed idea is to
train an RNN model to learn the target person’s pose (body language) and spot fake videos.
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The proposed system was designed in PyTorch [37] deep learning framework. Figure 3
demonstrates the standard framework of the proposed system.

Video

pytorch-openpose

Frames

A

LST™M

A

Prediction
Pose
Movement

Figure 3. The proposed deepfake detection method: The proposed method will extract the frames
(30 fps) from the input video. Later OpenPose software is used to extract key-point of each pose of
the person. The proposed LSTM architecture trains the pose movement. The final inference system
will classify that given a video of the US president is fake or real.

3.1. Dataset and Preprocessing

The proposed idea is to detect deepfake videos using human-pose estimation. The pub-
licly available datasets are not appropriate for this research as those do not fit the proposed
face and body language landmark requirements. The only videos that we can train and test
the established hypothesis are the videos of world leaders (i.e., president, vice president,
etc.). These videos are widely available with a good quality pixel ratio, and we can also
test these videos against deepfakes very quickly. Therefore, we manually downloaded
online videos to generate a customized dataset. These videos were annotated and labelled
according to the proposed requirements. We need two kinds of videos, the original and
the synthetic, in order to test the proposed hypothesis. The original videos were down-
loaded from the official website of Miller Center [38] to ensure that the videos have not
tampered. This website streams US presidential speeches. Initially, we chose videos of the
four most recent United States (US) presidents George W. Bush, Barack Obama, Donald
Trump, and Joe Biden. The videdownloadedos satisfy conditions (a) the file formats are
MP4 with 30 frame-per-second (fps) quality, (b) a similar video frames size for the whole
dataset, (c) the person of interest was in the middle of the frame, (d) there is no one else
in the background, and (e) the cameras were relatively stable. Figure 4 shows the dataset
samples of real and fake videos for deepfake training.

The deepfake videos of the US presidents were downloaded from YouTube. We down-
loaded deepfakes of the four (aforementioned) US presidents, where impersonators posed
the same body language as Person-of-Interest (PoI). The information to be analyzed in
this research is the upper body language. An upper body movement can be represented
as a sequence of the upper body poses. For necessary image processing, the OpenCV
was used to extract the frames of videos. OpenCV is an open-source library for image
processing and computer vision problems. To extract the upper body keypoints in each
video frame, we first tried the DNN of OpenCV for loading the deep learning model of
OpenPose [39]. OpenPose performs well in human pose estimation; it trained three Caffe
models, which are BODY_25, COCO, and MPI models. The output format is the difference
among these models, the BODY_25 format has 25 and the COCO format has 18 keypoints.
We decided to use COCO-style keypoint, as it was better aligned to our proposed dataset
and keypoints requirements.
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Original Speech Samples Deepfake Samples

George W. Bush

Barack Obama

Donald Trump

Joe Biden

Figure 4. Dataset Sample: The dataset build for the proposed experiments is composed of four
recent presidents of the United States. We did not extract videos of earlier presidents due to the
unavailability (very few) deepfake samples.

The contributors of OpenPose recommend the BODY_25 model because of its higher
accuracy and speed [39]. Although, we cannot use this model due to the unavailabil-
ity of lower body keypoint. Therefore, we decided to use the COCO format. We have
used PyTorch-OpenPose, which is a PyTorch implementation of the Caffe model of Open-
Pose. The output format is the COCO dataset format. Figure 5 demonstrates an example
pose. It shows that the PyTorch-OpenPose is more accurate than the original OpenPose.
Additionally, it is approximately five times faster because CUDA supports PyTorch.
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Figure 5. Sample Pose’s Keypoint Extraction: (a.) Using the BODY_25 model of OpenPose and the
DNN module of OpenCV. (b.) Using the PyTorch COCO model of PyTorch-OpenPose.

OpenCYV is used for the frame reading and PyTorch-OpenPose for pose estimation.
There is always a lectern in front of the Pol while giving the speech. Thus, only 12 key-
point could be detected out of 18 standard COCO formats. Table 1 lists these 12 extracted
keypoints. A new output format was generated to satisfy the proposed research’s require-
ments, where the coordinates represent each keypoint. During the upper pose movement,
some of the keypoints are undetectable, where we replaced them with undetected locations
(zero values). Therefore, the pose of a frame is a 1-D array that contains 24 features. An au-
tomated script is written to process a list of videos (frame by frame). It was considered
that there should be enough frames to trace a pose movement. We chose to use every
segment of videos (that fulfills the aforementioned requirements) to analyze the upper
pose movement. The dataset annotations are saved as a CSV file, where each row is the
pose of a frame and every 150 rows is a continuous pose movement. Each pose movement
is labelled with 0 or 1, and the corresponding labels were saved in another CSV file. Table 2
provides a summary of the final dataset.

Table 1. Keypoint Sampling: The proposed experiments use input video samples, where Pol’s upper
body language is used to train the machine learning algorithm. Therefore, we selected a COCO-style
keypoint dataset sampling method. This pose sampling method extracts 18 human body keypoint.
Though for our proposed method, we only extracted 12 samples because the rest of the Pol body was
hidden behind the lectern.

Keypoint Body Part Keypoint Body Part Keypoint Body Part

0 Nose 1 Neck 2 Right_Shoulder
3 Right_Elbow 4 Right_Wrist 5 Left_Shoulder
6 Left_Elbow 7 Left_Wrist - -

14 Right_Eye 15 Left_Eye 16 Right_Ear

17 Left Ear
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Table 2. Summary of the dataset: A comprehensive dataset was sampled from speeches of four recent
US presidents. The Miller Center website is used to extract authentic video samples. For Deepfake
samples, we trawl YouTube to extract related samples. These samples were further segmented into
functional segments for keypoint extraction and training purposes.

Person of Interest Total Videos Video Duration Segments
(POD) (Count) (Hours) (Count)
Real
George W. Bush (2001-2009) 35 11.56 560
Barack Obama (2009-2016) 46 15.33 689
Donald Trump (2017-2020) 38 12.89 542
Joe Biden (2021) 4 1.9 32
Fake
George W. Bush 6 0.23 12
Barack Obama 23 0.36 54
Donald Trump 35 0.56 66
Joe Biden 4 0.10 8

The proposed dataset is divided into training, validation, and testing divisions, ac-
counting for 80%, 10%, and 10%, respectively. The values of the features are scaled to
[—1, 1] using Z-score normalization:

=2k (1)

g

where z is the normalised data, x, and y and ¢ are the original value, mean value, and stan-
dard deviation, respectively. Z-score normalisation may produce “NaN" values because of
dividing by zero. For instance, the left wrist keypoint could not be estimated in a 150-pose
sequence, so that consecutive zero values exist. The y and ¢ both are zeros. Therefore,
the NaN values that are generated by Z-score normalization are replaced with zero values.

3.2. RNN Architecture

The deep learning model was trained to learn the spatial and temporal data in order
to address fake videos using body language analysis. The proposed method will be an
automated system that can determine whether the input pose movement belongs to the
target person or not. To implement the proposed method, the RNN is the best candidate
to capture the dataset’s spatial and temporal features. Furthermore, it can be applied
to learn the dependencies of sequential data along with graphical features. LSTMs are
advanced RNNs, which can learn long-term dependencies without gradient vanishing.
Figure 6 shows a structural comparison between RNN and LSTM. LSTM is very effective
for learning spatial and temporal features. Thus, the proposed model is a many-to-one
LSTM that requires continuous poses as the input, and it predicts a fixed size output.

The original LSTM comprises an input layer, hidden layers (with recurrent edges),
and an output layer. Multiple hidden layers could be stacked according to the complexity
of the problem. The unique architecture of the hidden units of the LSTMs is the key to the
improvement of the standard RNNs. The hidden nodes of RNNs use simple nonlinear
functions, like the Sigmoid and Tanh, while LSTMs replace the hidden nodes with memory
cells [40]. The memory cells use three types of gates to manage the cell state, including the
input, output and forget gates. Each gate is composed of an element-wise product and a
sigmoidal node with an output range between [0, 1]. Thus, multiplying the sigmoidal unit’s
input and output can limit the information flowing through the gate. For example, 0 means
that no information can pass through, and 1 denotes that all information can pass through
the gate. A standard LSTM memory cell is demonstrated in Figure 7; the architecture
is composed of forget, input, and output gates, respectively. The forget gate can drop
unnecessary information retained in the previous cell state, then the new information
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currently to be retained is determined by the input gate. Finally, the output gate determines
the output information, depending on the current cell state.

Output Output
Long-term
Memory
Vs

RNN LSTM

Working Working

Memory Memory

Input Input

a. b.

Figure 6. RNN v/s LSTM. (a): RNNs use their internal state (memory) to process sequences of inputs,
(b): LSTM network is a variant of RNN, with additional long-term memory to remember past data.

Figure 7. An unrolled LSTM. It takes input sequence x; and /;_1, process this input through different
gates (input, forget, out) and produces the output that could serve as the final state or input for the
next hidden state.

There are many LSTMs variants Greff et al. [41], whereas we have used the Many-to-One
LSTM model. This variant was designed using PyTorch. PyTorch implements the normal
LSTM as the memory cell. Each normal memory cell computes the following calculations:

fi = c(Wigxt + Wighy 1 + by)
it = o(Wixs + Wighi_1 + b;)
gt = tanh(Wigxt + Wiehy 1 + bg)
or = o (Wioxt + Wiyohi—1 + by)
G=fiOc1+ir©g
ht = oy ® tanh ¢y

@

where, *; means the time step; while, ¢, f;,i;, ¢, and o; are the gates. o denotes the Sigmoid,
W, variables are recurrent weight matrices, x; represents the input, /i; and h;_1 are the
hidden states at the " and t — 1 time steps, b, variables are the biases, c; and c;_; are the
cell states at the t and (t — 1) time steps, and @ is the element-wise product. LSTMs have
two different hidden states, which are h; and c; states [42]. Therefore, LSTMs can learn
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short-term dependencies that are based on the state /i, and the problems of gradient
vanishing and long-term dependencies are addressed by the use of the state c;.

3.3. Experimental Setup

To test the proposed hypothesis that body languages can identify and expose deep-
fakes, a many-to-one LSTM model was designed using PyTorch. PyTorch provides flexible
DNN implementation and GPU support. Two kinds of objects are necessary for setting up
the training and testing experiment: (a) the object for data loading and (b) the object for
model creation. The custom dataset was divided into an 80% training set, a 10% validation
set, and a 10% testing set. Moreover, the values were normalized to the range of [1, 1].
A specially designed (according to needs of our custom dataset) DataLoader that was used
for passing the datasets to the LSTM model for training. The data only contain the body
languages with 24 keypoints, the model to be implemented with a binary classification
model having an input layer with 24 features. It also contains a fully connected output
layer with a single output unit. The many-to-one LSTM model outputs the prediction at
the last time step. It is observed that every 150 poses are a continuous movement; therefore,
the time step of the model is 150. The hidden size and the number of hidden layers should
be decided based on the experiment. The proper depth and width of the network can
prevent underfitting and overfitting problems. The initial setup was based on the original
LSTM architecture, which only has a single hidden layer. A single hidden layer cannot
be followed by a dropout layer, so that the initial dropout was zero. A stacked LSTM
can be produced by setting more than one hidden layer, so we have initialized with the
hidden size to 128-512. The loss function and optimizer are two significant components
for deep learning. We have used binary cross-entropy as the loss function because this
is a binary classification model. Subsequently, the cross-entropy measures the difference
between the predicted and real distributions. We have used the Adam optimizer for train-
ing purposes. Optimization algorithms are grouped into adaptive methods, like Adam
[43], and non-adaptive approaches, like stochastic gradient descent (SGD). Adam adapts
learning rates for different intrinsic parameters of the network [44]. The learning rate is
a hyper-parameter that substantially impacts the convergence and generalization perfor-
mance of the model. A high learning rate makes the model learn very fast at the beginning
of the training, but the loss may decrease later. On the other hand, the model may fail to
converge due to the low learning rate. There are various approaches to adjust the learning
rate, such as the adaptive gradient methods and learning rate decay. Though adaptive
methods (Adam) have adapted learning rates, Loshchilov and Hutter [45] provide evidence
that using rate decay with Adam can improve the performance of Adam. In addition to the
learning rate, optimizers in PyTorch have an optional parameter, called ‘weight_decay’.
The weight decay parameter is a regularisation coefficient that can add an L2 penalty to
the loss function to prevent overfitting. Thus, we also experimented with the learning rate
decay and weight decay. The initial learning rate was fixed to 1~2 without the learning
rate decay. Batch size and epoch are two significant hyper-parameters to determine the
number of iterations, affecting the model’s generalization performance. The number of
iterations epoch X (data size + batch size) determines how many times the weights are up-
dated. Assuming that the epoch is fixed, the iterations will decrease with the increment
of the batch size. Using large batch sizes can reduce the training time and enhance the
stability. It also reduces the generalization performance. Using a small batch size can avoid
local optima, but the model may be hard to converge. Keskar et al. [46] indicate that small
batch sizes make a better generalization. We first used 200 epochs with a batch size of one.
The vanishing and exploding gradient problems are also crucial to RNNs. L5TMs have
successfully fixed the vanishing gradient problem, but the exploding gradient problem
still exists, which causes NaN losses during the training. Applying gradient clipping is a
solution to the exploding gradient problem. Therefore, we set the maximum norm of the
gradients to 0.25. We transferred PyTorch tensors to CUDA tensors for computation and
sent the model to a GPU. Since the output layer outputs a score, the final prediction can be
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obtained by applying a Sigmoid function and then rounding off the predicted probability.
The model weights were optimized using the training set at each epoch during the training
and validation experiment. Subsequently, the model’s performance was evaluated by
testing on the validation data. After running the specified epochs, the best-performing
model was re-evaluated using the testing data to check whether the model can generalize
well to new data. Overall, the experiment started with the basic LSTM model that has a
single hidden layer. Fixed hyper-parameters included 24 input nodes, one output node,
and 150 time-steps. The losses were calculated using binary cross-entropy. Moreover,
gradient clipping was also applied. Other hyper-parameters, such as the hidden size,
were first set to 128, the dropout probability was 0, the batch size was initialized to 1,
and the epoch was 200. The experiment adjusted hyper-parameters, including different
optimizers, learning rates, batch size, and tried decay methods, to train a practicable LSTM
model for deepfake detection.

3.4. Evaluation Metrics

Loss and Accuracy metrics were used to evaluate the model’s performance. The binary
cross-entropy loss function was applied for experiments. A lower testing loss value projects
a more similar predicted distribution to the target distribution. We plotted the loss and
accuracy over time to check whether the model was underfitted or overfitted. Whereas,
underfitting means that the model fails to converge and overfitting refers to a model having
poor generalization performance. This circumstance may happen due to inadequate
training data. The generated dataset used for this project is small; high confidence may
lead to overfitting. Therefore, we adjusted the hyper-parameters according to both losses
and accuracy, while choosing the model with the highest validation accuracy to be the
best model.

4. Results

The following chapter will present the results of model training and testing. The final
version of the LSTM model was trained through extensive hyper-parameters adjustments.
The proposed deepfake detection method was tested through an inference procedure.

Step one was to determine the appropriate optimizer. For this process, two optimizers,
including the SGD and Adam, were tested. We first tried the SGD with a learning rate
of 1e73. The results are shown in the subfigures (a) and (b) of Figure 8. Over time,
the training and validation losses implied that the learning rate was too high, so that the
model failed to converge. Therefore, we reduced the learning rate to 1le~*. The subsequent
results are presented in the subfigures (c) and (d) of Figure 8. The lower learning rate
made the loss convergence slow, but the model with an accuracy of about 70% was still
underfitted. Subsequently, we used Adam with a learning rate of le~3; the results are
shown in the subfigures (e) and (f) of Figure 8. The training loss drastically decreased and
approached zero, but the validation loss was unstable and getting higher. Thus, the model
was overfitted. The above results show that it is hard to adjust the learning rate for the
SGD, so Adam is more suitable for this model. Thus, we decided to use Adam to be the
final optimizer.
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Figure 8. Loss and accuracy results for two different optimizers. (a,b) are results of using SGD and
Ir=1e73, (c,d) are results of using SGD and Ir = 1le4, (ef) are results of using Adam and Ir = le~3,
where Ir is the learning rate. The black vertical line in each subfigure is the epoch having the highest
validation accuracy.

The next step was to solve the overfitting problem. It is assessed that dropout is
an effective method for addressing this problem. The dropout for an LSTM model with
a single hidden layer is zero. Therefore, we changed the number of hidden layers to 2
and set the dropout probability as 0.5. A stacked LSTM model was the modified model.
Figure 9 shows the results. After the modification, the overfitting problem still existed,
but the results revealed that the validation accuracy was more significant than using a
single hidden layer. Furthermore, the learning rate also needed to be tuned. A reasonable
learning rate should make the loss decrease gradually.
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Figure 9. The results of using two hidden layers with a dropout probability of 0.5. (a) Training and
validation for model training. (b) Training and validation for accuracy training.

The next step was to solve overfitting and adopt an appropriate learning rate. For this
purpose, we applied learning rate decay (0.5 for every 30 epochs) with the initial learning
rate of le~2. Besides, the weight decay with a A coefficient of 1e~* was used to prevent
overfitting. The results that are presented in Figure 10 show that both the losses and
accuracy remained virtually unchanged during the first 30 epochs, but the values gradually
decreased after the first learning rate decay. The best model with the highest validation
accuracy was at 165! epoch. Table 3 provides the final hyper-parameters.
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Figure 10. Results of applying learning rate decay and weight decay. (a) Training and validation for
model training. (b) Training and validation for accuracy training.

Table 3. Network Architecture and Hyper-parameters: Several experiments were performed to
finalize this architecture and hyper-parameters settings. These settings offered the most relevant
outcomes.

Input Hidden Hidden  Dropout Output Optimizer Learning

Size Size Layers Size Rate Decay
24 512 2 0.5 1 Ir=1e-2
ADAM stepsize =30

gamma = 0.5
Time  Weight Gradient Batch Epoch
Step decay clipping  size

150 le—4 0.25 1 200
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Table 4. Quantitative Comparison of different LSTM Models: this table shows a quantitative compar-
ison of test accuracy different LSTM models trained to learn human pose. It proved that deep hidden
state LSTM performs exceptionally well as compared to shallow models.

Model A LSTM Model B LSTM Model CLSTM
2 Hidden Layer 2 Hidden Layer 3 Hidden Layer
512 Hidden Units 256 Hidden Units 128 Hidden Units
94.39% 91.24% 86.62%

We trained LSTMs with different neuron depths (hidden states) to assess the most
appropriate LSTM arrangement for experiments. It started with 128 neuron depth (number
of neurons for LSTM’s hidden state) and kept moving-up till 512 neuron depth. After eval-
uating the final results, this research identified that LSTMs with 512 neuron depth offered
people much better learning capabilities in comparison to less deep neurons LSTMs. There-
fore, 512 hidden neuron layers finalized for deepfake detection architecture. Each of these
models trained with the given dataset through a single end-to-end trainable design for
200 epochs (500 for initial experiments). Table. 4 presents the quantitative results.

The model was then tested using the testing data. The training, validation, and testing
accuracy of the model were 99.06%, 96.23% and 94.39%, respectively, as listed in Table 5.
The model was trained using the final hyper-parameters and a single TitanX GPU for
computation.

A detailed benchmark analysis was performed to assess the effectiveness of the
proposed method. In this scenario, the proposed LTSM was compared to the well-known
deep learning architectures. Table 5 shows the final results of the overall assessment.
The proposed method performed best in terms of high detection accuracy.

Table 5. Training, Validation, and Testing accuracies of the final model: the model was trained
and tested against several methods. We have trained the proposed dataset with the VGG16 [47],
ResNet [28], and multimodel CNN+LSTM architectures. The proposed LSTM with given hyper-
parameters offered the highest validation and testing accuracy.

Model Training Validation Testing
Accuracy Accuracy Accuracy
VGG16 [47] 82.1% 76.34% 74.03%
ResNet50 [28] 91.29% 87.64% 84.49%
ResNet101 [28] 93.00% 89.90% 88.00%
ResNet152 [28] 96.00% 92.90% 92.01%
CNN (VGG16) + LSTM 98.11% 94.00% 93.78%
Proposed LSTM 99.06% 96.23% 94.39%

Li et al. [1] used CNNs to detect artifacts, such as face regions and surrounding areas.
The use of facial landmarks is the most appropriate way to analyze the proposed method.
The proposed dataset also has upper body landmarks, which include facial landmarks.
Therefore, we only trained facial landmarks using the CNN architecture, as suggested in
the proposed research [1]. The results in Table 6 show that our methods offer much better
performance when compared to the facial landmarks detection method.
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Table 6. Testing Accuracies: testing performance of the proposed method with the state-of-the-art
method by Li et al. [22] on the custom dataset. Li et al. [22] used VGG16, ResNet50, ResNet101,
and ResNet152 CNN models for analysis. We trained the ResNet152 network using the facial
landmarks and compared it with the proposed best-performing LSMT model.

Model Testing Accuracy
Li et al. [22] ResNet152 93.20%
Proposed LSTM 94.39%

5. Discussion

The experiments that were described earlier have successfully trained a practical
model with an accuracy of 94.39%. The results have shown that pose languages could dis-
tinguish different people and expose deepfakes. This method used the PyTorch-OpenPose
model for pose estimation and the LSTM model for deepfake detection. A given person’s
(Pol) video was assessed using a trained detection model. The PyTorch-OpenPose first
estimates the upper body poses and outputs the upper body pose movement in this process.
The LSTM model can then recognize whether the pose movement belongs to a specific
person’s body language.

In the experiments (aforementioned), the system learned the pose languages of the
target person using the trained CNN model. Videos always have no less than 150 frames,
which means that there is (always) more than one pose movement. The demo extracts
all possible pose movements to feed the LSTM model. The video will only be marked
as authentic if the number of actual pose movements is greater than that of fake pose
movements.

This research has successfully addressed the problem of fighting deepfakes for world
leaders. Table 5 shows the testing results. The proposed method works well in terms of
detection of deepfake, although there are some limitations. The first problem is that the
dataset generated in this research is small, which does not contain enough instances of
the target person’s pose languages (lower-body). The lack of data results leads to a more
significant drop in training and validation accuracies than the testing accuracy. Fake data
quality is the next challenge. The fake instances were extracted from deepfake videos
(from YouTube), which may not be using the latest deepfake creation techniques. Thus, it
is unknown whether this method can discern deepfakes produced by advanced creation
methods. Another limitation is that the number of input sequences is fixed. An RNN
model that allows for varying input sequences would be better and more flexible. Thus,
this research has indicated the feasibility of the proposed method, but further research is
required to address these limitations.

6. Conclusions and Future Work

The misuse of deepfake techniques has caused a significant problem (especially deep-
fake videos of world leaders being threatening to the public). Research on this issue created
a novel deepfake detection method that can spot fake videos for world leaders by analyz-
ing the upper body languages. A dataset was first generated using PyTorch-OpenPose
to test the hypothesis that “the body language is distinct for different individuals and
can be used to expose deepfakes by RNN” . The data pre-processing method extracted
12 body key-points that represent the upper body pose. Subsequently, a many-to-one LSTM
model was designed and trained to analyze the upper body language. In the experiments,
the LSTM model has proved the proposed hypothesis with high accuracy. With the fast
development of deepfake creation and detection, this technology is becoming increasingly
realistic. Hence, it is increasingly challenging to spot imperfections. This research has cre-
ated a new research direction that is not limited to using face or body language. Over time,
the deepfake creation methods are getting smarter, as are the detection methods. It is an
evolutionary process that continues to evolve.
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Deepfakes are continually evolving and mutating against the currently available
detection methods. It is a kind of war between good and evil. Additionally to this paper,
several aspects can be employed to improve and enhance the proposed research to detect
deepfakes in the forthcoming works. Therefore, we now suggest the following methods to
improve the underlying research for our future work:

*  Collecting more real videos to produce positive instances. Instead of downloading
deepfakes from the internet, developing synthetic instances of videos using advanced
deepfake creation approaches.

e  Training using a larger dataset might enhance the generalization performance, so the
researcher can continue training the new models using transfer learning. The future
researcher can create datasets for multiple world leaders and train models for different
world leaders, in order to test whether the proposed method is still useful.

*  Defining a new RNN network and train a model that allows input sequences with
different lengths. Use the 3D head pose to replace head keypoints. The 3D pose
might be more informative, because it contains spatial position instead of planimetric
position.

¢  Using an upper-body pose and a hand pose to train the model. The PyTorch-OpenPose
also provided a model for hand pose estimation. Adding a hand pose is similar to
upper body languages, as different people might have distinct hand gestures.
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